
Development of integration mode
proton imaging with a single CMOS
detector for a small animal
irradiation platform

Katrin Schnürle1*, Jonathan Bortfeldt1, Franz Siegfried Englbrecht1,
Chiara Gianoli1, Jens Hartmann1, Petter Hofverberg2,
Sebastian Meyer1,3, Katharina Niepel1, Indra Yohannes4†,
Marie Vidal2, Guillaume Landry5, Joël Hérault2, Jörg Schreiber1,
Katia Parodi1*‡ and Matthias Würl1‡

1Department of Medical Physics, Faculty of Physics, Ludwig-Maximilians-Universität München, Garching,
Germany, 2Centre Antoine Lacassagne, Nice, France, 3Department of Medical Physics, Memorial Sloan
Kettering Cancer Center, New York, NY, United States, 4Rinecker Proton Therapy Center, Munich, Germany,
5University Hospital, Ludwig-Maximilians-Universität München, Munich, Germany

A novel irradiation platform for preclinical proton therapy studies foresees proton
imaging for accurate setup and treatment planning. Imaging at modern
synchrocyclotron-based proton therapy centers with high instantaneous particle
flux is possible with an integration mode setup. The aim of this work is to determine
an object’s water-equivalent thickness (WET) with a commercially available large-
area CMOS sensor. Image contrast is achieved by recording the proton energy
deposition in detector pixels for several incoming beam energies (here, called
probing energies) and applying a signal decomposition method that retrieves the
water-equivalent thickness. A single planar 114 mm× 65mmCMOS sensor (49.5 µm
pixel pitch) was used for this study, aimed at small-animal imaging. In experimental
campaigns, at two isochronous cyclotron-based facilities, probing energies suitable
for small-animal-sized objects were produced once with built-in energy layer
switching and the other time, using a custom degrader wheel. To assess water-
equivalent thickness accuracy, a micro-CT calibration phantom with 10 inserts of
tissue-mimicking materials was imaged at three phantom-to-detector distances:
3 mm, 13 mm, and 33mm. For 3 mm and 13 mm phantom-to-detector distance, the
average water-equivalent thickness error compared to the ground truth was about
1% and the spatial resolution was 0.16(3)mm and 0.47(2) mm, respectively. For the
largest separation distance of 33 mm air gap, proton scattering had considerable
impact and the water-equivalent thickness relative error increased to 30%, and the
spatial resolution was larger than 1.75 mm. We conclude that a pixelated CMOS
detector with dedicated post-processing methods can enable fast proton
radiographic imaging in a simple and compact setup for small-animal-sized
objects with high water-equivalent thickness accuracy and spatial resolution for
reasonable phantom-to-detector distances.
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1 Introduction

To advance preclinical proton therapy research, the SIRMIO
project [1] (small-animal proton irradiator for research in
molecular image-guided radiation-oncology) aims to build a small-
animal proton irradiator equipped with a dedicated beamline to
produce a focused, narrow proton beam (σ ≈ 1 mm) with energies
from 20 MeV to 50 MeV to irradiate small animals [2]. Imaging for
tumor detection, treatment planning, and positioning will be provided
by co-registered ultrasound [3] and proton imaging, with the
advantage that proton radiography will directly provide the water-
equivalent thickness (WET) and proton computed tomography
(pCT), the relative (to water) stopping power (RSP) needed for
treatment planning [4–6]. Ionoacoustic measurements [3] and an
in-beam PET system [7] are used for in vivo range verification.

Three proton imaging modes are foreseen to enable imaging at
different treatment centers and applications. A full single-particle
tracking tomographic system is developed in-house and will
provide tomographic images of the RSP for treatment planning. It
consists of floating strip Micromegas front and rear trackers [8] before
and after the object to measure the position and direction of individual
protons and a time-projection-chamber based on a range telescope to
measure the proton’s residual range. Initial simulation studies of the
expected performance of the proton tomography prototype suggest
improved range predictions in treatment planning compared to
conventional (X-ray) planning CT [9].

At synchrocyclotron-based facilities, the proton flux within the
microbunches exceeds the particle rate capability of single-particle
tracking detectors, limited to 7 MHz cm−2 [8]. As an alternative,
imaging behind the object, either based on single-particle dE-
measurement with Timepix detectors [10] or integration mode
[11–15] using a large-area CMOS sensor, and energy stacking, is
developed in parallel to be used in the SIRMIO prototype.

Even though a full tomography in integration mode might be
unreasonable due to the acquisition time and dose restrictions,
radiographic proton images of the animal can be used for positioning,
to do a specific Hounsfield unit (HU) to RSP conversion [16] of the
previously recorded tomographic image (typically X-ray cone-beam CT
(CBCT)) or the deformation of an X-ray or proton CT with a deformable
image registration (DIR) to the daily anatomy as suggested [17]. This
work reports on the optimal acquisition settings for the CMOS integration
mode that have been determined both experimentally and via Monte
Carlo (MC) simulations. Compared to other proton imaging systems, this
integration mode setup is portable and compact and is, therefore,
especially interesting when the space in the experimental or treatment
room is constrained.

In the following, we will present the experimental design of CMOS
integration mode proton imaging at two different proton therapy
beamlines and the obtained results, which motivate further
optimization of the imaging system and post-processing of the
acquired data for future applications in SIRMIO.

2 Materials and methods

2.1 Principle of energy stacking

To measure the WET of an object, the energy deposition in the
thin sensitive layer of a detector is recorded for the varying incident

beam energy, hereafter, also referred to as probing energy. The
scanning of the object with several probing energies ensures that
the measurement points at high gradients of energy loss per traversed
depth in materials are available for the WET determination (see
Figure 1A; Supplementary Video S1) for each WET present in the
object.

2.2 Experimental setup

For the experimental implementation of proton imaging in
integration mode with a CMOS detector, the energy deposition for
all probing energies in the pixelated, integrating detector is recorded
(see Figure 2A), resulting in one “raw” image per probing energy. The
range of probing energies is adapted to the maximum and minimum
WET of the object, which is presumed to range from 0.3 cm to 3.5 cm
for a murine specimen or a comparable object. The corresponding
highest imaging energy is 65 MeV and the minimum applied in an
experiment was about 4 MeV as structures of lower WET, e.g., mouse
ears and claws, are of minor interest. The difference between
subsequent energy steps can be chosen to find a compromise
between the desired WET accuracy and imaging dose.

Experiments were conducted at two different proton therapy
centers, employing two different methods to produce the probing
energies: the Rinecker Proton Therapy Centre (RPTC) and Centre
Antoine Lacassagne (CAL).

2.2.1 Rinecker Proton Therapy Center
The RPTC in Munich, Germany, was equipped with the first

cyclotron intended for particle therapy by Varian Medical Systems,
Inc. (Palo Alto, California, formerly Accel) in a clinical facility [18].
The superconducting cyclotron and beamline with an automatic
energy switching system delivered protons within
75 MeV–245 MeV and switching time of about 4 s to four
dosimetrically equivalent treatment rooms with gantries.

2.2.2 Centre Antoine Lacassagne
At CAL in Nice, France, two proton therapy cyclotrons are in

clinical operation. One is the prototype Proteus®ONE (IBA,
Netherlands) consisting of a superconducting synchrocyclotron and
a rotating gantry, which is used to treat deeper tumors such as head
and neck or sacrum cancers. The other cyclotron,Medicyc, is used for
the treatment of ocular cancers and provides a fixed energy of
62.3 MeV [19–21]. Due to easier accessibility, the presented
experiments were carried out at the isochronous Medicyc cyclotron.

2.2.3 CMOS sensor
A commercially available CMOS sensor (Teledyne DALSA,

Canada) with a 49.5 µm pixel pitch, a few µm thicknesses of the
silicon sensitive layer, and 65 mm × 114 mm sensor area was used1.
Through its experimental application at the Centre for Advanced
Laser Applications (CALA) in Garching [22], first experience with the
detector system was available and the sensor area was deemed
sufficient for the coverage of a mouse. Images were acquired with
100 ms exposure time. Depending on the treatment facility where the

1 Teledyne Dalsa, CM49 DST CMOS Image Sensor Data Sheet (2014).
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experiments were performed, the data for all initial beam energies were
either taken in continuous readout including empty frames during the
automated energy switching of the proton beam delivery system or as
separate batches of images. The detector has a 14-bit dynamic range,
and the signal intensity in each pixel (proportional to the integrated
energy deposition) is given in analog-to-digital units (ADU). The
sensor response shows linearity within 3.9% in the range of
0 MeV–21 MeV. Measurements were performed at the Maier-
Leibnitz Laboratory tandem accelerator in Garching.

2.2.4 Phantom
For the quantitative evaluation of the acquired proton images, a

micro-CT calibration phantom (SmART Scientific Solutions,
Netherlands) was imaged. This phantom is made from a 10 mm-
thick water-equivalent baseplate with a 30-mm diameter that holds
10 tissue-equivalent inserts (Gammex® materials; 3.5 mm diameter;
16 mm length). The elemental composition by relative weight,
effective atomic number Zeff, mass density ρref, and relative-to-
water electron density ρwe are given by the vendor2 (see Figure 2B).
The RSP of the insert materials was measured for bigger samples of the

same material in carbon ion beams3 [23] with an uncertainty of 0.2%.
In addition, DECT images of the phantom calibrated to the RSP [24]
were used as consistency checks, paying attention to partial volume
effects.

2.2.5 Radiography experiments
At RPTC, degrader and detector were mounted on the treatment

table (see Figure 3). The micro-CT calibration phantom was imaged
with a phantom-to-detector distance of 13 mm. The automated energy
switching made energy variation possible by executing a treatment
plan with a single central spot. In this example, a treatment plan with
2 MeV energy steps from 76 MeV to 96 MeV was irradiated and
degraded down to 20 MeV–65 MeV with a 35-mm-thick block of
polymethyl methacrylate (PMMA) placed at the isocenter. The RSP of
the PMMA block was determined at the Heidelberg Ion Therapy
Centre (HIT) to be 1.165 (see section 5). The frames that were
recorded during the beam-off time for energy switching were used
to subtract the detector’s dark current from the beam-on frames. The
drift space between the degrader and the detector was 220 cm for a

FIGURE 1
(A) Schematic of the experimental setup including a degrader wheel, micro-CT calibration phantom, and CMOS detector. A variable degrader like the
depicted wheel is necessary at facilities with fixed proton beam energies. (B) Detector signal corresponding to three different materials of the phantom at
varying probing energies or degrader thicknesses (after 62.3 MeV initial energy), respectively.

FIGURE 2
(A) Depiction of the micro-CT calibration phantom and (B) tabulation of its related properties, according to the manufacturer (SmART Scientific
Solutions, Netherlands): the effective atomic number Zeff, relative-to-water electron density ρwe , mass density ρref, and elemental composition by the relative
weight and RSP measured [23] for each tissue-mimicking material.

2 SMART Scientific Solutions B.V., Routine Preclinical CT Calibration Phantom,
Promotional Leaflet (2016). 3 The RSP of materials is considered independent of the ion species.
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more homogeneous and reduced proton fluence on the detector (see
Figure 3 and section 5).

At CAL, the aforementioned phantom was imaged for three
different phantom-to-detector distances: 3 mm, 13 mm, and 33 mm
(see Figure 4B) (with 3 mm being the minimal possible distance). The
distance between the beam exit and the detector was 125 cm.

The 62.3-MeV beam of the Medicyc cyclotron is degraded for
proton imaging with a motorized degrader wheel (see Figure 4A),
which holds seven PMMA slabs with thickness ranging from 0.5 mm
to 3.5 mm in a 3D-printed frame. Each segment has a diameter of
34 mm, adapted to the size of the collimator at beam exit in the
treatment room. Up to seven PMMA slabs of 4 mm can be inserted in
an additional holder directly behind the wheel at the height of the
beam exit, so that the available range in PMMA thickness is from
0 mm to 31.5 mm in steps of 0.5 mm. The RSP of this material was
measured to be 1.147 (see section 5). The remaining proton beam
energy, therefore, ranges from 5 MeV to 62 MeV according to FLUKA
MC simulations (see section 2.3.2).

2.3 Determination of the water-equivalent
thickness

For each pixel, the detector signal is recorded as a function of the
irradiated probing energies. The signal height displays the energy
deposition Edep of the proton beam after having traversed the part of
the object that is upstream of the pixel (see Figure 1B). In the case of a
homogeneous medium, there is only one Bragg peak position and
corresponding WET value of the object to be identified. In more
realistic experiments with heterogeneous objects and due to multiple
Coulomb scattering, there are different WET components

contributing to the integrated signal in each pixel. For accurate
WET retrieval, the measured signal must be taken apart into the
contributions from several WET values in the object, which is carried
out using the Bragg peak decomposition method.

2.3.1 Bragg peak decomposition
To exploit the Bragg peak decomposition for integration mode

imaging with a CMOS detector, a reference of this detector’s signal for
a series of known WET values is needed.

In this work, this reference is obtained through the measurement
of the homogeneous base part of the SmART phantom in the case of
the experiments at the RPTC (see section 2.3.2) and through
measurements of PMMA plates with known WET for the CAL
experiments (see section 2.3.2 and Figure 4C). Due to the limited
time at experimental facilities, it is not possible to measure a
calibration curve for every WET value needed in the
reconstruction. To compensate for this and obtain reference curves
at finer WET resolution available for signal decomposition, calibration
measurements need to be complemented by FLUKA MC simulations.
These simulations are first fine-tuned to reproduce the open-field
measurements (see section 5); they are then compared to the
calibration measurements and in the last step are used to generate the
full lookup table (LUT). The LUT is an m × n matrix of the energy
deposition in the detector pixels for each of the m water-equivalent
thickness values and n initial beam energies (see Figure 5A).

The Bragg peak decomposition algorithm retrieves the unknown
combination of the WET, given as solution vectors �x (withm entries),
from the measured signal �b (size n) in a single pixel by finding the
linear combination of calibration curves, i.e., rows in the LUTA, which
best reproduce the signal. This corresponds to finding the solution to
the bounded variable least-squares problem:

FIGURE 3
Experimental setup at the RPTC with a PMMA block as the energy degrader on the left and the CMOS detector in its housing on the right.

FIGURE 4
Experimental setup at CAL: (A) 3D-printed degrader wheel mounted directly after the collimator at the beam exit. (B) Detector and SmART calibration
phantom. The black patches block light from entering through screw holes that lie underneath. (C) Detector and 10 mm-thick PMMA slab for calibration.
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min
�x

1
2
‖A �x − �b‖22 for 0≤ xi ≤ 1 ∀i (1)

as described in [25] and [26]. The minimization problem is solved in
this work using the function lsq_linear from the scipy. optimize
package (scipy version 1.8.0)4 [27].

The signal decomposition method allows for the identification of
WET components and their respective weights in the integrated signal.
Such an example of the detector signal with range mixing is shown in
Figure 6A.

As the solver has no constraints to the maximum of non-zero
vector items in �x, the solution might include several WET components
of small weights (see “Full solution” in Figure 6B) to find the

mathematically best solution. Such small contributions are often
only a consequence of statistical fluctuations in the measured signal
for each pixel, but do not reflect these materials actually being present
in the object at that position. To exclude those contributions, a
threshold is applied (in the example of Figure 6B, it is 10% of the
total of WET components) and the remaining components are re-
normalized, so that the sum of the weight of all WET components
identified in a pixel equals one. The threshold is a free parameter that
can be varied in post-processing. The fluctuation in the measured
detector signal arises partly through varying proton numbers arriving
on a given pixel for consecutive probing energies. First, the beam
current from the nozzle is not exactly the same for all irradiated
energies. Second, the heterogeneous object being present itself instead
of a homogeneous material will slightly change the proton number
hitting each single pixel (West–Sherwood effect [28]). Additionally,
the energy deposition of protons in a thin film varies following a
Landau distribution; the detector has limited energy resolution, and

FIGURE 5
Lookup tables from calibrationmeasurements (A)with PMMA plates and (B) complemented by FLUKAMC simulations. Measurements were carried out in
steps of 2-mm degrader thickness in the plateau region and with 0.5-mm steps in the Bragg peak region.

FIGURE 6
Example of the signal decomposition algorithm for a pixel in an interface region between the cortical bone (SB3) insert and the baseplate, leading to
rangemixing. (A)Measured detector signal in a pixel with a rangemixing (solid line). TheWET components obtained via Bragg peak decomposition (Figure 6B)
are indicated as dashed lines. (B) WET components found as solution corresponding to the signal in (A).

4 https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.lsq_
linear.html.
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there is fluctuation of the detector’s dark current and very small, but
non-zero background noise.

To generate a WET image in 2D, i.e., a radiograph, the WET
components in the solution can be combined depending on the
application that is foreseen for the image. Conventionally, either
the mode of the solution vector WETmax is chosen from the
solution vector or the weighted mean of components could be
calculated to obtain an image of WETmean [29]. Choosing
WETmean for the radiographs presented in this study gives the
possibility to reconstruct the radiograph with a smoother WET
distribution than tabulated in the LUT, but with a degraded spatial
resolution.

2.3.2 Monte Carlo simulations
For the measurements at both proton therapy centers, the

experiment was modeled in a FLUKA [30,31] MC simulation
(version 2020.0) with the default settings “HADROTHE” (for
hadrontherapy). The simulation geometry is set such that the
distances between beam exit, degrader, phantom, and detector
reflect the experimental setup. The mass density and geometrical
dimensions of all present elements were set to the measured values.
The ionization potential Iwas tuned in the simulation so that the range
shift measured in the water column (see section 5) was reproduced
within 0.022 mm.

2.3.2.1 RPTC beam source
In the case of the measurements at RPTC, a FLUKA beam model

[32] based on reference measurements in 2012 and 2014 was available.
Measurements recorded in 2019 for 75 MeV nominal energy showed
that there has been a shift in the mean beam energy from 75.1 MeV to
74.5 MeV at the isocenter [2], but the energy spread remained the
same. As a consequence, the mean beam energies in the beam model
were adapted to reproduce the reference measurement as described in
section 2.3.2.

2.3.2.2 RPTC calibration
The measured energy deposition in the detector as a function of

probing energy behind the baseplate of the phantom described in
section 2.2.2 was used as reference to validate the energy deposition
obtained from the MC simulation. In the simulation, the energy
deposition in the detector model after a water column of 9.94 mm,
corresponding to the measured WET of the baseplate, was
simulated and compared to the measurement for five different
circular regions in the baseplate with 3 mm diameter each. The
density and ionization potential of the water column used were
adapted to reflect the measurement conditions at the RPTC and,
therefore, set to ρw = 0.997 g cm−3 and Ie = 73.5 eV [33]. The
systematic uncertainty from this calibration approach is the
combined uncertainty from the measured RSP (0.2%) [23] of
the calibration phantom, the thickness measurement of the
phantom baseplate (0.007 mm), and the remaining uncertainty
between the MC and measured proton range of 0.67 mm. The
combined systematic uncertainty for the WET determination with
the MC model of experiments at the RPTC is, therefore, 0.67 mm
or 6.7%.

To generate the LUT, the accumulated energy deposition for each
pixel in the modeled detector was scored for 2 × 107 particles for each
probing energy and WET values from 0 mm to 30 mm in steps of
1 mm with the USRBIN card in FLUKA.

2.3.2.3 CAL beam source
To reproduce the experiments at CAL in a FLUKA simulation, a

phase space produced by Ref. [34] served as the beam source. It was
scored using the MC code MCNPX and is read in input using a
FLUKA user routine.

The ionization potential of the FLUKA material for the PMMA
foil used in the degrader wheel (PMMAWheel) was set to I = 71 eV to
reproduce the water column measurement described in section 2.2.3.

The size of the treatment room at CAL did not allow for an air gap
between the beam exit and detector as large as that at the RPTC, which
is why the spatial fluence distribution for different probing energies,
due to change in lateral beam size, cannot be neglected in this case, and
a separate LUT for each pixel is scored.

For each of the N = 56 measurement points, which correspond to
the energy deposition Edep, meas on the detector for all degrader wheel
thicknesses, the simulated energy deposition Edep, sim was compared to
the measurement with an average point-to-point difference Δpp of the
normalized curves:

Δpp � ∑
N
i |Edep,meas − Edep, sim|

N
� 2.4%.

Similar to the calibration for the RPTCmeasurements, such minor
differences in the signal shape will be suppressed by the threshold in
the signal decomposition and not affect WET determination. The
remaining difference in the distal 80% from the maximum energy
deposition between measurement and simulation is 0.03 mm in
PMMA, which leads to an uncertainty in the WET determination
of 0.035 mm.

The spot size in terms of the standard deviation σ of a Gaussian fit
to the beam profile in the spot center was reproduced with an
agreement better than Δσ = 2 mm in both lateral dimensions.

2.3.2.4 CAL calibration
In the first set of simulations, the Bragg peak shift of the calibration

pieces in the PeakFinder measurements at HIT was reproduced in a
FLUKA simulation by adjusting the ionization potential of a slice of
PMMA, set to the determined thickness and mass density in front of a
water column (ρ = 0.998 g cm−3, Ie = 77.3 eV) [35]. As a result of this
step, the thickness d, mass density ρ, and ionization potential I were
known for every piece of PMMA used in the calibration
measurements.

In a second set of simulations, the optimized beam source for
CAL and the measured WET for each PMMA slab were used to
imitate the calibration measurements with the CMOS detector
described in Section 5. Those simulations allow us to estimate the
uncertainty in the WET determination for the MC obtained LUT.
The uncertainty of the calibration is given by the uncertainty of the
PeakFinder range shift and its reproduction in the MC simulation,
which is combined 0.022 mm. The error in the reproduction of the
proton beam range in the open-field measurement is 0.035 mm.
Those errors propagate into the simulations that are carried out for
comparison to the calibration measurement. The absolute difference
in the proton beam range was at maximum 0.11 mm for all
calibration measurements, which leads to an error from the
calibration smaller than 1%.

This simulation was then used to produce the LUT displayed in
Figure 5B that directly provides the expected energy deposition on the
detector after having traversed the water-equivalent thicknesses from
0 mm to 32 mm in steps of 1 mm.

Frontiers in Physics frontiersin.org06

Schnürle et al. 10.3389/fphy.2022.1044156

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1044156


2.4 Evaluation

2.4.1 WET accuracy
The measured WET of the Gammex inserts was compared to the

experimentally determined RSP values [23] multiplied by the
geometrical length in beam direction of the insert, deemed as the
ground truth WET. The regions-of-interest (ROIs) in the middle of
the inserts with a margin to the edge were chosen to evaluate the WET
accuracy independent of the spatial resolution (see Figure 7A). The
margin is chosen depending on the blurring that is present in the
image. To evaluate theWET accuracy and precision, the average WET
and standard deviation within this region is computed. If the margins

to the ROI are chosen too small, then pixels with range mixing are
included in the evaluation and the WET accuracy cannot be accessed
directly.

2.4.2 Spatial resolution
To quantify the spatial resolution, an oversampled edge-spread

function (ESF) at the interface of each Gammexmaterial insert and the
solid water baseplate was obtained from nine line profiles in the image
around the center of the insert (see Figure 7B). An error function fit to
this oversampled ESF was used to determine the modulation transfer
function (MTF). A total of 10% of the MTF was calculated for each
insert, and the mean and standard values of all inserts are reported.

FIGURE 7
(A)Margins from the insert edge (continuous circle) to the evaluated ROI (dotted circle inside) forWET accuracy and precision in a region of the image not
blurred by scattering. (B) Combined line profiles at the edge of the SB3 cortical bone insert (depicted on the bottom left) to fit the edge-spread function and
calculate the spatial resolution.

TABLE 1 CAL and RPTC, 13 mm air gap: Comparison of the experimentally determined WET with the ground truth WET (see section 2.4.1).

RPTC experiments CAL experiments

Insert material Ground truth
WET (cm)

WET
(Std. dev.) (cm)

Relative
difference

WET
(Std. dev.) (cm)

Relative
difference

Adipose 1.51 1.54 (0.01) 2.11% 1.54 (0.02) 2.42%

Breast 1.55 1.59 (0.01) 2.22% 1.58 (0.05) 1.42%

Solid water 1.59 1.61 (0.01) 0.89% 1.60 (0.05) 0.44%

Brain 1.70 1.71 (0.01) 0.76% 1.72 (0.01) 1.54%

Liver 1.72 1.73 (0.01) 0.64% 1.75 (0.02) 1.67%

Inner bone 1.74 1.75 (0.01) 0.62% 1.75 (0.01) 0.56%

B200 bone 1.76 1.78 (0.01) 1.55% 1.78 (0.01) 1.23%

CB2-30% 2.04 2.04 (0.01) -0.09% 2.03 (0.05) -0.48%

CB2-50% 2.29 2.30 (0.01) 0.40% 2.30 (0.01) 0.50%

SB3 cort. bone 2.60 2.61 (0.01) 0.54% 2.60 (0.01) 0.19%

Average of the absolute percentage WET error 0.98% 1.04%
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2.4.3 Imaging dose
To obtain an estimated imaging dose from FLUKA simulations,

the phantom was modeled in the simulation frameworks for the RPTC
and CAL with its geometric dimensions and material parameters as
stated in Figure 2, and the dose was scored using 100 µm voxel size in
the radiography plane and 1 mm slice thickness.

The particle number for the dose estimation was retrieved from
the proton fluence at the nozzle exit given by the facility and the
irradiation time for all probing energies.

3 Results

3.1 WET accuracy

Margins of 1.1 mm were chosen for the evaluation of the micro-
CT phantom radiography at the RPTC and CAL with the phantom-to-
detector distance of 13 mm to evaluate a region without blurring from
the material interface. The values for all inserts can be found in
Table 1. The average of the absolute percentage WET error over all
inserts was 0.98% for the RPTC measurements and 1.04% for the

measurements at CAL. In the case of 3 mm air gap, the average WET
error was 0.87%with a margin to the ROI of 0.3 mm. For the largest air
gap of 33 mm, the image quality is drastically reduced through
scattering, which leads to an average WET relative error of 30%
independent of an ROI margin chosen, as the spatial resolution
cannot be evaluated.

3.2 Spatial resolution

The spatial resolution of proton radiography from the RPTC with
a phantom-to-detector distance of 13 mm was 0.31(3) mm.

The radiographies taken at CAL are shown in Figure 8, and the
radiographs for different air gaps between the phantom and detector
show the impact of multiple Coulomb scattering on the image quality.
The spatial resolution for the radiographs taken at CAL was 0.16(3)
mm for the smallest air gap of 3 mm and 0.47(2) mm for 13 mm.

In the radiography, for the largest air gap, the evaluation of the
spatial resolution is not meaningful, as there is not enough WET
contrast to fit the edge-spread function.

Figure 9 showsWET profiles for the three different air gaps along a
line through the two bone and liver inserts (see line indicated in
Figure 8 on the right) compared to the ground truth (see section 2.4.1).

3.3 Imaging dose

The imaging dose for the proton radiography at the RPTC is
estimated to be 8 mGy.

For CAL, the dose for a single radiograph is estimated at 50 mGy.
This comparably high value is due to the combination of the minimum
beam current from the beamline of 0.1 nA and the maximum frame
rate of the detector of 10 fps.

3.4 Imaging time

Imaging time at the RPTC was 94 s for the irradiation of the pre-
defined treatment plan.

At CAL, the additional 4-mm slabs of the degrader wheel had to be
put in manually, and the beam had to be started and stopped for each
degrader step, resulting in an imaging time of around 15 min.

FIGURE 8
WET radiographies at CAL with (A) 3 mm, (B) 13 mm, and (C) 33 mmphantom-to-detector distances (left to right). The red line on the rightmarks the line
profiles in Figure 9.

FIGURE 9
Line profiles through three different inserts and ground truth (line
indicated in Figure 8) for the radiographic acquisition at CAL.
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4 Discussion

In terms of the experimental setup, the mechanisms to achieve
scattering and energy degradation differed substantially between
the two presented experiments. The optimal illumination for
imaging would be the homogeneously distributed protons that
hit the phantom orthogonal to the detector plane. At the RPTC,
a pencil beam is focused to a width of 10 mm at the isocenter, where
the PMMA degrader is placed. At CAL, the beam with 34 mm
diameter is degraded directly after the nozzle by the variable
degrader. After the last element in the beam, there is a 220-cm
distance between the PMMA degrader and the detector at the
RPTC in comparison to a distance of 125 cm between the degrader
wheel and the detector at CAL. Those differences in the setup lead
to a greater lateral beam size and a more homogeneous distribution
of the protons over the detector surface for RPTC measurements.
Monte Carlo simulations showed that the angular distribution of
the protons that hit the phantom is narrower for the beam at the
RPTC, which is a reason for the better spatial resolution of the
proton radiograph taken at the RPTC in comparison to CAL, both
at 13 mm air gap.

The calibration and generation of the LUT was more error-prone
for the measurements at the RPTC as the baseplate of the phantom
itself had to be used for the calibration, and the beam energy variation
was carried out with a larger 2 MeV step size. This is reflected in the
large systematic uncertainty of 6.7%.

The calibrationmeasurements at CAL using homogeneous slabs of
PMMA with the known WET enabled a more thorough fine tuning of
the MC simulation to the measurement with a systematic error
below 1%.

If the fluence distribution over the field of view (FoV) cannot be
considered flat, as it was the case for the measurements at CAL, a
specific LUT taking into account the beam shape on the detector is
necessary for accurate WET determination, although more
computing time is needed to reach sufficient statistics over the
2D plane of the FoV. Radiographies presented in this work were
obtained with pixel-specific LUTs, i.e., one value of energy
deposition for each probing energy and calibration WET for
each pixel in the FoV, as inputs for signal decomposition. As
comparison, LUTs with only one value (the accumulated energy
deposition in all pixels of the FoV) for each probing energy and
calibration WET, independent of the pixel location were used for
the WET determination, with the results that the WET accuracy
and spatial resolution were similar for experiments at the RPTC,
but strongly differed for CAL.

Imaging time at the RPTC was 94 s for the irradiation of the pre-
defined treatment plan. This imaging time is largely due to the slow
energy switching (4 s for each switch) at the RPTC as this was the first
ProBeam® proton therapy system (Varian Medical Systems, Inc., Palo
Alto, California) facility and is considerably reduced at newer facilities.
The degrader wheel used at CAL was fully automated in the meantime,
so that entering the treatment room is not necessary, but irradiation
using automatic energy switching stays favorable in terms of the
imaging time.

The imaging time and, thus, the dose exposure will also be reduced
through a new CMOS detector with a frame rate up to 25 Hz [36, 37].

In addition to the prior dose optimization through the choice
of the employed probing energies, dose minimization also
depends on the clinical facility to be able to deliver a short
burst (O(100 ms)) of a low current (O(0.1 nA)) beam for all
probing energies.

The detrimental effect of proton scattering on image quality
can be reduced through data processing with or without the use of
prior knowledge about the imaged object [26, 38]. Several
methods (Monte Carlo-based and analytical) for the proton
scatter correction are currently under investigation. Also,
methods employing artificial intelligence are promising
candidates to reduce the image quality-diminishing effect of
proton scattering.

The feasibility of integration-mode imaging for more
heterogeneous objects and small animals was tested in
following experimental campaigns. The presented phantom
allows for quantitative evaluations but represents a very
simplistic case in terms of range mixing. In small animals, a
large number of WET contributions can be present in each
pixel. If scattering in the object is reduced through the optimal
setup (phantom-to-detector distance ≤ 10mm, beam scattering
close to the nozzle, collimation of the beam, and a large drift space
after scattering), sufficient WET contrast for position verification
can be achieved. A suggestion to reduce multiple Coulomb
scattering in the object would be to degrade the proton beam
between the phantom and the detector. This approach is only
favorable with regard to spatial resolution if the space between the
phantom and the detector is not enlarged in the experimental
realization.

5 Summary

Accurate WET retrieval with 1% accuracy and sub-millimeter
spatial resolution can be achieved in integration-mode proton
imaging using energy stacking and a single CMOS detector
behind the object, when limiting the air gap between the
detector and the object.

Larger separations between the phantom and the detector
remain challenging in integration mode as scattered particles
cannot be excluded from the data, although improvements could
be enabled through advanced methods in data processing.

This work supports the adoption of integration mode with a
CMOS detector for future small animal irradiation platforms, if
the setup geometry allows for a minimized (< 2 cm) distance
between the detector and the object, if single particle tracking
is not feasible.

Future studies should aim to confirm the feasibility at
synchrocyclotron proton therapy facilities and assess the practical
advantages of a next-generation CMOS detector.
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