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Covariance estimation is of great importance for functional data analysis, not least because it is an essential part of functional principle component analysis. This paper gives an introduction on the basic methodological framework of functional data analysis and presents three methods to estimate the covariance function through penalized tensor product spline smoothing: square smoothing, triangle smoothing and FACE. While square smoothing applies the general procedure of tensor product smoothing of bivariate functions, triangle smoothing and FACE exploit the covariance’s symmetry and estimate only half of the spline coefficients, thus providing computationally efficient alternatives. The latter even applies a joint estimation of covariance and measurement-error-variance. In order to compare the methods, a two-part simulation study is conducted for various data types. We find that triangle smoothing has in general a similar accuracy compared to square smoothing and sometimes provides even more precise estimates. Furthermore, in most examined settings, FACE shows a clear dominance over both square and triangle smoothing, in terms of precision.
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1. Introduction

From GDP growth rates and stock prices to magnetic resonance images, functional data has become an increasingly important data type for various scientific fields, ranging from economics to medicine and biology. Thus, functional data analysis (FDA), which focuses on continuously measurable and therefore functional data, such as curves, shapes, images, and higher dimensional surfaces, has become an indispensable field of statistics. In practice, functional data is usually observed over a countable finite set of points in the functions’ domain, commonly known as grid points. This paper targets functional data in the form of curves, thus we consider the observations to be realizations of a one-dimensional stochastic process.

The infinite dimensional nature of functional data makes it a rich source of information, but results in difficulties while interpreting the data structure (Wang et al., 2016). Therefore, techniques for dimension reduction are essential in FDA. Functional principle component analysis, which is the most prominent tool in FDA, characterizes the covariance structure in the data and reduces the data’s dimensionality through an eigendecomposition of the covariance operator. The covariance operator is defined by the covariance function, which summarizes the dependence across pairwise observations of one curve (Ramsay and Silverman, 2005). Hence, in order to obtain functional principle components, one has to estimate the underlying covariance function first. This thesis focuses on exactly this issue of estimating the bivariate covariance function. Covariance estimation in FDA is carried out through smoothing empirical covariance estimates using e.g. local linear surface smoothers (Yao et al., 2005), or tensor product splines (Wood, 2006). In this work, we will focus on the latter. A prevalent issue in smoothing is overfitting, which results in an excessively “rough” shape of the estimated covariance surface. Therefore, regularization in the form of penalization is required in the estimation procedure.

The outline of the thesis is as follows: Chapter 2 gives a fundamental introduction on the methodological background of FDA by illustrating the modeling of functional data as well as differentiating the data into three types: regular, irregular and fragmentary data. While estimating the covariance function of regular data is fairly easy and broadly discussed in literature, irregular and fragmentary data impose some theoretical and computational challenges. Moreover, Chapter 2 explains penalized spline smoothing for univariate and bivariate functions. After providing the necessary background, we describe three methods for the covariance estimation based on tensor product splines, in Chapter 3. In order to boost computational time, Reiss and Xu (2019) exploit the symmetry of the covariance function by a bisection of its domain along the diagonal and estimate it on one half. This half is then mirrored on the diagonal. Reiss and Xu (2019) refer to this procedure as “triangle” smoothing, as opposed to “square” smoothing which aims to estimate the covariance on the entire quadratic set of grid points. As an alternative to these two methods, Xiao et al. (2018) propose the FACE-algorithm that, similar to triangle smoothing, considers the covariance’s symmetry while simultaneously estimating the covariance function and the measurement-error-variances.

In Chapter 4 we provide a two-part simulation study. During the first simulation (Simulation A) we compare square and triangle smoothing in terms of their precision and assess their differences. The second simulation (Simulation B) compares the accuracy of FACE with triangle and square smoothing. We conclude this paper with a discussion of the simulation results.
2. Methodological Background

This chapter gives a general introduction on the methodological framework of (FDA). The first subsection 2.1 gives a brief overview over the modeling of functional data and its three different data types. Subsection 2.2 introduces a spline-based representation of individual univariate functions using penalized spline smoothing. Extending the concepts of 2.2 to multivariate functions, subsection 2.3 provides the nessecary background for the regularized smoothing of the bivariate covariance function.

2.1. Modeling of Functional Data

FDA aims to examine data which arises in the form of curves, surfaces, images and shapes. In this work, we focus on the former two types, not covering the analysis of images and shapes such as brain and neurological data.

The curves are defined on a compact interval \( T \subseteq \mathbb{R} \). Thus, functional data are usually observed discretely on a grid of length \( N_i \), over the domain \( T \), giving us \( N_i \) pairs \( (t_{ij}, Y_{ij}) \), where \( Y_{ij} \) is the recorded value for the function \( X_i(\cdot) \) at \( t_{ij} \in T \). In practice, \( Y_{ij} \) is often polluted by measurement error, leading \( Y_{ij} \) to possibly deviate from the real \( X_i(t_{ij}) \).

Because the curves’ domain is infinite, functional data is infinite dimensional, making it a rich source of information (Wang et al., 2016, Ramsay and Silverman, 2005).

In general, we model functional data as a random sample of realizations of a one-dimensional stochastic process. Hence, we examine the real-valued functions \( X_1(t), \ldots, X_n(t) \) defined on \( T \), which are observed at some points in \( T \). We refer to the set of points \( \{t_{ij} \in T\} \) where a function value is recorded as grid.

Note that we often assume the underlying stochastic process to be Gaussian and in a Hilbert space such as \( L^2(T) \). Furthermore, we impose smoothness on the individual function, i.e. the second derivative of \( X_i(t) \) exists and is continuous for all \( i = 1, \ldots, n \) (Wang et al., 2016, p. 2 f).

A prominent model for functional data is:

\[
Y_{ij} = X_i(t_{ij}) + \epsilon_{ij}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, N_i,
\]

where \( Y_{ij} \) is the value of the \( j \)th observation of the function \( X_i(\cdot) \) made at a random point \( t_{ij} \in T \). The left summand can be specified into \( X_i(t_{ij}) = \mu(t_{ij}) + f_i(t_{ij}) \), where \( \mu(t_{ij}) \) is the mean function for the underlying stochastic process and \( f_i(t_{ij}) \) is a smooth curve-specific variation from \( \mu(t_{ij}) \) (Cederbaum et al., 2018, Yao et al., 2005).

This gives us

\[
Y_{ij} = \mu(t_{ij}) + f_i(t_{ij}) + \epsilon_{ij}, \quad t_{ij} \in T
\] (2.1)

where \( \epsilon_{ij} \) is the additional measurement error with \( E(\epsilon_{ij}) = 0 \) and \( \text{var}(\epsilon_{ij}) = \sigma_{ij}^2 \). The measurement errors are commonly referred to as white noise. We assume the \( \epsilon_{ij} \) to be independent across \( i \) and \( j \). Another popular but not strictly necessary assumption is homoscedasticity, yielding \( \sigma_{ij}^2 = \sigma^2 \) to be constant (Wang et al., 2016, p. 5).

We classify functional data into three types: regular data, irregular data and fragmentary data. Their main difference lies in the way the observations \( (t_{ij}, Y_{ij}) \) were sampled. Usually, we consider the observations to be recorded on a time grid, that is \( t_1, \ldots, t_{N_i} \) are ordered time points.
In practice, regular data are observed by using a recording instrument such as an electroencephalograph (Wang et al., 2016). Then, every function is observed on the same time grid, that is \( t_{ij} = t_j \) and \( N_i = N \) for every \( i = 1, \ldots, n \). Although in some cases the time points are equidistant, this is not strictly necessary as long as the time grid, which is also known as sampling schedule, is the same for every curve.

In contrast to regular data, the sampling schedules of irregular data are not the same across all curves and an individual’s time points are irregularly spaced. Consequently, the number of observations \( N_i \) and the time points \( t_j \) can differ from curve to curve. This data type usually arises from longitudinal studies, where an individual is repeatedly measured over time and the number of observations as well as the several time points might vary from individual to individual (Wang et al., 2016, p. 3).

Wang et al. (2016) also consider the distinction of “dense” and “sparse” functional data. They define regular data being densely sampled as opposed to irregular data which is sparsely sampled. For our analysis this extra specification is redundant, wherefore we only distinguish the data types by their sampling schedules. Furthermore, we will assume that all three data types have the same expected values for the number of grid points \( N_i \).

The third data type is known as fragmentary functional data. Similar to irregular data, fragmentary data commonly arises from longitudinal studies where the individual’s measurement starts at a random time point (Lin and Wang, 2022). In this setting we only observe a fragment of each curve \( X_i(t) \), i.e. all time points are defined on a subinterval \( T_i \subset T \), which gives us a setting of incomplete functional data (Delaigle et al., 2021). Note, that the subintervals vary from curve to curve. Consequently, fragmentary functional data imposes some challenges in estimating the covariance structure of the data as we will discuss in Chapter 3.

### 2.2. Spline-based Representation of Functional Data

Since in FDA-applications our main objectives are continuous functions, it is only reasonable to give some thoughts on how to record them. Functions are infinite-dimensional in their nature, which prevents us from observing the full curve or surface that we are trying to examine. Hence, our first concern is how to form functional data using the discretely sampled observations \( y_{ij} \). We address this challenge by approximating the univariate functions \( x_i(t) \) as we smooth the observations \( y_{ij} \). We consider only the estimation of an individual curve \( x(t) \), thus we will renounce the index \( i \).

The generic approach to this estimation problem is to use a spline basis system. A spline is constructed as polynomials of a specific order \( m \) defined over \( L \) subintervals into which the domain of target function \( x(t) \) is divided. These polynomials are joined together at values \( \tau_1, \ldots, \tau_{L-1} \) that are commonly known as knots. The order of the spline specifies how many parameters are required to define it in one subinterval, that is one more than its polynomial degree, yielding \( d = m + L - 1 \) parameters for the whole spline function (Ramsay and Silverman, 2005, p. 47).

A spline basis, which is defined by the spline basis functions, spans the space of splines where the true \( x(t) \) or its close approximation lies inside (Wood, 2006, p. 122). With this idea, we can represent smooth functions as a linear combination of fully known basis functions \( B_k(t) \), \( k = 1, \ldots, d \)

\[
x(t) = \sum_{k=1}^{d} \gamma_k B_k(t)
\]

yielding the observations to have the form of the linear model where \( \gamma_k \) are unknown parameters.
Note, that we can re-express (2.2) in matrix terms as
\[
\sum_{k=1}^{d} \gamma_k B_k(t) = \gamma' b(t) = b(t)' \gamma,
\]
where \(\gamma\) is the \(d\)-vector of parameters and \(b\) is the \(d\)-vector of basis functions (Ramsay and Silverman, 2005, p. 86).

This allows us to approximate \(x(t)\) by estimating the coefficients \(\gamma_k\) by minimizing the least squares criterion \(\sum_{j=1}^{N} (y_j - x(t_j))^2\) (Fahmeir et al., 2013, Wood, 2006).

While there exists a variety of spline bases, the most prominent basis system is that of the B-splines (see e.g., Fahmeir et al., 2013, Wood, 2006, for a definition). In the following sections we will explore the use of B-Splines to estimate the data’s covariance structure. But first we need to contemplate some limitations of the approximation (2.2).

**Penalized Spline Smoothing**

An essential task in working with splines is choosing an appropriate number of knots, which amounts to choosing the number \(d\) of basis functions. Although the fit improves with the number of basis functions, choosing a too high value for \(d\) results in overfitting, i.e. the estimated function is locally variable and has an excessively "rough" or "wiggly" form. To counteract this, we formulate a penalized least squares (PLS) criterion, by adding a penalty term to the standard least squares criterion. This additional term \(\lambda J_r(x)\) prevents the overfitting to the data by penalizing those estimated functions \(x\) that are too rough (Fahmeir et al., 2013, Ch. 8.1.2).

To characterize a function’s roughness, we make use of its derivative. Assuming that Eq. (2.2) holds, we define a penalty for the parameters \(\gamma_k\) as the integral of the quadratic \(r\)th-order derivative. Our minimization criterion then becomes
\[
PLS(\lambda) = \sum_{j=1}^{n} (y_j - x(t_j))^2 + \lambda \int \left[ \frac{\partial^r}{\partial t^r} x(t) \right]^2 dt,
\]
where \(\lambda \geq 0\) is the smoothing parameter, controlling the extend of the penalty (Ramsay and Silverman, 2005, p. 84).

For example, a second-derivative penalty in the form of
\[
J_2(x) = \int x''(t)^2 dt
\]
seems appealing, because it measures of the function’s curvature (Fahmeir et al., 2013, p. 433). The choice of the derivative’s order dictates the shape of the penalty null space, which is spanned by the functions \(x(t)\) for which the penalty term is equal to zero. Hence, the functions in the penalty null space are treated as “completely smooth” and consequently, as \(\lambda \to \infty\), the functions estimated by (2.3) are shrinked towards the penalty null space. E.g. the second-derivative penalty term is equal to zero, when \(x(t)\) is linear, so the penalty null space is spanned by functions of the form \(x(t) = a + b \cdot t\). Analogously, the penalty null space of a first-derivative penalty is spanned by constant functions (Wood, 2017, Wood et al., 2013). Using the matrix notation of (2.2), we can re-express \(J_r(x) = \int \left[ \frac{\partial^r}{\partial t^r} x(t) \right]^2 dt\) into
\[
J_r(x) = \int \left[ \frac{\partial^r}{\partial t^r} \gamma' b(t) \right]^2 dt = \gamma' R \gamma,
\]
where $R = \int \left[ \frac{\partial r}{\partial t} b(t) \frac{\partial r}{\partial t'} b(t') \right] dt$ is referred to as $r$th-order penalty matrix (Ramsay and Silverman, 2005, p. 87). To apply penalized spline smoothing, we plug (2.2) into (2.3) and then minimize (2.3) with respect to the parameters $\gamma_k$.

Choosing a $B$-Spline basis for (2.2) requires an approximation for the $r$th-order derivatives. Therefore, Eilers and Marx (1996) propose $P$-Splines, which approximate the penalty term in (2.3) through a difference penalty of the parameters. E.g., the proposed difference penalty that approximates $J_2(x)$ is $\sum_{j=3}^d (\Delta^2 \gamma_j)^2$ with the second-order difference-operator $\Delta^2$, recursively defined by

$$\Delta^1 \gamma_j = \gamma_j - \gamma_{j-1}$$

$$\Delta^2 \gamma_j = \Delta^1 \Delta^1 \gamma_j = \Delta^1 \gamma_j - \Delta^1 \gamma_{j-1} = \gamma_j - 2\gamma_{j-1} + \gamma_{j-2}.$$ 

Analogously, the $r$th-order differences, defined by $\Delta^r \gamma_j = \Delta^{r-1} \gamma_j - \Delta^{r-1} \gamma_{j-1}$, are the approximations of the $r$th-order derivative penalty in $J_r(x)$. For the construction of the $P$-Splines’ penalty matrix $R = K^r$, difference matrices $D_r$ are used, yielding $R = D'_r D_r$. As with the difference-operator $\Delta^r$, the difference matrices are recursively defined by first considering the first-order difference matrix

$$D_1 = \begin{pmatrix} -1 & 1 \\ -1 & 1 \\ \vdots & \vdots \\ -1 & 1 \end{pmatrix}.$$ 

With $D_1$ we can then write the vector of first differences as

$$D_1 \gamma = \begin{pmatrix} \gamma_2 - \gamma_1 \\ \vdots \\ \gamma_d - \gamma_{d-1} \end{pmatrix}.$$ 

Higher differences can be expressed as $D_r = D_1 D_{r-1}$. Accordingly, the $P$-Splines’ penalty term is defined as

$$\sum_{k=r+1}^d (\Delta^r \gamma_k)^2 = \gamma' D_r' D_r \gamma = \gamma' K^r \gamma$$ 

(Fahmeir et al., 2013).

### 2.3. Tensor Product Smooths

The concepts of subsection 2.2 can be extended to multivariate functions. In this work, we are especially interested in estimating an individual’s two-dimensional covariance function $x(s, t)$. Therefore, we will introduce the representation of bivariate functions using tensor product bases. To construct a bivariate basis, we first consider the univariate bases of $s$ and $t$, respectively. From the previous subsection we know, that we can represent the smooth functions $x(s)$ and $x(t)$ by the basis expansion

$$x(s) = \sum_{i=1}^{d_s} \beta_i B_i^{(1)}(s) \quad \text{and} \quad x(t) = \sum_{i=1}^{d_t} \gamma_i B_i^{(2)}(t),$$
where \( \beta_i \) and \( \gamma_t \) are the parameters and \( B_i^{(1)}(s) \) and \( B_i^{(2)}(t) \) are the known marginal basis functions. To obtain a joint smooth for \( s \) and \( t \), we let \( x(s) \) vary smoothly with \( t \), by allowing its parameters \( \beta_i \) to vary smoothly with \( t \), yielding

\[
\beta_i(t) = \sum_{l=1}^{d_t} \gamma_{il} B_i^{(2)}(t).
\]

This gives us the following representation for \( x(s, t) \):

\[
x(s, t) = \sum_{i=1}^{d_s} \sum_{l=1}^{d_t} \gamma_{il} B_i^{(1)}(s) B_i^{(2)}(t) \tag{2.4}
\]

with the tensor product \( B_i^{(1)}(s) B_i^{(2)}(t) = B_{il}(s, t) \) (Wood, 2006).

Given the usual Kronecker product \( \otimes \) we can rewrite (2.4) into a matrix notation using the \( d \)-vector of basis functions \( b \):

\[
[b(t)'] \otimes [b(s)'] \gamma,
\]

with \( \gamma = (\gamma_{11}, \ldots, \gamma_{d_1}, \ldots, \gamma_{1d_t}, \ldots, \gamma_{d_s}d_t)' \) and

\[
b(t) = (B_{11}(s), \ldots, B_{d_1}(s, t), \ldots, B_{1d_t}(s, t), \ldots, B_{d_s}d_t(s, t)).
\]

We refer to the basis (2.4) as tensor product basis. When using polynomial splines such as B-Splines as basis functions, the tensor product basis is known as tensor product splines (Fahmeir et al., 2013).

For a given set of observations for \( s \) and \( t \) we can compute values for \( x(s, t) \) and store them in a vector \( v \). As with univariate functions, we estimate the parameter vector \( \gamma \) by setting up a linear model of the form \( v = Z \gamma \) with response vector \( v \) and a model matrix \( Z \). The \( j \)th row of \( Z \) corresponds to the \( j \)th observation and is defined as

\[
z_j = (B_{11}(s_j, t_j), \ldots, B_{d_1}(s_j, t_j), \ldots, B_{1d_t}(s_j, t_j), \ldots, B_{d_s}d_t(s_j, t_j)) = b(t_j)' \otimes b(s_j)'
\]

(Reiss and Xu, 2019, p. 6; Fahmeir et al., 2013, p. 505). Consider again the marginal smooths of \( x(s) \) and \( x(t) \), respectively. Given the same set of observations for \( s \), the model matrix for the estimation of parameters \( \beta_i \) is denoted as \( Z_s \). The model matrix \( Z_t \) for the parameters in the marginal smooth of \( x(t) \) is similarly defined. It is straightforward to see, that we can write \( z_j \) as:

\[
z_j = z_{sj} \otimes z_{t_j},
\]

where \( z_{sj} \) and \( z_{tj} \) is the \( j \)th row of \( Z_s \) and \( Z_t \), respectively. It is worth pointing out, that we can extend this construction for as many covariates as required (Wood, 2006, p. 164).

**Tensor Product Penalties**

Similar to the spline-based-representation of univariate functions, we need to address for the “roughness” of the estimated bivariate function. Therefore, recall the penalty term \( J_r(x) = \gamma' R \gamma \) for the roughness of the univariate smooth of \( x(t) \).

We consider \( x_{s|t}(s) \) being \( x(s, t) \) as a function of \( s \) only, when \( t \) is held constant. We define \( x_{t|s}(t) \) similarly. Then, we can measure the bivariate function’s roughness through Wood’s tensor product:

\[
\lambda_s \int J_{r_s}(x_{s|t}) dt + \lambda_t \int J_{r_t}(x_{t|s}) ds. \tag{2.6}
\]
Setting $r_s = r_t = 2$ yields to the popular second-derivative penalty of the form
\[
\lambda_s \int \left( \frac{\partial^2}{\partial s^2} x(s, t) \right)^2 ds dt + \lambda_t \int \left( \frac{\partial^2}{\partial t^2} x(s, t) \right)^2 dt ds
\]
(Wood, 2006, p. 165). Additionally, Wood (2006) derives an approximation to the integrals of (2.6) through a reparametrization of the penalty terms. As an alternative, Reiss et al. (2014) provide an exact evaluation of the integrals and suggest to re-express the penalty term into a matrix notation:
\[
P = \lambda_s (R_s \otimes Q_t) + \lambda_t (Q_s \otimes R_t),
\]
(2.7)
with the $d_t \times d_t$-Gram matrix $Q_t$ having $(l, m)$ entries $q_{lm} = \int B_l^{(2)}(t) B_m^{(2)}(t) dt$. Wood’s penalty is currently implemented in the package mgcv (Wood, 2017) for R (R Core Team, 2022).

In the case of tensor product $B$-Splines, Eilers and Marx (2003) propose bivariate $P$-Splines as an extension of the univariate $P$-Splines, described in subsection 2.2 to the bivariate case. The penalty term is defined as
\[
I_{d_t} \otimes K_{t}^{r_t} + I_{d_s} \otimes K_{s}^{r_s} + I_{d_t} \otimes I_{d_s},
\]
where $K_{s}^{r_s} = D_{rs}^l D_{rs}$ and $K_{t}^{r_t} = D_{rl}^l D_{rl}$ are univariate difference-penalty matrices of respective order $r_s$ and $r_t$. $I_{d_t}$ and $I_{d_s}$ are identity matrices (Fahmeir et al., 2013, p. 508). It is straightforward to see, that we can express this penalty term with the notation (2.7) by setting $R_s = K_{s}^{r_s}$, $R_t = K_{t}^{r_t}$, $Q_s = I_{d_s}$, and $Q_t = I_{d_t}$.

With the theoretical background provided in this chapter, we are now equipped to focus on the centerpiece of this thesis: the covariance estimation.
3. Functional Data Covariance Estimators

Much like the functions $x_i(t)$, we assume the covariance function $C(t_{ij}, t_{il}) \in L^2(T \times T)$, with $t_{ij}, t_{il} \in T$ of an individual curve to be smooth and in a Hilbert space. Geometrically, the covariance can be viewed as a surface defined on the domain $T \times T = T^2$.

Before we start with a deliberation of the covariance estimates, we impose a further restriction on the measurement errors $\epsilon_{ij}$ in model (2.1): We assume $\epsilon_{ij}$ to be homoscedastic, yielding $\sigma_{ij}^2 = \sigma_i^2$ for all $i = 1, \ldots, n$.

The covariance is then defined as

$$C(t_{ij}, t_{il}) = \text{cov}(x_i(t_{ij}), x_i(t_{il})) + \sigma_i^2 \delta_{jl}, \quad (3.1)$$

where $\delta = 1$ if $j = l$ and 0 otherwise. The additional term on the surface’s diagonal accounts for the measurement errors in the observed data. Because the white noise is independent across all observations, it does not contaminate the covariance between two distinct observations. Only if we consider an observation’s variance, i.e. $j = l$, we will have to take the error variance $\sigma_i^2$ into account (Yao et al., 2005).

In contrast to regular and irregular data, which are observed at time points on the whole domain $T$, the time points of fragmentary data are only defined on a subinterval $T_i$ of $T$. Thus, in the case of fragmentary data, the points $(t_{ij}, t_{il})$ at which we observe $x_i(t)$ only cover a fragment $\bigcup_{i=1}^n (T_i \times T_i)$ of the covariance’s entire domain $T^2$. Geometrically, the fragment $\bigcup_{i=1}^n (T_i \times T_i)$ can be interpreted as a band around the main diagonal of $T$, whose size varies with the size of the functions’ fragments. Consequently, the estimators we are about to present, can only estimate the covariance function on this subset, rather then the whole domain. Delaigle et al. (2021) address for this issue and propose a nonparametric method based on tensor product smooths to estimate $C(t_{ij}, t_{il})$ on $T^2$ for data, where only a fragment of $T^2$ is observed, even for increasing sampling size. Alternatively, Lin and Wang (2022) provide an approach to estimate the mean and covariance function of relatively short fragments, which often occur in longitudinal studies.

The usual procedure begins with computing the empirical estimates of the covariance: Let $\hat{\mu}$ be the smooth estimator for the mean function. Well known approaches on estimating the mean function are $P$-Splines implemented in Xiao et al. (2018) or local polynomial estimates (Fan and Gijbels, 1996) used by Yao et al. (2005).

The empirical estimates are evaluated through

$$G(t_{ij}, t_{il}) = (Y_{ij} - \hat{\mu}(t_{ij}))(Y_{il} - \hat{\mu}(t_{il})). \quad (3.2)$$

We see, that $E[G(t_{ij}, t_{il})] \approx C(t_{ij}, t_{il})$ and assuming that $E[\mu(t_{ij})] = \mu(t_{ij})$ holds for all $j = 1, \ldots, N_i$, we get $E[G(t_{ij}, t_{il})] = C(t_{ij}, t_{il})$ by the definition of the covariance. Thus, we can obtain an estimation by smoothing the empirical estimates using tensor product splines. Since $C(t_{ij}, t_{il})$ is contaminated by white noise, we only smooth $G(t_{ij}, t_{il})$ for $j \neq l$ and treat the diagonal separately, yielding $G(t_{ij}, t_{il}) = \text{cov}(x_i(t_{ij}), x_i(t_{il}))$ (Reiss and Xu, 2019, Yao et al., 2005).

The following subsections present two approaches for the described procedure, both of which are based on penalized tensor product splines. In the first subsection we discuss the effect of smoothing over different domains on the penalization, presented by Reiss and Xu (2019).

As an alternative to the approach of Reiss and Xu (2019), an estimation algorithm developed by Xiao et al. (2018) is presented in subsection 3.2.
3.1. “Square” vs. “Triangle” Smoothing

Being a bivariate function of \( t_{ij} \) and \( t_{il} \), we use (2.4) and (2.5) to express the covariance matrix into

\[
C(t_{ij}, t_{il}) = \sum_{k=1}^{d} \sum_{p=1}^{d} \gamma_{kp} B_k(t_{ij}) B_p(t_{il}) = \left[ b(t_{ij})' \otimes b(t_{il})' \right] \gamma. \tag{3.3}
\]

The symmetry of the covariance function requires us to model it in a symmetric way. That is, we demand \( \gamma_{kp} = \gamma_{pk} \) to hold for the parameters in (3.3).

Our goal is to estimate the coefficient vector \( \gamma \) using a regression model. Following the principles of the previous chapter, we compute the value of (3.2) of all curves \( x_1, \ldots, x_n \) and distinct time points \( t_{ij}, t_{il} \in T^2 \) and store them into a response vector \( v \). Then, we set up a model matrix \( Z \) having rows \( b(t_{ij}) \otimes b(t_{il}) \). The regression model amounts into \( v = Z\gamma \).

The estimated parameter vector \( \gamma \) are obtained by minimizing the penalized least squares criterion \( \|v - Z\gamma\|^2 + \gamma P \gamma \), yielding

\[
\hat{\gamma} = (Z'Z + P)^{-1} Z'v,
\]

where \( P = \lambda_s (R \otimes Q) + \lambda_t (Q \otimes R) \) is a penalty matrix with symmetric \( d \times d \) matrices \( R \) and \( Q \).

Note, that this penalty matrix has the same form as (2.7), only with \( R_s = R_t \) and \( Q_s = Q_t \). Choosing a second-derivative or second-difference penalty for \( P \), results into the penalty null space, that is spanned by bilinear functions of \( s \) and \( t \), having the form

\[
C(s, t) = a + b \cdot (s + t) + c \cdot s \cdot t, \tag{3.4}
\]

where \( a, b, c \) are arbitrary parameters. Analogously, a first-derivative penalty shrinks the estimated covariance toward the two-dimensional space of constant functions on \( T \).

The approach described above is called "square" smoothing, because \( E[G(t_{ij}, t_{il})] \) is smoothed for all values \( t_{ij}, t_{il}, j \neq l \) on the square region \( T^2 \) (Reiss and Xu, 2019).

Yet, the symmetry of the covariance implies \( G(t_{ij}, t_{il}) = G(t_{il}, t_{ij}) \) and \( \gamma_{kp} = \gamma_{pk} \), wherefore smoothing on the entire \( T^2 \) seems redundant. Instead of smoothing on the entire square region, we can estimate \( C \) on the triangular region \( \mathcal{H} = \{(s, t) \in T : s > t\} \), i.e. we only consider the values of (3.2) for which \( t_{ij} > t_{il} \) in the estimation process. Smoothing on \( \mathcal{H} \) rather than on \( T^2 \) is referred to as "triangle" smoothing. With triangle smoothing we obtain an estimate \( \hat{C}(t_{ij}, t_{il}) \) for \( \mathcal{H} \), which is extended on \( T^2 \) by taking \( \hat{C}(t_{ij}, t_{il}) = \hat{C}(t_{il}, t_{ij}) \) for \( t_{ij} < t_{il} \).

The geometrical interpretation of triangle smoothing is a bisection of the covariance surface’s domain \( T^2 \) along the line \( s = t \). The covariance surface is then estimated on one half \( \mathcal{H} \) of the domain \( T^2 \) and subsequently reflected on the diagonal.

Smoothing on \( \mathcal{H} \) results in a dimension reduction of the regression model components, wherefore triangle smoothing is computationally more efficient than square smoothing. Yet, smoothing only on the triangular region \( \mathcal{H} \) changes the penalty null space. Completely smooth functions on \( \mathcal{H} \) have the form \( a + bs + ct + dst \). Extending this function to the entire domain \( T^2 \) yields

\[
C(s, t) = a + b \cdot \min(s, t) + c \cdot \max(s, t) + d \cdot s \cdot t, \tag{3.5}
\]

where \( a, b, c, d \) are again arbitrary parameters. Geometrically, such a function has a ridge along the diagonal and two bilinear pieces on either side (Reiss and Xu, 2019).

We see, that square smoothing and triangle smoothing shrink the estimated covariance in different directions. A simulation study to compare these two smoothing methods is provided in chapter 4. However, we first describe a computational efficient alternative to the methods in the next subsection.
3.2. “FACE” Algorithm

Besides square and triangle smoothing, Xiao et al. (2018) developed another approach to estimate the covariance using tensor product splines. Their so called “Fast Covariance Estimation”- Algorithm provides a joint estimation of the covariance function $C$ and the measurement error variance $\sigma_e^2$, hence including values $t_{ij}, t_{il}$ with $j = l$ in the smoothing step. In the following we give a summary of the estimation method of FACE.

Recall the model (2.1) for functional data. We impose a further restriction on the white noise and assume the measurement errors to be i.i.d. Gaussian distributed. Note that the measurement errors are independent across all curves as well as from each other, yielding $\epsilon_{ij} \sim N(0, \sigma^2)$. Now, consider again the expression (3.3) for $j \neq l$, in which we want to estimate the parameter vector $\gamma$. Let $\Gamma = (\gamma_{kp})_{1 \leq k, p \leq d}$ be the according symmetric $d \times d$ parameter matrix. With $\Gamma$ we can re-write (3.3) into a matrix notation of the form

$$
[vec(b(t_{ij}))] \Gamma = vec(G).
$$

(3.6)

Similar to triangle smoothing, we can exploit the symmetry of the covariance function and $\Gamma$, such that we only estimate the lower triangle of $\Gamma$. Let $\gamma^* = vec(\Gamma)$ be a vector, that contains the stacked columns of the lower triangle of $\Gamma$. Moreover, let $V$ be a duplication matrix, such that $vec(\Gamma) = V \gamma^*$.

Similar to square and triangle smoothing, FACE estimates $\Gamma$ through a penalized least squares criterion. Hence, we compute the values of crossproducts (3.2) for every $t_{il} \geq t_{ij}$ for every curve $i = 1, \ldots, n$. We denote the cross product $G(t_{ij}, t_{il}) = G_{ijl}$. To get a better overview over all pairwise crossproducts, we consider the following notation:

$$
G_{ij} = \left[G_{ijj}, G_{ij(j+1)}, \ldots, G_{ijN_i}\right]' \in \mathbb{R}^{N_i-j+1}
$$

computed for every $j = 1, \ldots, N_i$ and stored in a vector of vectors $G_i = \left[G_1, \ldots, G_{N_i}\right]' = \left[G_{i11}, G_{i12}, \ldots, G_{i1N_i}, G_{i22}, \ldots, G_{iN_iN_i}\right]'$. So, $G_i$ contains all empirical estimates for some curve $i$. Note that $G_i$ also contains the terms $G_{ijj}$, that are polluted by measurement error.

In the same spirit, $[vec(b(t_{ij})) \otimes vec(b(t_{il}))]$ is evaluated for all grid points $t_{il} \geq t_{ij}$, yielding $B_{ij} = [vec(b(t_{ij})), \ldots, vec(b(t_{N_i}))] \otimes vec(b(t_{ij}))$ for all $j = 1, \ldots, N_i$. The evaluations for all $j = 1, \ldots, N_i$ are stored in the vector of vectors $B_i = \left[B_{i1}, \ldots, B_{iN_i}\right]$. The response vector is then given by $G = \left[G_1', \ldots, G_{N_i}'\right]'$. We see, that the response vector is similarly constructed as in triangle smoothing, with the important difference, that $G$ contains polluted values. Besides the response vector, the model matrix must account for the measurement errors as well. Therefore, consider the unit vector $\delta_{ij} = (1, 0_{N_i-j})' \in \mathbb{R}^{N_i-j+1}$ and $\delta_i = [\delta_{i1}', \ldots, \delta_{iN_i}]'$. By the definition of the covariance and the form (3.6), we obtain a linear model of the form

$$
E(G_i) = [B_iV, \delta_i] \cdot \left[\frac{\gamma^{*'}}{\sigma^2}\right] = Z_i\alpha,
$$

where $Z_i = [B_iV, \delta_i]$ is the model matrix and $\alpha = [\gamma^{*'}/\sigma^2]$ is the coefficient vector. Let $W_i \in \mathbb{R}^{N_i \times N_i}$ be a weight matrix for capturing the correlation of $G_i$. A weighted least squares formula is then defined through

$$
WLS = \sum_{i=1}^{n} (G_i - Z_i\alpha)' W_i (G_i - Z_i\alpha).
$$
Taking $B = [B'_1, \ldots, B'_n]'$, $\delta = [\delta'_1, \ldots, \delta'_n]'$ and acknowledging that $Z = [Z'_1, \ldots, Z'_n]' = [BV, \delta]$ results in a full matrix notation of the WLS-formula:

$$WLS = (G - X\alpha)'W(G - X\alpha),$$

where $W = \text{blockdiag}(W_1, \ldots, W_n)$.

Consequently, $\Gamma$ and $\sigma^2$ can be estimated simultaneously by minimizing the penalized weighted least squares criterion

$$WLS + \lambda \|\Gamma D\|^2_F,$$

where $\lambda \geq 0$ is the smoothing parameter which controls the extent of the penalty, $\|\cdot\|_F$ denotes the Frobenius norm, and $D_r$ is the $r$th-order difference matrix which has been introduced in subsection 2.3. The default for FACE is $r = 2$. The Frobenius norm is essentially the trace of $(\Gamma D_r)'(\Gamma D_r)$, thus the penalty term can be re-expressed into

$$\|\Gamma D\|^2_F = \text{vec}(\Gamma)'(I_d \otimes D_r D'_r)\text{vec}(\Gamma)$$

$$= \gamma' V'(I_d \otimes D_r D'_r)V\gamma'$$

$$= (\gamma' \sigma^2)\Theta^t \begin{pmatrix} \gamma^* \\ \sigma^2 \end{pmatrix}$$

$$= \alpha \Theta^t \alpha,$$

where $\Theta = \begin{pmatrix} P & 0 \\ 0 & 0 \end{pmatrix}$ and $P = V'(I_d \otimes D_r D'_r)V'$. Note that the term $(I_d \otimes D_r D'_r)$ is equivalent to the row penalty of bivariate $P$-Splines.

The weight matrices $W_i$ are specified as

$$W_i^{-1} = 0.5 \text{cov}(G_i) + 0.5 \text{diag}\{\text{diag}(\text{cov}(G_i))\},$$

where $G_i^*$ is defined almost in the same way as $G_i$, except that $G_i^*$ uses the real mean function in the computation of the crossproducts (3.2). Xiao et al. (2018) offer a derivation of $\text{cov}(G_i)$ in terms of $C(t_{ij}, t_{il})$ and $\sigma^2$.

Consequently, Xiao et al. (2018) have implemented a two-stage estimation for FACE:

In the first step, we set $W_i = I$ for all $i$ and minimize a penalized ordinary least squares criterion, in order to obtain a first estimate for $C(t_{ij}, t_{il})$ and $\sigma^2$. With this first estimate, we can derive a suitable value for $W_i$. Having derived $W_i$, we estimate $C$ and $\sigma^2$ again, using a penalized weighted least squares criterion (Xiao et al., 2018).

### 3.3. Summary of Methods

All three covariance estimators presented in this Chapter utilize the principles of bivariate smoothing through tensor product splines. Square smoothing can be interpreted as the application of the general penalized tensor product bivariate spline smooths, described in subsection 2.3, on the covariance function. Exploiting the symmetry of the covariance, triangle smoothing serves as a computationally efficient alternative, by simply estimating only half of the parameters and consequently reducing the dimension of the regression model. The presence of measurement errors requires square and triangle smoothing to exclude the diagonal values $t_{ij} = t_{il}$ from the estimation and treat them separately. FACE also considers the symmetry of the covariance and reduces the regression model similar to triangle smoothing. Yet, in contrast to triangle
smoothing, FACE includes the values on the diagonal to carry out a joint estimation of both the covariance function as well as the measurement error variance. Moreover, FACE uses a special case of difference penalty and utilizes only one summand of the penalty term (2.7), presented in subsection 2.3.

A crucial part of penalized tensor product smoothing is the estimation of the smoothing parameter $\lambda$. Possible techniques for choosing $\lambda$ include the Un-Biased Risk Estimator (UBRE) as well as Generalized Cross Validation (GCV) (see e.g. Wood, 2017, p. 255 ff.), which are the default methods in \texttt{mgcv}. Xiao et al. (2018) propose a tuning algorithm for the leave-one-subject-out cross-validation of the smoothing parameter in FACE.

In the next Chapter we compare the accuracy of the three estimators in a simulation study.
4. Simulation Study

We provide a two-part simulation study to evaluate the performance of the covariance estimators discussed in Chapter 3. In Simulation A, we assess the difference between square and triangle smoothing (Reiss and Xu, 2019) empirically. Simulation B aims to compare the FACE-algorithm (Xiao et al., 2018) from section 3.2 with square and triangle smoothing. Note that by performance we mean the accuracy of the estimation rather than the computational time.

Data Generating Process

We generate \( N_i \) realizations of a Gaussian process for either \( n = 15 \), \( n = 30 \) or \( n = 50 \) curves, with a covariance function that will be specified in the following subsections. We consider data of all three types, as discussed in section 2.1, and choose the grid length \( N_i \) such that \( E(N_i) \in \{20, 35, 70\}, \ i = 1, \ldots, n \). Note that since the grid lengths differ from curve to curve in the case of irregular and fragmentary data, the expected value is used rather than the absolute value. Fragmentary data is generated in analogy to Delaigle et al. (2021), who sample the intervals of each curve’s fragment by generating its length from a uniform distribution. Furthermore, the data is generated either weakly noisy, i.e. the variance of the measurement errors is relatively low, or very noisy, yielding the measurement errors’ variance to be relatively high. To quantify the noise level, we use the signal-to-noise-ratio (SNR) defined as \( SNR = E\|X - \mu\|^2/\sigma^2 \) (Lin and Wang, 2022, p. 354), i.e. the lower we choose the SNR, the greater the noise becomes in the data. After examining the data and the estimation for different noise levels visually, we decide the SNR to have the value 8 for weakly noisy data and 3 for highly noisy data. We use the R-package tidyfun (Scheipl et al., 2022) for the data generation step.

Next, we estimate a covariance matrix with the respective smoothing method. Since the data was generated with a certain covariance function, we can simply derive a true covariance matrix, by evaluating the underlying covariance function for the same grid which we have used in the smoothing step.

To assess the performance of a method, we consider the Frobenius-distance and the Wasserstein-distance for normal distributions between the true covariance matrix and the estimated one. Consequently, one method is assumed to perform better than another, when its corresponding distance measure is smaller than the other’s.

Remember that in the case of fragmentary data, the covariance cannot be estimated on its entire domain, but only on a subset. We account for this by only considering those values of the true covariance matrix, where the estimation values are present. Hence, the comparison over the Wasserstein-distance is redundant, and only the Frobenius-distance is considered for fragmentary data.

4.1. Simulation A

In subsection 3.1 we discussed the differences of square and triangle smoothing in terms of their respective penalty null spaces. Moreover, Reiss and Xu (2019) present two real-data examples, which display large differences between the eigendecomposition of the estimated covariance functions. This raises the question of whether triangular smoothing is just as accurate an estimate or even a more accurate estimate than square smoothing and how much the respective estimations differ in practice.

To answer this, we choose two settings for the data generating process. One setting is optimal
for square smoothing with a second-order penalty, while the other setting is optimal for triangle smoothing with a second-order penalty. This choice amounts to choosing an appropriate covariance function for the data generation step, that lies in the second-order penalty null space of the respective method. The form of such a function is given by (3.4) for square smoothing and (3.5) for triangle smoothing in subsection 3.1. We set the arbitrary parameters to $a = c = d = 1$ and $b = 2$. Note that if $b = c = d$, the triangle-optimal covariance function has the same form as the square-optimal covariance function. We consider a second-order penalty as well as a first-order penalty. Furthermore, 10 basis functions are used for the estimation step.

The estimation methods are implemented by Fabian Scheipl based on the \texttt{fpca.sc} function from the R-package \texttt{refund} (Goldsmith et al., 2022). In order to boost computational time, one can choose to either smooth all products of the centered data $G(t_{ij}, t_{il}) = Y_{ij}Y_{il}$ for every curve $i = 1, \ldots, n$, which is the usual procedure yet very slow for large data sets, or to smooth the mean of all products of the centered data over every curve, yielding a reduction of the response vector’s dimension and an increase in computational speed. We refer to the latter as “aggregated”-smoothing.

In order to provide a clearer and straightforward presentation of the results, the values in the following tables are rounded to two decimal digits.

### Results of Simulation A

<table>
<thead>
<tr>
<th>SNR</th>
<th>Cuves</th>
<th>Grid Length</th>
<th>Regular</th>
<th>Irregular</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>15</td>
<td>20</td>
<td>34.78</td>
<td>35.36</td>
</tr>
<tr>
<td>35</td>
<td></td>
<td>56.17</td>
<td>37.29</td>
<td>24.42</td>
</tr>
<tr>
<td>70</td>
<td>106.22</td>
<td>199.63</td>
<td>49.53</td>
<td>43.79</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>29.97</td>
<td>34.96</td>
<td>15.31</td>
</tr>
<tr>
<td>35</td>
<td>58.91</td>
<td>52.99</td>
<td>26.10</td>
<td>24.74</td>
</tr>
<tr>
<td>70</td>
<td>110.79</td>
<td>109.04</td>
<td>51.58</td>
<td>52.70</td>
</tr>
<tr>
<td>50</td>
<td>27.86</td>
<td>31.27</td>
<td>14.85</td>
<td>13.28</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>24.60</td>
<td>28.75</td>
<td>14.92</td>
</tr>
<tr>
<td>35</td>
<td>52.97</td>
<td>58.86</td>
<td>26.06</td>
<td>23.64</td>
</tr>
<tr>
<td>70</td>
<td>118.95</td>
<td>95.51</td>
<td>54.86</td>
<td>39.66</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>20</td>
<td>24.60</td>
<td>28.75</td>
</tr>
<tr>
<td>35</td>
<td>52.97</td>
<td>58.86</td>
<td>26.06</td>
<td>23.64</td>
</tr>
<tr>
<td>70</td>
<td>118.95</td>
<td>95.51</td>
<td>54.86</td>
<td>39.66</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>30.29</td>
<td>31.62</td>
<td>13.87</td>
</tr>
<tr>
<td>35</td>
<td>57.79</td>
<td>52.71</td>
<td>24.91</td>
<td>24.19</td>
</tr>
<tr>
<td>70</td>
<td>122.42</td>
<td>110.70</td>
<td>58.61</td>
<td>49.43</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>35.25</td>
<td>29.66</td>
<td>14.88</td>
</tr>
<tr>
<td>35</td>
<td>53.11</td>
<td>59.99</td>
<td>24.90</td>
<td>25.86</td>
</tr>
<tr>
<td>70</td>
<td>111.44</td>
<td>109.71</td>
<td>50.84</td>
<td>53.87</td>
</tr>
</tbody>
</table>

To get a quick overview over the results, we consider Table 1 which displays the average Wasserstein-distance for different settings. It is immediately noticeable that that the average Wasserstein-distance for irregular data is much higher compared to regular data, for every setting.

In fact, the average Wasserstein-distance for smoothing irregular data is greater than the average
Wasserstein-distance for smoothing regular data by the value 1344.69. Therefore, a separate analysis of data types is conducted. In the following we will examine the components of Table 1 further.

As mentioned before, our main interest is the comparison between square and triangle smoothing. To quantify the differences between the two smoothing methods, we consider the percentage differences of the average Wasserstein- and Frobenius-distances displayed in Table 2, where a negative value indicates that triangle smoothing had a smaller distance than square smoothing and thus performed better.

Table 2: Percentage difference of average Wasserstein- and Frobenius-distances between triangle smoothing and square smoothing, grouped by penalty order

<table>
<thead>
<tr>
<th>Setting</th>
<th>Type</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sq. Optim.</td>
<td>Fragment</td>
<td>NaN</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>3.38</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>-4.96</td>
<td>-0.91</td>
</tr>
<tr>
<td>Tri. Optim</td>
<td>Fragment</td>
<td>NaN</td>
<td>-1.03</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>4.86</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>-5.63</td>
<td>-1.79</td>
</tr>
</tbody>
</table>

Note: percentage difference = \( \frac{\text{avg. distance square smooth} - \text{avg. distance triangle smooth}}{\text{avg. distance square smooth}} \times (-100) \)

According to the Wasserstein-distance, square smoothing performs better than triangle smoothing for irregular data in both settings. On the other hand, we see that square smoothing has a worse performance than triangle smoothing for regular data in both settings. The same observation is made when considering the percentage differences of the Frobenius-distances. Nevertheless, it should be noted that the percentage differences between the Frobenius-distances are relatively low, implying an almost equal performance of triangle and square smoothing. Furthermore, we see, that square smoothing outperforms triangle smoothing for square-optimal fragmentary data, while triangle smoothing performs on average 1.03% better than square smoothing for triangle-optimal fragmentary data.

A graphical visualization is given by the barplot in Figure 1. It shows the percentage of cases where the respective smoothing method could prevail against the other, with the graphic and its bars being grouped by setting and data type respectively. The dark shade of the bar depicts the corresponding percentage of cases where triangle smoothing had a smaller distance than square smoothing, while the light shade corresponds to the corresponding percentage of cases where square smoothing outperformed triangle smoothing.

We see, that the shades of the bars change around the 50% threshold, indicating that the percentages of cases, where the respective smoothing method could prevail against the other, are similar. In Figure 1a), the percentage of cases, where square smoothing outperformed triangle smoothing for irregular data in terms of the Wasserstein-distance, is slightly higher in the square-optimal setting compared to the triangle-optimal setting. This excess of square smoothing in the irregular data and triangle smoothing in the regular data in Figure 1 reflects the result in Table 2.

Having examined the columns of Table 1, we now turn to its rows, which correspond to the main features of the simulated functions. We begin with a combined analysis of the number of
Figure 1: Percentage of cases where the respective smoothing method outperformed the other observed curves and grid lengths in Figure 2, which displays the percentage of cases, where the respective method prevailed against its alternative, grouped by data type. The columns of the figure correspond to the grid length and the rows correspond to the number of curves.

Considering the Wasserstein-distances in Figure 2a), we notice that with an increasing grid length, triangle smoothing performs better than square smoothing for more and more regular cases, where \( n = 15 \) or \( n = 30 \). Considering irregular cases with \( n = 50 \), we observe a decrease in the percentage where triangle smoothing performs better than square smoothing with an increasing grid length. Furthermore, the percentage of regular cases with \( E(N) = 70 \), where triangle smoothing outperformed square smoothing, decreases with the increasing number of curves.

To analyze fragmentary data, we examine Figure 2b). We obtain the same patterns for regular and irregular data as before in 2a) and there seems to be no pattern for fragmentary data.

The next feature we consider is the noise level, defined by the SNR. Square smoothing performs on average 2.20% better for data with high noise and 4.90% for data with low noise.

In Table 3, the results from Table 2 are further grouped by their SNR values. At first glance, we observe that triangle smoothing performs better than square smoothing for regular data in every setting. This becomes particularly clear for and triangle-optimal regular data with SNR=8, since the average Wasserstein-distance obtained with triangle smoothing is 9.29% smaller than the average Wasserstein-distance obtained with square smoothing.Moreover, triangle smoothing outperforms square smoothing for fragmentary data in every setting, but the square-optimal one with high noise. According to both Wasserstein- and Frobenius-distance, the two smoothing methods have nearly an equal performance for square-optimal irregular data with high noise. Although square smoothing outperforms triangle smoothing for irregular data with SNR = 8 in both settings, the percentage difference of the Wasserstein-distances is smaller in the triangle-optimal irregular data than in the square-optimal irregular data. Hence, the extend of the outperformance of square smoothing is larger for square-optimal data than for triangle-optimal data. The opposite is the case for triangle smoothing, where the extend of the outperformance is larger for triangle-optimal data than for square optimal data. Note that this pattern is not to be seen for square-smoothing when considering the Frobenius-distance.

Furthermore we do not see this trend the noisy case with SNR=3, since triangle smoothing even performs even better for square-optimal regular data than it does for triangle-optimal regular data.
Figure 2: Percentage of cases where the respective smoothing technique outperformed the other, grouped by grid length and number of observed curves.
Table 3: Percentage difference of average Wasserstein- and Frobenius-distances between triangle smoothing and square smoothing, grouped by SNR

<table>
<thead>
<tr>
<th>SNR</th>
<th>Setting</th>
<th>Type</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Sq. Optim.</td>
<td>Fragment NaN</td>
<td>NaN</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular -0.01</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular -5.09</td>
<td>-1.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tri. Optim</td>
<td>Fragment NaN</td>
<td>-0.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 7.83</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular -1.74</td>
<td>-0.56</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Sq. Optim.</td>
<td>Fragment NaN</td>
<td>NaN</td>
<td>-0.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 6.89</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular -4.82</td>
<td>-0.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tri. Optim</td>
<td>Fragment NaN</td>
<td>-1.57</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 1.86</td>
<td>1.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular -9.29</td>
<td>-2.76</td>
<td></td>
</tr>
</tbody>
</table>

Note: percentage difference = \( \frac{\text{avg. distance square smooth} - \text{avg. distance triangle smooth}}{\text{avg. distance square smooth}} \times (-100) \)

Additionally, we assess whether the pattern from Figure 2 becomes clearer, when a combined analysis of grid length and SNR is considered. Therefore, the results from Table 3 are further grouped by the expected grid length and displayed in Table 4. The values of the differences between the average Frobenius-distances seem to be proportionate to the differences between the average Wasserstein-distance. For each combination where the percentage difference of the mean Wasserstein-distances is relatively high, the corresponding Frobenius-distance is relatively high as well. Nevertheless, it is noticeable that the conclusion as to whether one method works better than the other can deviate. For example, consider noisy (SNR = 3) regular data in the triangle-optimal case, that has been observed on 20 grid points. According to the Wasserstein-distance triangle smoothing performs on average 6.99% better than square smoothing, yet according to the Frobenius-distance square smoothing outperforms triangle smoothing by 0.07%. What also stands out, are the relatively large percentage differences of the average Wasserstein-distances for data with low noise and \( E(N) = 70 \). Beside these findings, there are no patterns to be seen.
Table 4: Percentage difference of average Wasserstein- and Frobenius-distances between triangle and square smoothing, grouped by expected grid length and SNR.

<table>
<thead>
<tr>
<th>SNR Setting</th>
<th>Type</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E(N_i) = 20</td>
<td>E(N_i) = 35</td>
<td>E(N_i) = 70</td>
</tr>
<tr>
<td>3 Sq. Optim.</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td></td>
<td>-0.58</td>
<td>2.00</td>
<td>-0.87</td>
</tr>
<tr>
<td></td>
<td>9.70</td>
<td>-15.21</td>
<td>-3.86</td>
</tr>
<tr>
<td></td>
<td>-2.96</td>
<td>-3.40</td>
<td>17.47</td>
</tr>
<tr>
<td></td>
<td>-6.99</td>
<td>0.43</td>
<td>-1.38</td>
</tr>
<tr>
<td>Tri. Optim</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td></td>
<td>-6.99</td>
<td>0.43</td>
<td>-1.38</td>
</tr>
<tr>
<td></td>
<td>-6.99</td>
<td>0.43</td>
<td>-1.38</td>
</tr>
<tr>
<td>8 Sq. Optim.</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
<tr>
<td></td>
<td>-0.11</td>
<td>4.69</td>
<td>-10.46</td>
</tr>
<tr>
<td></td>
<td>2.78</td>
<td>-7.23</td>
<td>6.92</td>
</tr>
<tr>
<td></td>
<td>-6.54</td>
<td>-2.88</td>
<td>-13.00</td>
</tr>
</tbody>
</table>

Note: percentual difference = \( \frac{\text{avg. distance triangle smoothing} - \text{avg. distance square smoothing}}{\text{avg. distance square smoothing}} \times (-100) \)

Bear in mind that the estimation in the square-optimal setting is not penalized only when the smoothing is conducted using a second-order penalty. Triangle-smoothing is similarly defined. Hence, we must distinguish our analysis by the penalty orders. Table 5 displays the mean distances of square and triangle smoothing for the two penalty orders first. Surprisingly, the Wasserstein-distance for square smoothing with a second-order penalty is slightly higher than smoothing with a first-order penalty. In what follows, we examine the difference between square and triangle smoothing of square-optimal as well as triangle-optimal data for different penalty orders.

Table 5: Average Wasserstein- and Frobenius-distance for triangle and square smoothing, grouped by penalty order.

<table>
<thead>
<tr>
<th>Pen. Order</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Square Smooth</td>
<td>Triangle Smooth</td>
</tr>
<tr>
<td>2</td>
<td>712.94</td>
<td>716.51</td>
</tr>
<tr>
<td>1</td>
<td>702.09</td>
<td>748.47</td>
</tr>
</tbody>
</table>
Table 6: Percentage difference of average Wasserstein- and Frobenius-distances between triangle smoothing and square smoothing for square- and triangle-optimal data, grouped by penalty order

<table>
<thead>
<tr>
<th>Pen. Order</th>
<th>Setting</th>
<th>Type</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Sq. Optim.</td>
<td>Fragment</td>
<td>NaN</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>0.53</td>
<td>-0.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>-0.33</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Tri. Optim</td>
<td>Fragment</td>
<td>NaN</td>
<td>-2.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>0.85</td>
<td>-1.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>-9.59</td>
<td>-3.30</td>
</tr>
<tr>
<td>1</td>
<td>Sq. Optim.</td>
<td>Fragment</td>
<td>NaN</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>6.27</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>-9.49</td>
<td>-1.93</td>
</tr>
<tr>
<td></td>
<td>Tri. Optim</td>
<td>Fragment</td>
<td>NaN</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>8.94</td>
<td>2.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>-1.64</td>
<td>-0.56</td>
</tr>
</tbody>
</table>

Note: percentage difference = \[ \frac{\text{avg. distance square smooth} - \text{avg. distance triangle smooth}}{\text{avg. distance square smooth}} \times (-100) \]

Table 6 further groups the results from Table 2 by penalty order. In Table 6, we see that, compared to a first-order penalty, the percentage differences of the average Wasserstein-distances are smaller for a second-order penalty. Only for the triangle-optimal regular case, the average Wasserstein-distances differ more than 1%, where triangle smoothing outperforms square smoothing on average by 9.59% for triangle-optimal regular data.

We depict the percentage of cases, where the respective smoothing technique outperformed the other, in terms of the Wasserstein-distance in Figure 3. Figure 2 and Table 4 indicate that the percentage difference of the average Wasserstein-distances between square and triangle smoothing increase with grid length for data with low noise, hence the results in Figure 3 are grouped by SNR and grid length.

Figure 3a) corresponds to smoothing with a second-order penalty while Figure 3b) corresponds to smoothing with a first-order penalty. Much like Figure 2, the lower panels of Figure 3a) show an increase of cases where triangle smoothing prevails against square smoothing with increasing grid length, for regular data with low noise. This trend is not continued for data with SNR = 3. Furthermore, we observe for irregular data on both noise levels, the percentage of cases, where triangle smoothing outperformed square smoothing, is higher for data with \( E(N) = 35 \) than for data with other expected grid lengths. It is also noticeable, that the percentage of irregular cases with \( E(N) = 50 \), where triangle smoothing performed better than square smoothing, is lower than 50% for data with low noise, while it is above 50% for noisy data. For regular data, observed on roughly 70 grid points, this observation is the other way round.

In Figure 3b) we notice that, for irregular data with a high noise level, the percentage of cases, where triangle smoothing performed better than square smoothing, decreases with an increasing grid length for both noise levels. For regular data, observed on a grid of expected length of 70, much more cases have triangle smoothing prevailing against square smoothing. On the other hand, for the major part of irregular noisy data, observed on this large grid, square smoothing with a first-order penalty performed better than triangle smoothing with a first-order penalty. Additionally the shade change in the bar is much further away from the 50% threshold in Figure...
3b) than in Figure 3a), indicating stronger deviations of the smoothing methods’ performance. The corresponding illustration of the Frobenius-distances is given in the Appendix B.

As mentioned before, we can smooth the mean of crossproducts across every curve and thus reduce the dimension of the regression model. In addition to the computational benefit, aggregated smoothing has a positive effect on the performance of both smoothing techniques, as shown by the average Wasserstein- and Frobenius-distance in Table 7.

<table>
<thead>
<tr>
<th>Aggregated</th>
<th>Square Smooth</th>
<th>Triangle Smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>False</td>
<td>722.65</td>
<td>741.51</td>
</tr>
<tr>
<td>True</td>
<td>692.39</td>
<td>723.47</td>
</tr>
</tbody>
</table>

We see that there are only minor differences between square smoothing and triangle smoothing in general. In the next part of the simulation, we will compare triangle and square smoothing with the FACE-algorithm.
Figure 3: Percentage of cases where the respective smoothing technique outperformed the other in terms of the Wasserstein-distance, grouped by grid length and SNR.
4.2. Simulation B

In this part of the simulation study, we compare the FACE-algorithm, described in subsection 3.2, with square and triangle smoothing. As done before in Simulation A, we generate \( N_i \) realizations of a Gaussian process for either \( n = 15, n = 30 \) or \( n = 50 \) curves such that \( E(N_i) \in \{20, 35, 70\} \). The domain of the curves is \( T = [0, 1] \in \mathbb{R} \). Instead of a triangle-optimal or square-optimal setting, we choose only one covariance function, namely the squared exponential covariance in the form of

\[
C(s, t) = \exp \left( -\frac{(s - t)^2}{\beta} \right) + \sigma^2 \delta_{st},
\]

where \( \sigma^2 \) is the variance of the measurement errors and \( \delta_{st} = 1 \) if \( s = t \) and 0 otherwise. The parameter \( \beta \) is an arbitrary scale parameter. Similar to the default implemented in tidyfun, we set \( \beta = 1/10 \).

The data is then smoothed with either square smoothing, triangle smoothing or the FACE-algorithm. As in Simulation A, we consider smoothing with a second-order penalty as well as a first-order penalty. Furthermore, 10 basis functions are used for the spline basis. Table 7 indicates, that aggregated square and triangle smoothing has no performance issues compared to full smoothing. Hence, we use only aggregated square and triangle smoothing, in order to boost computational time. Smoothing with the FACE-algorithm is carried out for irregular and fragmentary data with the face.sparse function, which is implemented in the R-package face (Xiao et al., 2018). In case of regular data, the function fpca.face from the refund package (Goldsmith et al., 2022) is used.

Results of Simulation B

Table 8 shows the average Wasserstein- and Frobenius-distances for the three data types, obtained with the three methods. For every data type the average Wasserstein- and Frobenius-distance is smaller for FACE than for square and triangle smoothing. Much like in Simulation A, the Wasserstein-distances obtained with smoothing irregular data are much higher in comparison to regular data. Consequently, a separate analysis is carried out.

<table>
<thead>
<tr>
<th>Type</th>
<th>Method</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fragment</td>
<td>FACE</td>
<td>NaN</td>
<td>0.5552</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td>NaN</td>
<td>0.6499</td>
</tr>
<tr>
<td></td>
<td>Triangle</td>
<td>NaN</td>
<td>0.6260</td>
</tr>
<tr>
<td>Irregular</td>
<td>FACE</td>
<td>342.36</td>
<td>0.5482</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td>483.58</td>
<td>0.5990</td>
</tr>
<tr>
<td></td>
<td>Triangle</td>
<td>566.66</td>
<td>0.6370</td>
</tr>
<tr>
<td>Regular</td>
<td>FACE</td>
<td>16.04</td>
<td>0.6064</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td>17.71</td>
<td>0.6104</td>
</tr>
<tr>
<td></td>
<td>Triangle</td>
<td>19.66</td>
<td>0.6483</td>
</tr>
</tbody>
</table>

In the following, we will assess in which settings the FACE-algorithm prevails against square and triangle smoothing and vice versa. Therefore, we again consider the percentage differences of the
average distances between FACE and the respective alternative. Similar to Simulation A, we start with the main features of the generated functions, such as grid length, number of curves, and SNR, before grouping the results by the penalty-order that was used in the estimation step. In Simulation A we observed that grouping the results by grid length and SNR yields quite different outcomes. Hence, we begin with examining the percentage differences of the average Wasserstein- and Frobenius-distances between FACE and square smoothing or FACE and triangle smoothing respectively, in Table 9. The values in Table 9 show by how much percent the average distance obtained with FACE is smaller than the average distance obtained with either square or triangle smoothing. A negative value indicates that FACE is outperformed.

Table 9: Percentage difference of average Wasserstein- and Frobenius-distances between FACE and square smoothing / triangle smoothing, grouped by SNR and grid length

<table>
<thead>
<tr>
<th>SNR</th>
<th>Grid Length</th>
<th>Type</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FACE - Square</td>
<td>FACE - Triang.</td>
<td>FACE - Square</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>NaN</td>
<td>NaN</td>
<td>-11.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>13.74</td>
<td>28.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>-1.36</td>
<td>41.16</td>
</tr>
<tr>
<td>35</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>52.01</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>39.91</td>
<td>77.36</td>
<td>7.46</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>-9.67</td>
<td>51.85</td>
<td>-5.32</td>
</tr>
<tr>
<td>70</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>8.68</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>58.17</td>
<td>64.09</td>
<td>14.59</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>22.73</td>
<td>-6.23</td>
<td>10.34</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>13.39</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>47.18</td>
<td>76.64</td>
<td>6.87</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>10.78</td>
<td>3.21</td>
<td>0.37</td>
</tr>
<tr>
<td>35</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>23.55</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>6.58</td>
<td>48.21</td>
<td>9.12</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>26.05</td>
<td>20.06</td>
<td>3.53</td>
</tr>
<tr>
<td>70</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>26.65</td>
</tr>
<tr>
<td></td>
<td>Irregular</td>
<td>54.73</td>
<td>81.00</td>
<td>13.06</td>
</tr>
<tr>
<td></td>
<td>Regular</td>
<td>2.68</td>
<td>40.21</td>
<td>-1.11</td>
</tr>
</tbody>
</table>

Note: percentage difference = \( \frac{\text{avg. distance FACE} - \text{avg. distance triangle or square}}{\text{avg. distance FACE}} \times (-100) \)

At first glance, the values in Table 9 seem relatively high. For example, FACE perform on average 81% better than triangle smoothing of irregular data with low noise, recorded on a grid of length 70. In general, FACE performs better than both triangle and square smoothing for most settings. This is especially apparent for irregular data, where we can see FACE clearly prevailing against triangle smoothing in every setting. For data with low noise, i.e. SNR = 8, FACE outperforms square and triangle smoothing in every setting according to the Wasserstein-distance. Yet, the Frobenius-distance implies that triangle smoothing on regular data with grid length 20 and square smoothing on regular data with grid length 70 performed on average better than FACE. In the noisy case we see some more settings where FACE was outperformed. Consider e.g. noisy (SNR = 3) regular data, recorded on 35 and 20 grid points. Both the Wasserstein- and Frobenius-distance indicate that square smoothing performs on average better than FACE. Furthermore, according to the Wasserstein-distance, FACE performs on average 6.23% worse.
than triangle smoothing for regular data with SNR = 3 recorded on 70 grid points, although the corresponding Frobenius-distance indicates that FACE outperforms triangle smoothing.

In the case of fragmentary data, FACE performs better than square and triangle smoothing for every grid length where SNR = 8 and the Frobenius-distance even increases with increasing grid length. Yet, for noisy fragmentary data with $E(N) = 20$, square smoothing outperforms FACE on average by 11.99% and triangle smoothing outperforms FACE on average by 8.90%. Considering the two larger grid lengths, FACE performs best for noisy fragmentary data.

We display the Wasserstein-distances in Figure 4, where Figure 4a) shows the boxplots for irregular data and Figure 4b) shows the boxplots for regular data. The red dots depict the corresponding mean values from Table 9. In the first panel of Figure 4b), we can see that the box, as well as the median which corresponds to square smoothing, is slightly lower than the other two boxes and medians. This reflects the negative value in Table 9.

In the second panel, we observe an outlier of the boxplot corresponding to FACE, that distorts the mean value. The median of FACE is a little bit below the median of square smoothing and the box corresponding to FACE is narrower than the box corresponding to square smoothing, hence the value in Table 9 must be treated with caution. The third panel in Figure 4b) displays the boxplots for noisy regular data, measured on 70 grid points. The boxplot corresponding to triangle smoothing is slightly lower and slimmer than the box corresponding to FACE. Moreover, the median of the Wasserstein-distance obtained with triangle smoothing is lower than the corresponding median of FACE.

The boxplots in Figure 5 display the distribution of the Frobenius-distances obtained with each method for different SNR values and grid lengths for fragmentary data in 5a) as well as for regular data in 5b). The red dots are again the corresponding mean values shown in Table 9. According to the mean values, square and triangle smoothing perform better than FACE for fragmentary data, measured on roughly 20 grid points. This case is depicted as the first panel in 5a). For FACE, we see an outlier, which distorts the mean value. Additionally, the boxplot corresponding to FACE as well as the median, are slightly lower than the boxplot and median of square and triangle smoothing. Thus, this result from Table 9 should also be treated with caution. For regular data, measured on 20 grid points, the results from Table 9 are reflected in the left panels of Figure 5b), where the boxplots and medians corresponding to square smoothing are lower than the boxplots and medians corresponding to the other two smoothing methods.

A crucial ingredient in the estimation process is the order of the penalization. Table 10 shows the percentage differences of the Wasserstein- and Frobenius-distance between FACE and square smoothing as well as FACE and triangle smoothing, grouped by penalty order and grid length. According to the Wasserstein-distance, FACE with a first-order penalty performs better than square and triangle smoothing with a first-order penalty in every setting. Except for square smoothing of regular data with $E(N) = 70$, FACE has the best performance, according to the Frobenius-distance, in the case of first-order penalty.

When smoothing with a second-order penalty, we can see that FACE is often outperformed in the regular case. Moreover, the Frobenius-distance indicates that square and triangle smoothing perform better than FACE for fragmentary data with $E(N) = 20$.

These findings are reflected in the subfigures of Figure 6, which display the percentage of cases where the respective smoothing method outperformed the other, grouped by grid length and penalty order, according to either the Wasserstein- or Frobenius-distance.
Figure 4: Boxplots of Wasserstein-distances for irregular and regular data, grouped by grid length and SNR.

(a) Irregular Data

(b) Regular Data
Figure 5: Boxplots of Frobenius-distances for fragmentary and regular data, grouped by grid length and SNR.
Table 10: Percentage difference of average Wasserstein- and Frobenius-distances between FACE and square smoothing / triangle smoothing, grouped by penalty order and grid length

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>-11.99</td>
<td>-15.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>33.95</td>
<td>52.22</td>
<td>0.43</td>
<td>-1.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>-12.50</td>
<td>14.86</td>
<td>-9.69</td>
<td>-5.28</td>
</tr>
<tr>
<td>35</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>50.57</td>
<td>12.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>33.53</td>
<td>60.54</td>
<td>13.60</td>
<td>18.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>9.41</td>
<td>56.95</td>
<td>-3.03</td>
<td>17.82</td>
</tr>
<tr>
<td>70</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>2.70</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>65.03</td>
<td>78.55</td>
<td>18.70</td>
<td>18.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>16.82</td>
<td>-11.39</td>
<td>15.03</td>
<td>0.60</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>14.23</td>
<td>27.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>22.13</td>
<td>46.96</td>
<td>12.13</td>
<td>23.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>23.75</td>
<td>27.18</td>
<td>6.84</td>
<td>10.53</td>
</tr>
<tr>
<td>35</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>24.55</td>
<td>9.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>13.52</td>
<td>64.55</td>
<td>3.21</td>
<td>32.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>7.53</td>
<td>15.90</td>
<td>1.19</td>
<td>3.01</td>
</tr>
<tr>
<td>70</td>
<td>20</td>
<td>Fragment</td>
<td>NaN</td>
<td>NaN</td>
<td>36.83</td>
<td>59.94</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular</td>
<td>48.84</td>
<td>66.74</td>
<td>9.33</td>
<td>7.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular</td>
<td>7.74</td>
<td>54.43</td>
<td>-6.74</td>
<td>15.78</td>
</tr>
</tbody>
</table>

Note: percentage difference = \( \frac{\text{avg. distance FACE} - \text{avg. distance triangle or square}}{\text{avg. distance FACE}} \times (-100) \)

Additionally, the percentage difference grouped by penalty order and SNR, are displayed in Table 11. What clearly stands out are the high values for irregular data compared to regular data. Consider the second row, which indicates that the second-order penalty FACE-algorithm performed on average 83.69% better than square smoothing with a second-order penalty and 90.01% better than triangle smoothing with a second-order penalty for irregular data with SNR = 3, according to the Wasserstein-distance. Yet, for irregular data with SNR = 8, FACE is on average “only” 17.47% better than square smoothing and 47.64% better than triangle smoothing. While the percentage differences for irregular data decrease with increasing SNR in the case of second-order penalty, they increase with increasing SNR for a first-order penalty.
Figure 6: Percentage of cases where the respective smoothing method outperformed the other, grouped by grid length and penalty order.
Table 11: Percentage difference of average Wasserstein- and Frobenius-distances between FACE and square smoothing / triangle smoothing, grouped by penalty order and SNR

<table>
<thead>
<tr>
<th>Pen. Order</th>
<th>SNR</th>
<th>Type</th>
<th>FACE - Square</th>
<th>FACE - Triang.</th>
<th>Wasserstein</th>
<th>Frobenius</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>Fragment NaN NaN 13.28 -5.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 83.69 90.01 17.81 17.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular 13.66 9.00 4.63 8.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>Fragment NaN NaN 8.48 3.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 17.47 47.64 3.62 5.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular 7.12 10.87 -2.99 0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>Fragment NaN NaN 13.92 24.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 12.09 38.29 0.85 14.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular 5.90 26.48 -3.76 7.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>Fragment NaN NaN 36.96 36.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irregular 58.96 92.51 16.31 28.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Regular 15.38 48.94 5.04 11.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: percentage difference = \( \frac{\text{avg. distance FACE} - \text{avg. distance triangle or square}}{\text{avg. distance FACE}} \times (-100) \)

### 4.3. Summary and Discussion of Results

Before we begin with a summary and discussion of the simulation results, a remark about the distance measures is required. For most cases, the percentage differences of the Frobenius-distances between square smoothing and triangle smoothing are smaller than the corresponding percentage differences of the Wasserstein-distances. Sometimes even the conclusion as to whether one method works better than the other can deviate, as shown in Table 4 of Simulation A. As a consequence, the results must be interpreted with respect to the distance measure.

The main conclusion we obtain from Simulation A, is that triangle smoothing and square smoothing produce estimators with quite similar accuracy. Both methods perform a lot better for regular data than for irregular data, which is not surprising since regular data has been measured on the same equidistant time points for every curve, in contrast to irregular data where the individual grid differs from curve to curve. Square smoothing performs slightly better than triangle smoothing for irregular data, while triangle smoothing outperforms square smoothing on average by 5.17% for regular data, according to the Wasserstein-distance. Furthermore, the average Frobenius-distances obtained with square and triangle smoothing of fragmentary data only differ 0.1% from each other.

Grouping the results further by noise-level yields larger differences of the Wasserstein-distances, especially for a grid length \( E(N) = 70 \), compared to the whole set of results that is only grouped by data type. However, a clear pattern indicating whether a smoothing method performs better than the other with increasing grid length or SNR is not obvious.

For almost every setting, smoothing data with a second-order penalty results in a percentage difference of less than 1% between the Wasserstein- and Frobenius-distances, obtained with the respective method. Regular triangle-optimal data forms the noticeable exception, where triangle smoothing performs on average by 9.59% better than square smoothing. This exception is no surprise, since triangle smoothing is not penalized in the triangle-optimal setting, so it has an “advantage” against square smoothing. Considering a first-order penalty, the percentage differences between the distance measures increase. These findings are expected, since a first-order
penalty results in a penalty null space spanned by constant functions, resulting in square and triangle smoothing being penalized in both the square- and triangle-optimal setting. The increase in the percentage distances becomes especially visible for data sampled on large grids, where square smoothing clearly prevails against triangle smoothing for irregular data and triangle smoothing prevails against square smoothing for regular data.

Simulation B compared square and triangle smoothing with FACE using data generated with the squared exponential function. We observe that in nearly every setting FACE outperforms square and triangle smoothing. Especially for irregular data, we can see FACE clearly prevailing against square and triangle smoothing. Yet, for regular data with high noise and small grids of length 20 and 35, square smoothing seems to work better than FACE. At first glance, this exception seems surprising, since FACE estimates the measurement-error-variance as opposed to square smoothing, hence we would expect FACE to provide a more accurate estimation of the covariance surface. Conversely, we compare the true covariance matrix with the estimated covariance matrix, which are both evaluated on all grid points. Because the true covariance matrix contains the evaluations of the covariance function without the additional nugget term, estimating the measurement-error-variance is redundant.

In the case of a second-order penalty, we observe the absolute percentage differences of the distance measures decreasing with increasing SNR. However, in the case of a first-order penalty the absolute percentage differences of the distance measures increase with increasing SNR. This is an astonishing contrast, as the penalty order changes how well FACE performs in comparison to the other methods for different noise levels.

A possible explanation for these high values could be, that FACE utilizes only the row penalty of bivariate \(P\)-Splines, while square and triangle smoothing use both the column and the row penalty. Although the covariance’s symmetry implies that the column penalty is the same as the row penalty (Xiao et al., 2018, p. 213), FACE is presumably less penalized than square and triangle smoothing. This might also relate to the percentage differences of the distance measures decreasing with increasing SNR for a second-order penalty estimation.

In summary, we conclude that triangle and square smoothing yield similar results, thus triangle smoothing is an appropriate alternative to square smoothing with a computational benefit, especially for regular data. However, both square and triangle smoothing do not provide as accurate estimates as FACE does.
5. Conclusion

In this thesis we explored the application of penalized tensor product splines to the covariance estimation of functional data. Analogously to the approximation of univariate functions, the general approach of covariance smoothing is to set up a regression model, where the response vector consists of all empirical estimates for the covariance. Because the covariance is smoothed for the squared set of all empirical estimates, this method is known as square smoothing. Yet, the symmetry of the covariance deems smoothing the entire squared set of all empirical estimates superfluous, as the response vector will then include double values. By smoothing only half of the covariance and mirroring it on the diagonal, triangle smoothing reduces the dimension of the response vector and provides a computational alternative to square smoothing. Hence, we expect triangle and square smoothing to produce similar estimations. This expectation was empirically studied in Simulation A and indeed the differences between both methods are in general quite small, with triangle smoothing performing slightly better than square smoothing for regular data and square smoothing slightly outperforming triangle smoothing for irregular data. Considering fragmentary data the differences between the methods are infinitesimally small. However, when a first-order penalty is applied rather than a second-order penalty, the differences increase and become more significant. Conclusively, triangle smoothing can be viewed as a computationally beneficial alternative to square smoothing with similar estimation accuracy. In practice, the measurements are often polluted by errors, which are reflected on the variance at the corresponding measurement value. In contrast to square and triangle smoothing which exclude values on the diagonal in the response vector, FACE provides a two-stage algorithm to estimate the covariance function as well as the measurement-error-variance. Moreover, FACE uses a special case of the bivariate $P$-Spline-penalty and provides its own algorithm to choose the smoothing parameter. Comparing the performance of FACE with square and triangle smoothing in Simulation B, shows FACE clearly outperforming the other two methods for most settings.
A. Directory Structure of the GitLab Repository

The submission of this bachelor thesis includes all codes, for generating and analyzing the simulation results, in the corresponding GitLab Repository. In the following a brief overview over the repository and its directory structure is given. The template for this thesis was provided by Moritz Herrmann.

thesis: includes chapter-wise Rmarkdown files. 00_thesis.Rmd knits all chapters and produces the output.

code: contains functions that are used by both parts of the simulation

- Simulation A:
  - Run main_a.R to start the simulation. Input data is then loaded and simulator_a is called on input_data
    * simulator_a generates a tfd-object using data_generator and estimates the covariance with the smooth_covariance function
    * simulator_b then computes the Wasserstein- and Frobenius-distances and stores the values as new columns of the input data
  - Results stored in Simulation_Results folder

- Simulation B:
  - Run main_b.R to start the simulation. Input data is then loaded and simulator_a is called on input_data
    * simulator_b generates a tfd-object using data_generator and estimates the covariance with the face_smooth_covariance function
    * simulator_b then computes the Wasserstein- and Frobenius-distances and stores the values as new columns of the input data
  - Results stored in Simulation_Results folder

- Evaluation:
  - tables_a.R: creates dataframes that are sourced and used in 04_experiments_a.Rmd for tables (Chapter 4)
  - figures_a.R: creates dataframes that are sourced and used in 04_experiments_a.Rmd for figures (Chapter 4)
  - tables_b.R: creates dataframes that are sourced and used in 04_experiments_b.Rmd for tables (Chapter 4)
  - figures_b.R: creates dataframes that are sourced and used in 04_experiments_b.Rmd for figures (Chapter 4)

- Simulation_Results: contains results in form of csv files
- temp: small pilot study to determine suitable values for the SNR
- Old: contains old files
B. Additional Plots for Simulation A

Figure 7: Percentage of cases where the respective smoothing technique outperformed the other in terms of the Frobenius-distance. Grouped by grid length and SNR.
Figure 8: Boxplots of Wasserstein-distances for regular and irregular data, grouped by grid length and SNR.
Figure 9: Boxplots of Wasserstein-distances for regular and irregular data, grouped by grid length and SNR.
C. Additional Plots for Simulation B

Figure 10: Boxplots of Wasserstein-distances for regular and irregular data, grouped by penalty order and SNR. Red dots represent the mean value of corresponding method.
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