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1  |  BACKGROUND

The current distribution of a species is the result of an intricate evo-
lutionary interplay of demographic processes and selection across 
natural populations. Deciphering the demographic history is the first 
approach to gaining an understanding towards why and how a spe-
cies obtained its current distribution. The demographic history of 
a species is marked by a number of past and present events, such 

as geological activity (e.g. the formation of land bridges or moun-
tain ranges), ice ages (e.g. the change in ice sheet area across the 
globe), glacial refugia (Hewitt, 2004) and, more recently, the active 
migration of populations into novel habitats (Mann,  2007; Roy & 
Lachniet, 2010). For North American taxa, there are several studies 
tackling the demographic history of various species of vertebrates 
and plants (Cione et al., 2015; Soltis et al., 2006). However, for insects, 
there are only a few studies investigating their demographic history, 

Received: 20 January 2022  | Revised: 13 June 2022  | Accepted: 11 July 2022

DOI: 10.1111/jeb.14094  

R E S E A R C H  A R T I C L E

Inferring the demographic history of the North American firefly 
Photinus pyralis

Ana Catalan1  |   Sebastian Höhna2,3  |   Sarah E. Lower4 |   Pablo Duchen5

1Division of Evolutionary Biology, 
Ludwig-Maximilians-Universität München, 
Planegg-Martinsried, Germany
2GeoBio-Center, Ludwig-Maximilians-
Universität München, Munich, Germany
3Department of Earth and Environmental 
Sciences, Paleontology & Geobiology, 
Ludwig-Maximilians-Universität München, 
Munich, Germany
4Department of Biology, Bucknell 
University, Lewisburg, PA, USA
5Institute for Organismal and Molecular 
Evolutionary Biology, Johannes Gutenberg 
University of Mainz, Mainz, Germany

Correspondence
Ana Catalan, Division of Evolutionary 
Biology, Ludwig-Maximilians-Universität 
München, Grosshaderner Straße 2, 
Planegg-Martinsried 82152, Germany.
Email: ana.catalan@gmail.com

Funding information
Deutsche Forschungsgemeinschaft, 
Grant/Award Number: 447192820, 
CA2207/3-1, HO6201/1-1 and 
HO6201/2-1

Abstract
The firefly Photinus pyralis inhabits a wide range of latitudinal and ecological niches, 
with populations living from temperate to tropical habitats. Despite its broad distribu-
tion, its demographic history is unknown. In this study, we modelled and inferred dif-
ferent demographic scenarios for North American populations of P. pyralis, which were 
collected from Texas to New Jersey. We used a combination of ABC techniques (for 
multi-population/colonization analyses) and likelihood inference (dadi, StairwayPlot2, 
PoMo) for single-population demographic inference, which proved useful with our 
RAD data. We uncovered that the most ancestral North American population lays 
in Texas, which further colonized the Central region of the US and more recently the 
North Eastern coast. Our study confidently rejects a demographic scenario where the 
North Eastern populations colonized more southern populations until reaching Texas. 
To estimate the age of divergence between of P. pyralis, which provides deeper in-
sights into the history of the entire species, we assembled a multi-locus phylogenetic 
data covering the genus Photinus. We uncovered that the phylogenetic node leading 
to P. pyralis lies at the end of the Miocene. Importantly, modelling the demographic 
history of North American P. pyralis serves as a null model of nucleotide diversity 
patterns in a widespread native insect species, which will serve in future studies for 
the detection of adaptation events in this firefly species, as well as a comparison for 
future studies of other North American insect taxa.
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and in most cases, the investigation is focused on economically im-
portant or invasive species (Arias et al., 2019; Havill et al., 2016), but 
see also (Hyseni & Garrick, 2019). Studies involving insect pests and 
invasive species provide important information on the demographic 
dynamics of such species, especially on their rapid colonization ca-
pability. Nevertheless, when studying native species to a particular 
ecosystem, we gain knowledge about how natural events such as 
geographic barriers, past temperature fluctuations and, more re-
cently, anthropogenic activity shaped their demographic history.

The river basins (Mississippi, Tombigbee and Appalachiola riv-
ers) and the Appalachian mountains have been reported to pro-
duce biogeographical breaks between species distributions (Myers 
et al., 2020; Soltis et al., 2006). How these or other barriers hinder 
insect distribution is ongoing research, with only a few examples 
hinting that the biogeographical barriers described in vertebrates 
and plants might not apply to insects (Hyseni & Garrick,  2019; 
Jaskuła et al., 2021; Lait & Hebert, 2018).

In this study, we gained insight into natural insect colonization 
patterns in North America by modelling the population history of 
the firefly Photinus pyralis. Fireflies (Coleoptera: Lampyridae) are a 
diverse group of conspicuous beetles that produce bioluminescence 
as an aposematic signal against predators (Cock & Matthysen 1999), 
to lure prey (Lloyd, 1975) and to attract potential mates (Lewis & 
Cratsley, 2008). Of the over 2000 described firefly species, P. pyralis 
has a particularly well-documented and wide geographical distri-
bution, with collections from Ontario, Canada (Fallon et al., 2018), 
to Venezuela in South America (The Bavarian State Collection of 
Zoology, www.zsm.mwn.de) (Figure S1). The ample geographic dis-
tribution of P. pyralis offers us the opportunity to investigate the 
migration routes taken by natural insect populations and start ex-
ploring the demographic events that lead to the distribution pattern 
that we observe today.

In the present study, we investigated the demographic history 
of North American P. pyralis through demographic modelling of 
single nucleotide polymorphisms (SNPs) derived from double di-
gest Restriction-site Association DNA sequencing (ddRADseq) data 
from 12 populations. The sampling of P. pyralis, from Texas to New 
Jersey, covers its complete distribution in North America. Previous 
work with this data revealed population structure among these pop-
ulations as well as heterogeneous levels of nucleotide diversity and 
genetic distances across populations (Lower et al., 2018), suggesting 
a complex demographic history among populations. Nevertheless, a 
demographic inference analysis is missing for this species. Beside the 
genetic diversity found across populations, phenotypic traits such 
as life cycle length (Fallon et al., 2018), flash colour (male light emis-
sion peak wavelength) (Sander & Hall, 2015) and body size (Vencl & 
Carksib, 1998) have been described and hypothesized as polymorphic 
traits across P. pyralis populations. Whether this variation is due to 
adaptation, genetic drift and/or demography is still to be elucidated.

By using population-level RADseq data and by generating pop-
ulation genetic summary statistics, we proposed and tested various 
demographic scenarios for P. pyralis. Additionally, we generated a 
dated phylogeny in order to estimate the age of the node leading 

to P. pyralis, an estimate that informs us on the approximate maxi-
mum age of the most ancestral population of this species, beyond 
the presently studied populations. With this work, we generated 
the first hypotheses regarding the demographic history of North 
American populations of P. pyralis and include an estimate of the 
age of the most ancestral population of this species. Furthermore, 
characterizing the nucleotide diversity patterns left by demography 
alone sets the base to detect nucleotide patterns that deviate from 
neutral expectations.

2  |  METHODS

2.1  |  Clustering for demographic modelling

The data of this study consist of 2019 single nucleotide polymor-
phisms (SNPs) extracted from ddRAD sequencing data from 15 
individuals from each of 12 populations of P. pyralis from North 
America (Table S1), as described in Lower et al., 2018. Following the 
population genetic analysis presented in Lower et al., 2018, the geo-
graphical location of the sampled populations and our hypotheses 
of possible colonization scenarios, we propose three population cat-
egories: Texan (shown in grey), Central (blue) and Eastern (light blue) 
(Table S1, Figure 1). Pooling the populations in three linages allows 
us to test for fewer and more streamlined demographic scenarios. 
To test for genetic congruence of these three clusters, we quanti-
fied the probability that the different populations were assigned to 
one of the clusters, using a discriminant analysis of principal com-
ponents (DAPC) (Jombart et al.,  2010), as implemented in the R 
package adegenet (v1.4.2) (Jombart & Ahmed, 2011). For the DAPC 
analysis, we kept three PCs and three discriminant functions. We 
also explored the pooling in three clusters by using fastSTRUCTURE 
(Raj et al., 2014) with k = 3. Raw ddRAD data are available in the 
NCBI Short Read Archive (SRA) repository: Accession SRP157802. 
VCFs used in the study can be found at Figshare: DOI https://doi.
org/10.6084/m9.figsh​are.5771979 (Lower et al., 2018).

2.2  |  Demographic analyses using approximate 
Bayesian computation (ABC)

We took two independent approaches to infer the possible coloniza-
tion pathways between the Eastern, Central and Texan cluster : (1) we 
pooled the populations within each geographical category (Table S1), 
and (2) we took one random population from each cluster. For the 
second approach, we repeated the sampling three times, each with 
a different combination of individual populations. The populations 
sampled were DETX, VATX, DEMI, BYMS, SLMO, MANJ, ATGA and 
HFTN. The random population combinations are DETX-DEMI-MANJ, 
VATX-BYMS-ATGA and VATX-SLMO-HFTN. By taking these two ap-
proaches, we aimed at identifying if the most-probable colonization 
pathway is supported by both the pooled- and/or single-population 
combinations (Papadopoulou & Knowles, 2015).
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We tested the following multi-population demographic models. 
Model 1: The Texan population as the ancestral population, with sub-
sequent sequential colonization of the Central and Eastern popula-
tions. Model 2: The Eastern population as the ancestral population, 
with subsequent sequential colonization of the Central and Texan 
populations. Model 3: The Texan as the ancestral population, with 
independent colonization of the Central and Eastern populations. 
Model 4: The Central population as the ancestral population, with in-
dependent colonization of the Texan and Eastern populations. Model 
5: Non-sequential colonization of the Texan, Central and Eastern 
populations from a putative singl ancestral population (Figure 1c).

2.3  |  Data preparation for demographic analyses

We are aware that, ideally, a demographic analysis benefits the most 
from neutral sites, where selection does not confound the effects 
of demography, and where the maximum number of polarized SNPs 
are available (the more data, the more power to infer demographic 
parameters, Excoffier et al.,  2013). Given our data, we took the 
following steps to ensure an unbiased demographic analysis: (1) From 
the original set of 2019 SNPs, we discarded all singletons, or class ‘1’ 

of the site-frequency spectrum (SFS). Low-frequency variants are 
more sensitive to filtering pipelines, yielding a lower mapping quality 
for the singleton class (Duchen et al., 2013). (2) Because there is no 
outgroup sequence, we summarized the data in statistics that are 
unaffected by polarization (see below). In our case, this implies that 
excluding singletons means that we also excluded class ‘n-1’ from the 
SFS. (3) Even though our SNP dataset consists of filtered variants 
after Fst outlier analysis, we performed additional simulations 
to account for selection as an evolutionary force that might have 
helped maintain a proportion of the variants present in our data and 
which could not be filtered out by the Fst outlier analysis (see ‘ABC 
simulations’).

2.4  |  Observed summary statistics

From the observed data, we calculated the following summary statis-
tics: number of segregating sites S, Watterson's θW (Watterson, 1975), 
π and distance of Nei and Li (1979), Tajima's D (Tajima, 1989), linkage 
disequilibrium ZnS (Kelly, 1997), the folded SFS, Weir-Cockerham's Fst 
(Weir & Cockerham, 1984) and the Wakeley–Hey ‘W’ summaries of 
the joint folded SFS (Wakeley & Hey, 1997). As explained before, all 

F I G U R E  1  (a) Map of the United States showing the sampled populations of P. pyralis (red dots; adapted from Lower et al., 2018). The 
y-axis shows the latitude (N°), and the x-axis shows the longitude (W°). The three colours represent the three population clusters used 
in this study. Grey: Texan population, blue: Central population, and light blue: Eastern population. Inset: Photinus pyralis, credit: Creative 
Commons. (b) Genetic clustering of all sampled individuals into three distinct genetic clusters defined by a discriminant analysis of principal 
components (DAPC), including cluster probabilities. Each dot represents a single individual (Texas: N = 25, central = 49, eastern = 80; Total: 
154). (c) Demographic history models tested for P. pyralis. Boxes represent effective populations sizes (Ne) of each population. TCE: split time 
between the Central and Eastern populations, TTC: split time between the Texan and Central populations. T: split time from a single putative 
ancestral population. All population sizes are estimated with respect to NeTexas, therefore NeTexas = 1. Population labels: AMNJ: Amwell, 
New Jersey; AMOH: Amesville, Ohio; ATGA: Athens, Georgia; BYMS: Byhalia, Mississippi; DEMI: Dexter, Michigan; DETX: Denison, Texas; 
HFTN: Hickory Flats Branch, Tennessee; MANJ: Mahwah, New Jersey; SANC: Salisbury, North Carolina; SLMO: St. Louis, Missouri; VATX: 
Vanderpool, Texas; WYAR: Wynne, Arizona
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the above-mentioned statistics are unaffected by the polarization of 
the observed SNPs. Here, statistics S, θW and π summarize nucleotide 
diversity, Tajima's D and W summarize the SFS, ZnS summarizes link-
age disequilibrium, and the distance of Nei and Fst describes popula-
tion differentiation. Furthermore, simulations were done to recreate 
the variant-generation process of our RADseq data.

2.5  |  Simulations

To recreate the variant-generation process of our RADseq data, we 
simulated exactly 2019 SNPs (for 308 chromosomes: 50, 126 and 
132 chromosomes representing the Texan, Central and Eastern 
populations, respectively), for each of the four demographic mod-
els described in Figure 1c (see Section 3 for a description of each 
model). These coalescent simulations were done with the program 
msms (Ewing & Hermisson,  2010) using command lines of the 
form:msms-­ms 308 50000 -­s 2019 -­I 3 50 126 132 -­n 2 tbs -­n 3 tbs 
-­ej tbs 3 2 -­ej tbs 2 1 -­SAa tbs. This command tells msms to perform 
50 000 simulations, each with 308 chromosomes (50, 126 and 132 
chromosomes for each population), 2019 SNPs, population sizes 
(relative to population 1) determined by -n 2 and -n 3, and colo-
nization events in the ordered indicated by the flags -ej. The term 
tbs stands for ‘to be specified’, which means that it is read from an 
external file. For instance, −ej tbs 3 2 means that population 3 joins 
population 2 (backwards in time) at time tbs, which will be read 
from a file with prior values for this parameter. Similar command 
lines (where the colonization order differs) were used for the dif-
ferent demographic models.

To exactly recreate the treatment given to the observed data 
(see Section  2.3) from the simulated sites, we removed the SFS 
classes ‘1’ (singletons) and ‘n-1’ for each population, and calculated 
all summary statistics described above. Recall that these summary 
statistics do not depend on the polarization of the data, that is their 
values are the same whether we know which alleles are ancestral 
or which ones are derived. Given that the observed SNPs coming 
from RAD sequencing are spread throughout the genome (including 
both conserved and neutral regions), we expect that some degree of 
selection has helped maintain that diversity for many of those sites. 
For this reason, we included the msms switch -SAa with a value of se-
lection drawn from a prior distribution. We repeated the simulation 
procedure 50 000 times for each demographic model.

2.6  |  Model choice using ABC

To estimate confidence in the estimated models (please refer to 
the results section for model description), we used Approximate 
Bayesian Computation (ABC), with 50 000 simulations per model to 
calculate the posterior probabilities of each of the four demographic 
scenarios using the R package abc (Csilléry et al., 2012). Model choice 
was based on the following summary statistics: θW, π, Tajima's D, ZnS, 
W statistics, distance of Nei and Fst (we did not use the number of 

segregating sites S because it is directly correlated with θW, or the 
folded SFS because it is well summarized with the W statistics and 
Tajima's D). We validated the power (I – type_II_error) of the model-
choice procedure by sampling a random vector of ‘pseudo-observed’ 
summary statistics from the simulations and re-calculating the prob-
ability of them coming from one of the four models. We performed 
this validation 100 times and scored the number of times the right 
model was chosen. Next, we performed model choice for the ob-
served vector of summary statistics. Finally, to check how well the 
best model can predict the observed data, we plotted the distribu-
tions of summary statistics under the best model against the cor-
responding observed statistics.

2.7  |  Parameter estimation

Parameter estimation was accomplished by using both the rejection 
(Pritchard et al., 1999; Tavare et al., 1997) and regression (Beaumont 
et al.,  2002) algorithms using the R package abc. Briefly, we kept 
(‘as accepted’) the closest simulations to the observed summary sta-
tistics and generated distributions of their associated parameters. 
These distributions represented an approximation of the posterior 
probability of each particular parameter based on the ‘rejection’ al-
gorithm (Pritchard et al.,  1999; Tavare et al.,  1997). Then, by per-
forming a local regression between the accepted simulations and 
their corresponding parameters, an improved version of this poste-
rior probability can be generated (Beaumont et al., 2002). To reduce 
the high dimensionality of the summary statistics while keeping the 
maximum amount of information still available, we used partial least 
squares (pls) in an ABC context (Wegmann et al., 2009). The ABC 
regression step for parameter estimation was performed with the 
pls-transformed statistics. A validation of parameter estimation was 
also performed by using the pseudo-observed statistics from the 
simulations and re-estimating the parameters with the regression 
algorithm.

2.8  |  Demographic inference of single populations

To further investigate the demographic history of P. pyralis, we 
also analysed our data using dadi (Gutenkunst et al.,  2009) and 
StairwayPlot2 (Liu & Fu, 2020). First, we used dadi and fitted five dif-
ferent commonly used single-population models: (1) neutral equilib-
rium model: this is the null model and assumes a constant population 
size. (2) Two-epoch model: this model describes one population-size 
change that could either be a decrease or an increase. (3) Growth 
model: this one describes an exponential population-size change re-
flecting exponential growth or decline. (4) Bottle-growth model: this 
model describes a bottleneck (or expansion) event followed by a pop-
ulation growth/decline. (5) Three-epoch model: this model describes 
two population-size changes in time. As for our previous analyses, 
we used the option in dadi to apply the folded SFS since we cannot 
polarize the SNPs and masked out singletons. For each model, we 
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calculated the maximum likelihood parameter estimates and com-
puted the optimized likelihood. This likelihood was used to select the 
best fitting model by applying the Akaike information criterion (AIC). 
Second, we used StairwayPlot2 using the default settings to estimate 
the single population demographic histories. StairwayPlot2 has the 
advantage that no specific demographic scenario needs to be speci-
fied a priori and can estimate more complex demographic histories. 
As before, we used the folded SFS for the analyses. Since we did not 
know the exact number of nucleotides sites from which the 2019 
SNPs were extracted from, we arbitrarily used 100 000 sites, which 
means that age and population-size estimates need to be considered 
carefully. Additionally, we assumed a clock rate of 2.1E-9 (Keightley 
et al., 2014).

2.9  |  Phylogenetic analysis of the 12 populations

We estimated the relationship between the 12 populations using 
two separate phylogenetic approaches. First, we applied the 
polymorphism-aware phylogenetic models (PoMos, [De Maio 
et al., 2013, 2015]) as implemented in the software RevBayes (Borges 
et al.,  2022; Höhna et al.,  2016). PoMos model allele frequency 
changes under a Moran process and provide a powerful approach to 
estimate population trees from polymorphic data such as SNP data. 
As PoMos are not yet available for time-calibration because the 
branch lengths of a PoMo analysis are in Moran units and scaled to 
the virtual population size, we estimated a relative time-tree without 
absolute time. Nevertheless, the phylogenetic relationship and or-
dering as well as relative distance of the population splitting events 
is informative for the colonialization process.

2.10  |  Estimating the node to P. pyralis

To increase our understanding on the population history of P. pyra-
lis, we estimated a time-calibrated phylogenetic tree. This time-
calibrated phylogeny will provide an estimate of the divergence time 
of P. pyralis from its sister species and an upper limit estimate of the 
oldest population beyond the presently studied populations. We 
compiled a new dataset with 37 taxa from the Photinus clade. We 
performed a GenBank search using the taxon tag ‘Photinus’ through 
the software SUMAC (version 2.2.0) (Freyman,  2015). Sequences 
belonging to this taxonomic group were clustered in putative ortho-
clusters using the UCLUST algorithm (version 6.0.0) (Edgar, 2010). 
Orthoclusters were aligned with MAFFT (version 6.2.40) (Katoh 
et al., 2002) and badly aligned regions were removed using Gblocks 
(version 0.91b) (Talavera & Castresana, 2007). Sequence duplicates 
were removed and further alignment curation was done manually 
with AliView (version 1.18.1) (Larsson, 2014). After curation, seven 
orthoclusters representing seven genes were chosen for phyloge-
netic node calibration: Cytochrome c oxidase subunit I (COI, length: 
1264 nt, sequences: 37), 28S ribosomal RNA (28S, length: 365 nt, se-
quences: 7), 16S ribosomal RNA (16S, length: 414 nt, sequences: 12), 

18S ribosomal RNA (28S, length: 681 nt, sequences: 12), UV opsin 
(UV, length: 1081 nt, sequences: 18), wingless (WG, length: 404 nt, 
sequences: 36) and carbamoyl-­phosphate synthetase 2 (CAD, length: 
577 nt, sequences: 31). These genes have been used to diagnose 
species-level relationships in fireflies previously (Martin et al., 2017; 
Sander & Hall,  2015; Stanger-Hall et al.,  2007; Stanger-Hall & 
Lloyd, 2015) (Appendix S1: I).

In this analysis, we applied a Bayesian relaxed-clock anal-
ysis with data partitioned by gene. Specifically, we assumed a 
GTR + Gamma + I substitution model (Tavaré,  1986) where among 
site rate variation was modelled by 4 discrete categories obtained 
from a gamma distribution (Yang, 1994) and an additional category 
for invariant sites independently for each gene. We applied default 
prior distributions for the substitution model parameters, that is a 
flat Dirichlet prior distributions on both the stationary frequencies 
and on the exchangeability rates (Höhna et al., 2017). Furthermore, 
to account for rate variation among lineages, we used a relaxed-
clock model with uncorrelated lognormal distributed rates (UCLN) 
(Drummond et al., 2006). We applied an uninformative hyperprior 
distribution on both the mean ~ uniform(0, 100) and standard de-
viation, SD ~ uniform(0,100) of the branch-specific clock rates. We 
calibrated the phylogeny using a birth-death process as the prior on 
divergence times and a normal prior distribution with mean 42.5 and 
standard deviation of 2.5 on the root age. This age was obtained 
from Höhna et al. (2022).

We employed the following strategy to estimate the posterior 
distribution of phylogenies. We ran a four-replicate Metropolis-
Coupled Markov chain Monte Carlo (MCMCMC) analysis with one 
cold chain and three heated chains, as implemented in RevBayes v. 
1.0.12 (Höhna et al., 2016), for 50 000 iterations and sampled phy-
logenetic trees and parameters states every 10 iterations, yielding a 
total of 20 000 samples from the posterior distribution. We checked 
for convergence of our MCMC runs using the R package convenience 
(Fabreti & Höhna, 2022). The scripts used in the analyses described 
in the methods section can be found in https://doi.org/10.5281/
zenodo.7018803.

3  |  RESULTS

3.1  |  Population clustering for demographic 
inference

We used published RADseq data generated for 154 individuals sam-
pled from 12 populations across the United States, yielding a total of 
308 sequenced chromosomes, to elucidate the demographic history 
of P. pyralis (Figure 1a) (Lower et al., 2018). We first examined evi-
dence for grouping the populations into larger clusters, with the aim 
of reducing the number of possible demographic scenarios to test 
and to facilitate uncovering the mode of colonization of P. pyralis. 
We performed a DAPC (Jombart et al., 2010) analysis using a k = 3, 
to evaluate pooling the populations into three genetic clusters: a 
Texan cluster (including two Texan populations), a Central (Arkansas, 
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Mississippi, Missouri, Ohio and Michigan) and an Eastern cluster 
(Georgia, Tennessee, North Carolina and New Jersey) (Table S1). Our 
DAPC analysis supported the three above-mentioned clusters with 
high membership probabilities (Appendix S1: II, Figure 1b). We thus 
decided to use these three population clusters for the demographic 
inference (Figure 1).

3.2  |  Population genetics summary statistics

After data filtering (see Section  2.3), from the original 2019 SNPs 
for all populations combined, we kept 1196, 1381 and 1190 SNPs 
for the Texan, Central and Eastern clusters, respectively. For the ge-
netic clusters, we observed an overall nucleotide diversity (as esti-
mated by θW and π) of Texan > Central > Eastern, although nucleotide 
diversity values across the three genetic clusters were close from 
each other (Table S2). For single-population estimates of θW and π, 
Central > Texan > Eastern was the found pattern. The high nucleo-
tide diversity found in the Central populations could be result of ad-
mixture, as depicted in a fastSTRUCTURE analysis, when evaluating 
values of k = 2 to k = 7 (Figure S2). When looking further at single 
populations, Tajima's D values were all positive, suggesting either 
population structure, balancing selection and/or population-size con-
tractions. When pooling the populations, the increase in the number 
of segregating sites (which affects θW) was proportionally larger than 
the increase (if any) in the average number of pairwise nucleotide dif-
ferences (which affects π), thus resulting in a reduction in Tajima's 
D for the pooled populations. Linkage disequilibrium was variable 
across single populations, but in general values showed low LD esti-
mates. After pooling the populations, the levels of LD (as measured 
by ZnS) increased due to the influx of new segregating sites (Table S2).

Next, we calculated the Wakeley–Hey W statistics in order to 
estimate the degree of isolation between populations by summa-
rizing the joint site-frequency spectrum (JSFS). From this analy-
sis, when looking at private and shared polymorphisms between 
populations (W1, W2 and W4), we found that the Central and 
Eastern clusters are the closest to one another, when compared 
to the Texan (Table S3). We also observed that there are almost 
no fixed differences between any pair of clusters and that most 
of the polymorphisms present in this dataset are either private or 
shared between each pair of populations (Table  S3). Our single-
population Wakeley–Hey W analysis closely resembled the genetic 

cluster approach (Tables S4–S6). This pattern was also congruent 
when calculating population differentiation as measured by Fst, 
where population differentiation correlates with geographic dis-
tance (Tables S3–S6).

3.3  |  Model choice for ABC demographic inference

Validation of model choice using simulated datasets shows a high 
power (I- type_II_error) for selecting the right model among the four 
tested scenarios. More specifically, for the genetic clusters, Models 1 
through 5 are chosen correctly 95%, 87%, 84%, 90% and 93% of the 
time, respectively. For combinations of single populations, the power 
is reduced slightly due to having less data, but there was still enough 
power to validate our model-choice procedure. With this high valida-
tion power, we then proceeded to calculate the posterior probabilities 
of all four models given the observed data (Table 1). We found that 
Model 1 (southern origin + sequential colonization) has the highest 
probability in both the pooled (99.9%) and non-pooled populations 
(90–100%, Table 1). Model 1 is able to predict well all tested summary 
statistics, that is, in all cases, the observed summary statistic fell within 
the distribution of simulated statistics under Model 1 (Figure S3).

3.4  |  Parameter estimation

By using partial least squares (pls), we reduced the dimensionality of 
all summary statistics down to 10 pls components. This procedure is 
favourable since the new set of transformed statistics is orthogonal 
to each other, guaranteeing the assumption of singularity, which is 
required for ABC regression (Beaumont et al., 2002). Validation of 
parameter estimation showed good power to estimate all param-
eters, population sizes and timing of population splits, except for the 
selection coefficient SAa (Figure S4). All estimates (except for SAa) are 
given relative to NeTexas.

Overall, the data reflect that the Central cluster has an effec-
tive population size bigger to that of the Texan and that the Eastern 
is much smaller than the Texan cluster. This pattern changes when 
single populations are analysed; here, populations coming from the 
Central and Eastern cluster show a smaller population size when 
compared to either of the Texan populations (Tables S8–S10). The 
split between the Eastern and Central clusters happened around 

Population 
combinations P(M1) P(M2) P(M3) P(M4) P(M5) Power

Pooled populations 1 0 0 0 0 89.8%

DETX, DEMI, MANJ 0.9934 0 0 0 0.0065 82.6%

VATX, BYMS, ATGA 1 0 0 0 0 91.8%

VATX, SLMO, HFTN 0.9999 0 0 0.0001 0 75%

Note: The first row shows the model probabilities of the pooled genetic clusters in each area 
(Texas, Central and East). Rows two to four show the model probabilities when only one random 
population per area was chosen as representative. The mean power of model choice (last column) 
slightly decreases with the non-pooled data, but the overall support for Model 1 remains.

TA B L E  1  Posterior probabilities of each 
multi-population demographic model
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1494  |    CATALAN et al.

0.0048*4NeTexas generations ago (Table  S7, Figure  S5) and the 
split between the Central and the Texan happened 0.026*4NeTexas 
generations ago. Even though these time estimates vary in the 
single-population analysis, the Central population always show a col-
onization time older of that of the Eastern populations (Tables S8–
S10). Finally, alternative models with migration between populations 
have also been analysed but there was not enough power to tell mi-
gration from no-migration models (Table S11).

3.5  |  Dadi and StairwayPlo2 analyses

To further investigate demographic processes shaping nucleotide 
diversity, we used dadi (Gutenkunst et al., 2009) to test for five spe-
cific demographic scenarios (see Methods) and the StairwayPlot2 
method, in order to detect past changes in population size (Liu & 
Fu, 2020). In the dadi analysis, the demographic scenario that had 
the lowest likelihood for the three genetic clusters was the constant 
population-size scenario, clearly indicating that the three genetic 
clusters have gone through population changes. For all three clus-
ters, the demographic scenarios depicting population-size changes 
had a very close fit (Table 2, Figure S6). This pattern was consistent 
when testing the 12 individual populations (Figure S7).

The best fitting scenario for the Texan cluster was the two-epoch 
scenario, suggesting that this cluster underwent a population shrink-
age 0.00026 2Ne generations ago (Table S12). For the Central cluster, 
the three-epoch scenario had the best fit, going first through a popu-
lation expansion and then through a population shrinkage. The two-
epoch model was also the best fit for the Eastern population, depicting 
a population shrinkage 0.01566 2Ne generations ago (Table S12).

In the StairwayPlot2 analysis, the three genetic clusters and the 
single-population data showed a similar pattern (Figure S8), where 
most of the populations showed a fairly constant population size 
back in time, with a gradual population decline towards the present. 
From this pattern, two exceptions were observed in the Eastern clus-
ter and in the SMLO population, where a bottleneck was detected.

3.6  |  Population-level phylogenetic tree estimation

Using a phylogenetic tree approach to study genetic relationships 
among populations can provide additional information for 

demographic inference hypothesis testing. We thus performed a 
PoMo analysis. Because PoMo uses virtual population sizes within 
the Moran process, the phylogenetic relationships cannot be scaled 
for actual times, at the moment (Borges et al., 2022). Nevertheless, 
branch lengths do represent proportional genetic differentiation 
across populations. The posterior probability of the topology shown 
in Figure 2 was approximately 1.0, which gives us high confidence 
that the three represent the genetic relationships of the tested 
populations.

3.7  |  Estimating the upper limit of the age of the 
most ancient population of P. pyralis

To increase our understanding on the population history of P. pyralis, 
we estimated the age of its phylogenetic node. The age of the node 
to P. pyralis gives us an estimate of the upper limit of the maximum 
age for its most ancient population as well as the geological time 
scale of when this event happed. We obtained a time-calibrated 
phylogeny from a Bayesian relaxed-clock analysis of the Photinus & 
Ellychnia clade using seven loci (16S, 18S, 28S, CAD, COI, UV opsin 
and WG). The relationships in the phylogeny agree with prior publi-
cations using parts of the same gene (see e.g. [Sander & Hall, 2015; 
Stanger-Hall & Lloyd, 2015]). From this phylogeny, we estimated the 
age of the node between P. pyralis and its sister species P. concisus to 
be 5.96 [4.03–8.17] Ma old (Figure 3). This result suggests that the 
age of the most ancient population of P. pyralis is ~6 Ma or younger, 
which corresponds to the end of the Miocene epoch.

4  |  DISCUSSION

4.1  |  Demographic inference of P. pyralis

To start uncovering the demographic history of P. pyralis, we analysed 
several populations sampled in North America (Lower et al., 2018) 
(Figure 1a). Our approach consisted in using different existing meth-
ods for demographic inference (ABC demographic analysis, dadi, 
PoMo) and population history events (StariwayPlot2) to have a bet-
ter understanding of the demographic process that happened in the 
past. From the five demographic hypotheses that we tested using AB 
(Figure 1C), Model 1 had the highest probability when compared with 

Demographic models Texan cluster Central cluster Eastern cluster

(1) Neutral equilibrium (p = 1) 683.24 (−340.62) 1082 (−540.38) 753.88 (−375.94)

(2) Two-epoch (p = 3) 205.38 (−99.69) 421.2 (−207.60) 365.52 (−179.76)

(3) Growth (p = 3) 205.68 (−99.84) 423.0 (−208.50) 366.00 (−180.00)

(4) Bottle-growth (p = 5) 209.38 (−99.69) 425.2 (−207.6) 370.00 (−180.00)

(5) Three-epoch (p = 5) 209.38 (−99.69) 420.24 (−205.12) 369.22 (−179.61)

Note: For each population, bold indicates the demographic model with the lowest AIC and thus 
the best fitting model. The AIC score is presented first and the log-likelihood in parenthesis. The 
number of parameters p is given for each model.

TA B L E  2  AIC scores and log-likelihoods 
of five demographic scenarios tested by 
dadi
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the rest of the models, when testing the genetic clusters and the 
randomly chosen single populations. Model 1 described a scenario 
where the Texan population was the first to colonize North America. 
The Central population is derived from the Texan one and in turn, 
the Eastern population is derived from the Central population. This 
stepwise colonization process, as depicted in Model 1, showed a 
99.9% probability when compared to the four remaining models. 
Our study confidently rejects a demographic scenario in which colo-
nization happened the other way around, from the Eastern US to 
Texas (Model 2). The demographic scenarios where the Central and 
the Eastern populations were independently colonized from Texas 
(Model 3) or where the Central population is the most ancestral one 
(Model 4) had zero model support. Model 5 was also rejected, a model 
where we explored a non-sequential colonization process which 
could be plausible in the presence of refugial pockets left from a pre-
ice age panmictic population. A stepwise colonization pattern has 
been reported for the North American eastern subterranean termite 
(Reticulitermes flavipes), where southern populations expanded their 
distribution range northward the Appalachian mountains (Hyseni & 
Garrick, 2019), exemplifying that a stepwise colonization, might have 
been the mode of dispersion for some insects.

The levels of LD (as measured by ZnS) vary between popula-
tions, and in this case, the Texan had the highest LD, followed by the 
Eastern, and finally the Central cluster with the lowest LD (Table S2). 
The strength of LD can increase due to gene flow between pop-
ulations (especially when allele frequencies differ among popula-
tions), when recombination rates are low or after a recent migration 
event (Slatkin, 2008). Changes in population size can also influence 

LD levels, such as bottlenecks which could potentially increase LD 
levels due to the loss of alleles (Zhang et al.,  2004). Finally, posi-
tive selection is also a factor that can lead to an increase in LD as a 
consequence of genetic hitchhiking during a selective sweep (Kim & 
Stephan, 2002).

When looking at the Wakeley–Hey W and Fst statistics, we ob-
serve a gradient in terms of shared polymorphisms, where the num-
ber of shared polymorphisms decreases with geographic distance 
(Table  S3–S6), a result that agrees with a demographic scenario 
where a stepwise colonization has taken place. Additionally, the fact 
that 32–43% of the SNPs are shared across populations and the low 
number of fixed differences between all populations, suggest that 
the colonization of the Central and the Eastern populations are more 
recent events. Alternatively, high levels of shared polymorphisms 
across populations can also be obtained under the presence of gene 
flow (Wakeley & Hey, 1997). The wide distribution of P. pyralis al-
ready suggests its high dispersion capacity, thus making the pres-
ence of gene flow between populations plausible. Consequently, we 
also tested models including migration, but with our current RADseq 
data, there was not enough power to distinguish between migration 
from no-migration models (Table S11). Migration models would ben-
efit significantly by obtaining more SNPs and haplotypes sampled 
from whole genomes.

The population-specific statistics, Tajima's D, LD (as measured 
by ZnS), and the joint SFS, already suggest that each population 
might have undergone size changes. Consequently, by using dadi 
and a StairwayPlot2 analysis, we found that the populations have 
undergone size changes. The general pattern observed from these 
analyses, at the genetic cluster and single-population level, is the de-
tection of a population decline pattern (Figure S8–S9, Table S12). In 
the dadi analysis, the two-epoch model had the highest probability 
for the Texan and the Eastern clusters, where a population decline is 
described (Table S12). The three-epoch model fitted best the Central 
population, showing that this population went through a population 
expansion followed by a shrinkage (Table S12). The relative time of 
the population decline obtained with dadi showed a stepwise pat-
tern, where the decline occurs first in the Texan cluster and then in 
the Central and lastly in the Eastern cluster. This result complements 
well our ABC analysis on a stepwise colonization from Texans to the 
Northeast of the United States. Nevertheless, given the close fit of 
all the models tested with dadi (Table 2, Figure S7), the above pro-
posed demographic scenarios will benefit from further testing.

From the StairwayPlot2 analysis, we uncovered the signal of 
a bottleneck in the Eastern cluster and in the population from St. 
Louis, Missouri (Figures S8–S9). The hypothesis of a bottleneck oc-
curring in some of the populations mark the possibility that some 
populations have managed to recover after a population decline. 
Demographic events can be very dynamic in nature, especially 
with constant climate changes and changes in habitat availability. 
As natural habitats usually tend to shrink due to human impact, it 
is not surprising that we found a signal of population shrinkage in 
most populations that goes up to the Quaternary (Figures S8–S9). 
For some of the populations, the intense luciferase harvesting from 

F I G U R E  2  Population-level phylogenetic analysis as 
implemented in PoMo of 12 P. pyralis populations. Blue horizontal 
bars represent 95% credible intervals of relative time of divergence
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1496  |    CATALAN et al.

natural populations (Bauer et al.,  2013) could have been an addi-
tional cause of population decline.

From our demographic modelling, the size of the Central cluster 
is slightly larger (~1.43 times larger) than that of the Texan popula-
tion. The Central cluster has the highest number of segregating sites 
and the lowest values of LD when compared to the other popula-
tions, which hints to high connectivity across the single populations 
or shared ancestral polymorphism (Table  S7). Nevertheless, when 
single populations are analysed, Texas always shows the biggest 
population size (Tables S8–S10). In the case of the Eastern cluster, it 
shows a population size 0.0020 smaller than that of the Texan pop-
ulation (Figure S5, Table S7). The relatively small Eastern population 
size can be a result of a recent colonization event, putatively a post-
glaciation event, or higher selective pressures that do not allow for 
bigger population sizes (e.g. winter). The small population size of the 
Eastern cluster was also supported by dadi, which supported a more 
recent population shrinkage. The low and homogeneous genetic 
diversity of the Eastern population (Tables S2, S3) could also have 
been maintained by isolation through the Appalachian mountain 
ranges, serving as a geographic barrier between the Eastern popula-
tions and both, the Central and Texan populations, as found in other 
North American taxa (Soltis et al., 2006).

We further estimated the relative time of colonization of the 
Central and Eastern clusters in relation to the Texan effective 
population size. Nevertheless, because we do not have the actual 
estimate of the Texan population size, we can only express time 

estimates relative to the effective population size Ne of the Texan 
population. The Ne in other insects, for example Drosophila melan-
ogaster (Arguello et al., 2019) and Heliconius melpomene (Keightley 
et al., 2015), has been estimated to be around 2 million individuals 
for both species. If the Ne of P. pyralis is also close to 2 million indi-
viduals; then, we can infer that the Central population was founded 
~400 000 years ago, and the Eastern ~75 000 years ago. Following 
this time estimate, ~400 000 years ago was a warm interglacial pe-
riod during the Pleistocene which could have been leveraged by P. 
pyralis to colonize new habitats, settling populations in the Center 
of the United States (Mississippi, Arkansans, Illinois) (Raynaud 
et al., 2005). Consequently, ~75 000 years ago was also an intergla-
cial period (Grimley et al., 2003), which would have facilitated the 
settlement of populations in the East coast of the United States. We 
hypothesize that the Pleistocene glaciations (~2.58 MYA to the pres-
ent) had the most impact on North American P. pyralis's current geo-
graphical distribution. Some of the locations where our populations 
were collected (e.g., New Jersey and Michigan), were covered by 
ice during the last glaciation (Bemmels & Dick, 2018), making these 
areas habitable only after a glacial retreat. The future estimation of 
effective population sizes in P. pyralis will help us to more accurately 
infer the colonization times of the Central and Eastern populations 
as well as to better understand the role of glacial refugia in P. pyralis' 
current distribution.

Two variables will help to get a more accurate estimate of the 
colonization time. The first one will be estimating the mutation rate 

F I G U R E  3  Phylogenetic tree indicating 
the node ages in million years (MA) for 
the Photinus group (Photinus and Ellychnia) 
plotted using the R package RevGadgets 
(Tribble et al., 2022). Horizontal bars at 
the nodes indicate 95% credible intervals 
of node ages. Legend indicates posterior 
probabilities of the node ages. Blue square 
highlights P. pyralis
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of P. pyralis, which is not a trivial task, but plausible by either generat-
ing pedigree lines or by generating population-level whole-genome 
data from which we can draw mutation rate estimates by using syn-
onymous sites (Yang & Nielsen,  1998), microsatellites (Whittaker 
et al., 2003) or pseudogene variation (Nachman & Crowell, 2000). 
The second factor influencing the estimation of the time of colo-
nization is the generation time of P. pyralis, which is hypothesized 
to vary across populations. For example, the populations inhabiting 
northern latitudes such as the Eastern population only produce one 
generation every 2 years, whereas southern populations are hy-
pothesized to produce two generations a year (Fallon et al., 2018; 
Faust, 2017). More research on the life cycle of P. pyralis will help to 
get more precise values of the generation time, which we can then 
include in our demographic models.

Our population-based phylogenetic analysis done by PoMo 
confidently supports a scenario where the Texan populations are 
the most diverged from the Central and Eastern populations. The 
topology shown in Figure 2 confidently rejects a scenario where 
fragmentation of an ancestral continuous population took place 
as a result of an ice age (Model5), as in such a scenario, we would 
expect most of the populations to originate from the same popu-
lation, resulting in a star-like tree topology. Instead, we observe 
that the Texan populations are differentiated from the Central and 
Eastern populations. The tree in Figure 2 might suggest a scenario 
similar to Model 3, where the Central and the Eastern clusters 
were derived independently from the Texan cluster. Nevertheless, 
Model 3 does not have statistical support (Table 1). The population 
phylogenetic trees do support a stepwise colonization process 
from Texas to the East, although we acknowledge that the popu-
lations forming the Central cluster might have undergone alterna-
tive demographic histories.

Finally, we estimated the age of the node to P. pyralis as an 
approximation of the upper limit of the maximum age for the 
species origin. This age would mark the age of the most ancient 
population of P. pyralis, which could have arisen in much south-
ern latitudes than the Texan populations that we sampled. From 
our time-calibration study (Figure 3), we estimated the age of the 
node representing the split between P. pyralis and P. concisus to 
be ~6 million years. The occurrence of P. pyralis in Mexico, Central 
and South America together with the estimated divergence age 
to P. concisus raises the question of where does P. pyralis most 
ancestral population originated and sets a limit on the geological 
events influencing its distribution. Additionally, the fact that the 
most ancestral population of P. pyralis is 6 million years old, opens 
the possibility that its presence in North America is a geologically 
recent colonization.

5  |  CONCLUSIONS

Our study on the demographic history of P. pyralis has generated the 
first demographic hypothesis for North American populations. The 
plausible stepwise colonization route taken by P. pyralis, from Texas to 

New Jersey, possibly taking advantage of interglacial periods, is an ex-
ample of patterns of insect colonization of North America from natu-
ral populations. This research fills the gap in the current literature, 
which focuses mainly on invasive or economically important species. 
Moreover, the estimation of the node leading to P. pyralis sets the age, 
end of the Miocene, of its most ancestral population and opens up 
the question of where this population originated. Finally, inferring the 
demographic history of P. pyralis also provides a neutral reference for 
nucleotide diversity patterns, which we can use to assess deviations 
caused by natural selection, which will help us understand the adap-
tive events that lead to the wide distribution of this firefly.
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