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Lena Frischlich

Hate and Harm

1	 Hate speech as “going against” a social identity

In this chapter, I understand hate speech as a specific form of incivility, a 
communication that violates norms (e.g., Kenski et al., 2020; Mutz, 2015; Papacha-
rissi, 2004). Incivility is thereby a “notoriously difficult concept to define” (Coe 
et al., 2014, p. 660), not least because different perspectives have to be taken into 
account: the perspective of the perpetrator, the perspective of the attacked, and 
the perspective of the observer (O’Sullivan & Flanagin, 2003). Further, it is often 
unclear which norms exactly have been violated, and while explicit vulgar insults 
are relatively consistently rated as uncivil, more subtle norm transgressions, 
such as dehumanizing metaphors, or formal forms of incivility (e.g., the use of 
multiple exclamation marks or grammatically wrong expressions) are less agreed 
upon (for a discussion, see Chen et al., 2019; Bormann & Ziegele in this volume).

In the following, I focus on hate speech as a subtype of communication “go-
ing against” a target (Gagliardone et al., 2016, p. 6). Following Gagliardone et al. 
(2016), two types of targets can be distinguished in this context, although they 
may overlap (see also Rossini, 2020). The first type, which Gagliardone et al. 
(2016) label offensive speech, is directed toward individuals and is often studied un-
der labels such as (cyber-)bullying (e.g., Festl, 2016) or trolling (for a comprehensive 
overview, see Phillips, 2012). Offensive speech violates interpersonal norms of 
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politeness (Mutz, 2015, p. 6), for example, by using swear words, and insults, or by 
mocking the target. The current chapter focuses on the second type of incivility—
hate speech, which is directed against individuals because of their collective or so-
cial identity and reflects a biased attitude toward the targeted group rather than 
a personal dislike (Silva et al., 2016, p. 3). Although hate speech is not necessarily 
formally uncivil (i.e., detectable by exclamation marks) or offensive (e.g., using 
well-known swear words), it can have specific severe effects on those attacked 
and their social context, wherefore it is sometimes described as “harmful speech” 
(Bilewicz & Soral, 2020, p. 2).

In the following, I describe these harms for both the individual target and its 
social context from a predominantly psychological point of view. First, I will show 
how a social psychological perspective allows for describing the harmful “fallout” 
of hate speech compared to other types of incivility. Notably, this does not imply 
that offensive speech, such as cyberbullying, is harmless; however, as I will argue 
in the following, the fundamentally social nature of hate speech is unique and 
thus should be treated as such. Second, I will show how individual characteristics, 
such as personality, attitudes, and emotions, shape the spread of hate speech on 
the individual micro-level. I will close the chapter by arguing that the suggested 
perspective allows us to consider both the individual and the social levels when 
examining the harms of hate speech.

2	 Hate speech is directed toward people’s social identities

The fallout of hate speech can be explained by social identity and self-cat-
egorization mechanics. Social identity theory (Tajfel & Turner, 1979) and self-cat-
egorization theory (Turner et al., 1987) postulate that people not only own a per-
sonal identity that distinguishes them from others and makes them unique but 
also multiple social identities resulting from their social roles and memberships in 
social groups or categories. The ingroups to which people belong are perceptually 
and functionally distinct from outgroups, that is, groups or categories people do 
not belong to. The more people identify with their social group, the more they 
think, feel, and act on behalf of that group. For instance, people can feel nostal-
gic or guilty on behalf of their nation (Martinovic et al., 2017) and sad or joy-
ful because of their sports teams’ performances (for an overview of intergroup 
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emotions, see Smith & Mackie, 2015). Even random categorizations in artificial 
groups motivate a distinct treatment of ingroup versus outgroup members and 
change the neural processing of ingroup and outgroup members (Brewer, 1979; 
Crocker & Schwartz, 1985; Ratner & Amodio, 2013).

Due to the central role of social groups in ones’ identity, people are motivated 
to see their ingroup(s) in a positive light and to perceive them as positively dis-
tinct from outgroups (Tajfel & Turner, 1979). Such positive ingroups are an im-
portant factor in psychosocial well-being (Haslam et al., 2016; Jetten et al., 2012) 
and a pillar of individuals’ resilience in light of hardships (Muldoon et al., 2019). 
To preserve a positive group image, people are biased to perceive ingroup com-
pared to outgroup members as being more trustworthy (Yamagishi & Kiyonari, 
2000) and less flawed (Koval et al., 2012). In times of uncertainty (Hogg et al., 
2007), when people feel socially ostracized (Pfundmair & Wetherell, 2019), or are 
reminded of their inevitable decay (Frischlich et al., 2015), ingroup biases can 
even extend to tolerate extremist and violent ingroup members more than out-
group members, as social identities can help individuals cope with these kinds of 
existential threats (Jonas et al., 2014).

People’s social identities differ in their stability (or variability). While some 
groups are relatively easy to change through re-categorization processes (e.g., 
when changing one’s employer), other social categories are more difficult to 
change and are repeatedly ascribed to individuals even without their intervention. 
This is especially true for membership in disadvantaged or visually marked groups 
(such as gender or ethnicity). Hate speech primarily attacks such stable identities 
(Bilewicz & Soral, 2020), often relying on century-old stereotypes and longstanding 
prejudice. To understand the damage caused by hate speech, it is therefore crucial 
to consider the perspective of socially marginalized groups (Dieckmann et al., 2018) 
and to understand hate speech as “harmful language” (Leets & Giles, 1999).

From this perspective, hate speech is more closely related to hate crimes (Wal-
ters et al., 2016) than to impoliteness. Hate crime, as a legal category in the UK, is 
defined as “any crime or incident where the perpetrator’s hostility or prejudice 
against an identifiable group of people is a factor in determining who is victimised” 
(College of Policing, 2020). Typical hate crimes are incidents of discrimination or 
even violence against people who are interpreted as members of a certain social 
group, such as a religious or sexual minority.
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Hate crimes are often a “stranger-danger” where perpetrator and victim are 
unknown to each other though physically (or virtually) existing in the same 
space (Mason, 2005). Hate crimes are often driven by the motivation to preserve 
the perceived “natural superiority”1 of the perpetrator (Perry & Alvi, 2012). 
Through stereotypes and prejudices, hate speech is embedded in a specific so-
cio-cultural system, with its specific power relationships and specific histories 
of intergroup conflicts. What makes hate speech specifically harmful speech 
are the resources for coping with the threat of hate speech, which are unequal-
ly distributed among the benefiters of human history and those struggling for 
their place at the table. A cross-country survey showed that hate speech varies 
in both reported frequency and attacked targets along socio-cultural lines and 
long-term narratives in a given context (Reichelmann et al., 2020). For instance, 
female (compared to male) journalists and politicians are disproportionally of-
ten overflooded with hate directed toward them (for media reports, see Carter, 
2021; Gardiner et al., 2016).

3	 Putting the harm in hate speech: Effects on victims and observers

Hate speech (and other types of incivility not in focal attention here) can 
have severe negative effects. For instance, a large German study (Geschke et al., 
2019) found that among those who had experienced hate speech, only one-third 
reported no personal consequences, another third reported emotional distress, 
and 17% reported depression as a consequence of the attacks. The same study 
also showed that 46% of those who had experienced hate speech refrained from 
online discussions at least sometimes to avoid attacks, and 51% did not speak 
about their political orientation online. Similar silencing effects were reported by 
indigenous Australians in a study by Gelber and McNamara (2015).

Computational simulation studies warn that hate speech can over time erode 
norms for civil interactions via desensitization (Soral et al., 2018), leading to a 
“hate speech epidemic,” as Bilewicz and Soral (2020, p.  3) termed it. Another 
computational simulation indicates that even subtle discrimination by a societal 

1	 The author distances herself from the idea of a natural order in which some human 
beings or social groups are supreme to others. 
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majority can cement prejudiced intergroup relationships over time by eroding 
trust in outgroups (Uhlmann et al., 2018). Hate speech thus diminishes social 
trust (Näsi et al., 2015), potentially contributing to “spirals of distrust” (Frischlich 
& Humprecht, 2021, p. 4) and endangering societal cohesion. Further, an exper-
imental study by Hsue et al. (2015) showed that reading uncivil comments tar-
geting minorities motivated more negative attitudes toward the targeted group. 
Once someone is classified as an outgroup member, people become less able to 
detect that person’s pain (Ma et al., 2011), which in turn makes it less likely that 
they will respond with empathy in future interactions (Timmers et al., 2018). Not 
surprising, hate speech can also impact helping behavior. For instance, Ziegele et 
al. (2018) showed that reading hate speech reduced readers’ pro-social intentions 
towards the attacked group. In summary, hate speech does jar the foundations of 
the democratic contract (Papacharissi, 2004) by denying human equality.

4	 Interindividual differences and motivations for hate speech

Not all people are equally likely to spread hate. Interindividual differences 
in personality traits, attitudes, and emotions are all associated with a different 
likelihood of becoming a hate speech perpetrator. With regards to personality 
traits, different studies have indicated an association between incivility and the 
so-called dark tetrad (Međedović & Petrović, 2015). The dark tetrad describes four 
sub-clinical forms of offensive personalities, the so-called dark triad of narcissism, 
Machiavellianism, and psychopathy (Paulhus & Williams, 2002) plus everyday sadism 
(Buckels et al., 2013). Narcissists are characterized by grandiosity perceptions 
(Paulhus & Williams, 2002)—although their self-esteem can be brittle at the same 
time (Miller et al., 2017)—and social manipulativeness (Raskin & Hall, 1981). Ma-
chiavellianism involves manipulative and cold behavior, psychopathy describes 
impulsive and thrill-seeking behavior by individuals showing reduced levels of 
anxiety (Paulhus & Williams, 2002), and sadism describes the enjoyment of cruelty 
and others’ harm (Buckels et al., 2013). People scoring higher on the dark triad are 
more likely to admit to engaging in uncivil (Frischlich et al., 2021) and aggressive 
online behavior (Buckels et al., 2014; Kurek et al., 2019), although the direct link 
to hate speech is unclear (Koban et al., 2018). One component that could link the 
dark triad and uncivil and hateful speech is empathy. People scoring higher on the 
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dark tetrad tend to have deficits in their empathy abilities (e.g., see Heym et al., 
2021), and empathic people engage less in trolling (March, 2019) and hate speech 
dissemination (Bilewicz & Soral, 2020).

Hate speech is also associated with people’s generalized attitudes—that is, their 
ideological evaluation frameworks across situations, time, and/or persons. Two of 
these generalized attitudes are particularly relevant with regards to discrimina-
tion and prejudice (Duckitt et al., 2002; Duckitt & Sibley, 2010): Individual’s level of 
right-wing authoritarianism (RWA) and their social dominance orientation (SDO).

Right-wing authoritarianism reflects a general psychological tendency to sub-
mit to authorities, support conventional values, and punish those who transgress 
the rules (Altemeyer, 1988; Duckitt, 2015). Social dominance orientation (Sidanius 
& Pratto, 1999) reflects a preference for group-based inequalities in society (Ho et 
al., 2015), either such that powerful groups should forcefully oppress lower status 
groups or in a more subtle hierarchy-enhancing way, for instance, by endorsing 
policies that stabilize group-based inequalities.

Bilewicz et al. (2017) showed that individuals with a larger social dominance 
orientation were particularly likely to consider hate speech to be acceptable—
mirroring the idea that hate crimes are often an attempt to restore the presum-
ably “natural order” (Perry & Alvi, 2012). Authoritarians, by contrast, were eager 
to prohibit hate speech expressions in a study by Bilewicz et al. (2017)—likely 
because the norm deviant character of hate speech conflicts with authoritarians’ 
preference for adherence to established norms. Of note, our own research found 
that high authoritarians are more open to hateful right-wing extremist propa-
ganda (Frischlich et al., 2015; Rieger et al., 2013, 2017), suggesting that further re-
search into the interplay between authoritarianism, norm perceptions, and hate 
speech is needed.

Research also points toward ideological asymmetries regarding the association 
between political attitudes and hate speech. Survey data from the US showed that 
conservatives, compared to liberals, evaluated hate speech as being less disturb-
ing (Costello et al., 2019), and research from Germany showed that supporters 
of the right-wing populist Alternative for Germany (AfD) were particularly active 
in supporting hate speech in online media (Frischlich et al., 2021; Kreißel et al., 
2018). Hate speech is also a prominent communication style in alt-right online 
circuits (Marwick & Lewis, 2017). Although ideological asymmetries between 
those leaning toward the right versus toward the left have been demonstrated 
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for a wide array of human characteristics (Jost, 2017), one aspect could be par-
ticularly relevant regarding hate speech: differences in moral evaluations across 
the political spectrum. Based on moral foundation theory (Graham et al., 2011; Haidt 
& Joseph, 2008), humans have an intuitive ethic that has evolved to fulfil specific 
adaptive needs and whose violation is disregarded. Five of these moral founda-
tions are particularly well established: The intuition of (a) care, evolved through 
the adaptive challenge to care for humans’ vulnerable offspring but also the larg-
er tribe, as research on parochial altruism suggests (Bernhard et al., 2006; Choi & 
Bowles, 2007). Following Graham et al. (2013), care is assumed to be related to 
empathic responses to others’ suffering, and its violation is described as harm. 
The other four dimensions are (b) fairness/cheating (evolved as humans’ response 
to interaction partners’ lack of reciprocity in interactions); (c) loyalty/betrayal 
(related to humans’ devotedness to their ingroup or tribe); (d) authority/subver-
sion (reflecting the social order within the tribe); and (e) sanctity or purity versus  
degradation, reflecting disgust toward devaluated behaviors.

Individuals with different political orientations differ with regard to the relevance 
they ascribe to the violation and upholding of these five moral foundations. While 
liberals value individualizing moral intuitions of care and fairness particularly highly, 
conservatives also uphold biding moral intuitions of loyalty, authority, and purity 
(Graham et al., 2009). This difference is even reflected in the extreme case of terror-
ists’ self-explanations: Hahn et al. (2019) showed that right-wing terrorists and reli-
gious fundamentalists justified their deeds more with binding moral values, whereas 
left-wing terrorists and those acting for animal rights relied more often on individu-
alizing moral foundations. People who highly value the individual moral foundations 
of care and fairness are also more likely to report hate speech, whereas those valuing 
loyalty, authority, and purity are less likely to do so (Wilhelm et al., 2020).

Hate speech and other forms of incivility are also associated with different 
negative emotions. Following the appraisal theories of emotion (for a comprehensive 
overview, see Scherer, 2005), emotions can be understood as a process that ranges 
from (1) the cognitive appraisal of a specific internal or external stimulus over, 
(2) the psychophysiological response to that stimulus, (3) a verbal or non-verbal 
response, and (4) a motivational activation specific to the given emotion, up to (5) 
a distinct feeling such as joy, fear, or awe (e.g., Scherer, 1987). For instance, evalu-
ating a situation as unjust and someone guilty of this injustice triggers anger (Nabi, 
2002). Anger is associated with increased blood pressure (Lindquist et al., 2016), 
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the motivation to change the anger-inducing condition, and subjective feelings of 
being annoyed or in rage (Harmon‑Jones & Harmon-Jones, 2016).

Research on political incivility has shown that people who respond with an-
ger to incivilities write more uncivil comments in response (Gervais, 2017, 2019). 
Although emotions of anger partially overlap with hate, Bilewicz et al. (2017) ar-
gued that most of the phenomena labeled as hate speech are actually driven by 
emotions of disgust and contempt rather than anger and hate. Both hate and con-
tempt increase the willingness to harm the target; however, contempt is associ-
ated with perceiving the target as inferior, whereas hate often targets seemingly 
powerful targets. Consequentially, contempt is often a better predictor of hate 
speech than hate or anger (for an overview, see Bilewicz et al., 2017).

It is likely that the different personality, attitudinal, and emotional variables 
lead to different types of haters, as a study by Erjavec and Kovačič (2012) shows. 
Based on a series of interviews, the authors identified four distinct types. The 
first two types tap into the social identity and social dominance components 
of hate speech: (1) “the soldier” (p. 909), who is described as an active member 
of a political party or (nationalist) organization who engages in organized hate 
speech as part of a “contemporary war” (p. 909), and (2) “the believer[s]” (p. 911), 
who has a similar worldview but lacks the organizational affiliation. The third 
type, (3) the “player,” is someone who derives pleasure from disturbing the dis-
course, implying that dark personality traits might play a role here. Lastly, (4), 
the “watch-dog[s]” uses hate speech to draw attention to what is perceived to be 
unjust, seemingly underlining the role of morality.

5	 Equality and empathy against hate and harm

In summary, hate speech can be conceptualized as harmful intergroup 
communication. This harm is particularly severe when coping resources are low, 
for instance, when stable social identities such as gender or ethnicity are under 
attack and/or for those belonging to socially underrepresented and marginalized 
groups. The suggested social psychological perspective provides a solid social sci-
entific base for legal-rooted terms, such as hate crime or hate speech, and allows 
for describing the fallout of this specific type of attacks. Hate speech not only 
harms those directly attacked but also the entire social group; it jars social trust 
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and contributes to lasting social frictions by fueling prejudice, reducing prosocial 
behavior, and endangering empathy for fellow humans.

Although civility very often lies “in the eye of the beholder” (Herbst, 2010, 
p.  3), hate speech in the narrower sense described in this chapter is bound to 
specific socio-cultural spaces and norms, often reflecting traditional stereotypes 
and power imbalances in a society. The tendency of hate speech to attack those 
already deprived of coping resources, and the fact that these attacks fall out to-
ward larger social groups, underlines the specific harms of hate speech. Although 
offensive speech can also be harmful, hate speech denies fellow humans their 
right to equity, thus crossing the borders of “reasonable disagreement” in a nor-
mative sense (Nussbaum, 2011, p. 4). Consequently, counter-measures such as the 
moderation of online content—which always need to strike the fragile balance 
between the freedom of expression and the preservation of a reasonable demo-
cratic discourse—might not only refer to individual harms when it comes to de-
ciding about hate speech but can, psychologically speaking, also take the broader 
intergroup and societal context into account (for an excellent fusion of legal and 
social science perspectives, see Leets & Giles, 1999).

The psychology-rooted perspective of this chapter also demonstrates that 
not all people are equally likely to engage in hate speech. Dark personality traits 
characterized by empathy deficits, binding moral foundations that weigh loyalty, 
authority, and purity at least as highly as caring for others and fairness, convic-
tions that society is, and should be, composed of inequal groups with different 
rights, and emotions of contempt all are associated with a larger propensity to 
spread hate speech.

This observation has meaningful implications for prevention: fostering em-
pathy (Miklikowska, 2017) and creating unified super-ordinated social identities 
within a society (Dovidio et al., 2007) or with all humankind (McFarland, 2017) 
can help reduce stereotypes and prejudice. Social-dominance orientation can be 
a barrier to such endeavors (Sidanius et al., 2013); thus, it is also necessary to 
address the larger context in which social dominance orientation thrives. For 
instance, meta-analyses have shown that social dominance orientation is larger 
among individuals perceiving the world as a competitive struggle (Perry et al., 
2013) and living in more hierarchical societies (Fischer et al., 2012). Taking the 
psychological factors on the micro-level of the individual hater as well as on the 
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meso-level of social groups into account can help to understand the roots and 
harms of hate speech, and find new ways to heal them.

Lena Frischlich is a junior research group leader at the University of Münster, Germany. 
https://orcid.org/0000-0001-5039-5301
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