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Abstract
Despite having relatively accurate timing, subjective time can be influenced by various contexts, such as stimulus spacing 
and sample frequency. Several electroencephalographic (EEG) components have been associated with timing, including the 
contingent negative variation (CNV), offset P2, and late positive component of timing (LPCt). However, the specific role of 
these components in the contextual modulation of perceived time remains unclear. In this study, we conducted two temporal 
bisection experiments to investigate this issue. Participants had to judge whether a test duration was close to a short or long 
standard. Unbeknownst to them, we manipulated the stimulus spacing (Experiment 1) and sample frequency (Experiment 
2) to create short and long contexts while maintaining consistent test ranges and standards across different sessions. The 
results revealed that the bisection threshold shifted towards the ensemble mean, and both CNV and LPCt were sensitive 
to context modulation. In the short context, the CNV exhibited an increased climbing rate compared to the long context, 
whereas the LPCt displayed reduced amplitude and latency. These findings suggest that the CNV represents an expectancy 
wave preceding a temporal decision process, while the LPCt reflects the decision-making process itself, with both compo-
nents influenced by the temporal context.
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Introduction

Processing the vast amount of information that surrounds 
us can be challenging, as our sensory organs have limited 
processing capacity (Wolfe 1994), and more so, our mem-
ory and attentional resources (Cavanagh and Alvarez 2005). 
To overcome these limitations, our brain has developed 
ensemble perception (Whitney and Yamanashi Leib 2018), 
a mechanism that allows us to quickly grasp the essence of a 
scene by extracting statistical information, such as the mean 
and variance, from its features. For example, we can effort-
lessly estimate the average size of apples in a supermarket 

by simply glancing at them, without a need to analyze each 
individual apple in detail. Similar forms of ensemble per-
ception are used to process basic features, including aver-
age motion, orientations, colors (Albrecht et al. 2012; Ari-
ely 2001; de Gardelle and Summerfield 2011; Parkes et al. 
2001; Piazza et al. 2013; Williams and Sekuler 1984), and 
sequential durations (Zhu et al. 2021). There are two types 
of ensemble representations: spatial (Whitney and Yama-
nashi Leib 2018) and temporal (Jones and McAuley 2005; 
Schweickert et al. 2014). Spatial ensemble representation 
involves representing a group of similar objects presented 
simultaneously, while temporal ensemble representation 
involves processing a sequence of stimuli over time.

Both types of ensemble statistics can influence judg-
ments of individual items when they serve as context (Ariely 
2001; Zhu et al. 2021). For instance, in a temporal bisection 
task, where participants judge whether a probe duration is 
closer to a fixed “short” or “long” anchor, it was previously 
believed that the judgment solely relies on the probe’s prox-
imity to the anchors. However, studies have demonstrated 
that the spacing of the probe durations (Allan 2002; Penney 
and Cheng 2018; Wearden and Ferrara 1995) and the sample 
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distribution (Zhu et al. 2021) can affect our judgments, 
shifting the transition point between “short” and “long” 
responses, known as the bisection point (BP). This bias, 
known as the spacing effect, occurs when there are uneven 
time intervals among the sampled durations (Wearden and 
Ferrara 1995). In addition, the range effect occurs when the 
spread of the sample set influences judgments of its individ-
ual durations (Droit-Volet and Wearden 2001; Penney et al. 
2014; Wearden and Ferrara 1996). While our understand-
ing of the behavioral effects of temporal contextual modula-
tion has improved (Zhu et al. 2021), the neural mechanisms 
underlying these common temporal context effects are not 
yet fully elucidated, although recent research has provided 
some insights into this topic (Damsma et al. 2021; Wiener 
et al. 2018; Wiener and Thompson 2015).

Recent EEG studies have identified several event-related 
potentials (ERP) associated with time processing and con-
textual modulation (Lindbergh and Kieffaber 2013; Ng 
et al. 2011; Wiener and Thompson 2015). In the context of 
a bisection task, the contingent negative variation (CNV)—a 
negative polarity waveform typically observed over fronto-
central brain regions—has been found to increase in nega-
tivity as the interval progresses and to level off when the 
duration exceeds the geometric mean of the short and long 
anchors (Ng et al. 2011; van Rijn et al. 2011; Wiener and 
Thompson 2015). In addition, subsequent post-interval posi-
tivity ERPs, which appear in the same electrode clusters as 
CNV and occur in the range between 200 and 600 ms after 
the stimulus offset, have been found to vary with duration 
judgments and temporal decisions (Damsma et al. 2021; 
Ofir and Landau 2022). An early ERP positivity component, 
known as P2, peaking around 200 ms after the stimulus, has 
been suggested to be linked with perceived duration length 
(Kononowicz and van Rijn 2014), although the exact rela-
tionship between P2 and the probe duration remains unclear 
(Kononowicz and van Rijn 2014; Lindbergh and Kieffaber 
2013). Late positivity components, such as P3, P3b, or the 
late positive component related to timing (LPCt), measured 
approximately 300–600 ms after the stimulus, have been 
associated with temporal decision-making (Bannier et al. 
2019; Lindbergh and Kieffaber 2013; Paul et al. 2011). For 
instance, Ofir and Landau (2022) revealed a negative cor-
relation between the offset-evoked P3 and stimulus duration 
in a bisection task, with the amplitude decreasing as the 
stimulus duration increased. Using a drift–diffusion model, 
they predicted behavioral performance by assuming that the 
amplitude of the offset P3 reflects the proximity of tempo-
ral accumulation to the decision boundary (i.e., the bisec-
tion point). Similarly, LPCt has been found to vary with the 
probe duration, with larger positive amplitudes associated 
with shorter durations (Wiener and Thompson 2015). Given 
that LPCt or P3 is measured after the duration offset, higher 
peaks for the short compared to long intervals are interpreted 

as an indication that decisions for short intervals are more 
demanding, as the decision process remains active and unre-
solved at the offset of a short presentation (Lindbergh and 
Kieffaber 2013).

Early studies primarily focused on ERP components 
related to temporal memory, without considering contextual 
modulation (e.g., Macar et al. 1999). However, recent studies 
have shown that these ERP components are also sensitive 
to temporal contexts. Wiener and Thompson (2015) found 
that both the CNV and LPCt covaried with the duration 
presented in the preceding trial. Damsma et al. (2021) con-
ducted a study in which participants were asked to reproduce 
intervals from two different but overlapping ranges (short 
and long). When the same interval was reproduced in the 
short-range session compared to the long-range session, 
higher amplitudes of CNV and offset P2 were observed. Fur-
thermore, the amplitudes of CNV and offset P2 decreased as 
the preceding interval increased. By probing a bisection task 
separately for subsecond and supra-second ranges, Ofir and 
Landau (2022) found that the amplitude of offset P3 exhib-
ited a similar pattern in both ranges, highlighting the nature 
of contextual modulation (Baykan and Shi 2022).

It should be noted that decisions in a bisection task can be 
made during stimulus presentation without waiting until the 
end, as it becomes clear whether a duration is short or long 
once the elapsed time passes the bisection point between the 
short and long anchors. But decisions in a reproduction task 
can only be made during the late reproduction phase, after 
the complete presentation of the duration. Consequently, 
ERP components associated with different timing tasks, 
such as bisection or reproduction, may reflect different tem-
poral cognitive processes depending on the task employed 
(Gontier et al. 2009; Kononowicz and van Rijn 2014; van 
Rijn et al. 2011).

It is important to acknowledge that the aforementioned 
EEG studies primarily focused on neural activities during 
the probe itself. Although some studies have touched upon 
contextual modulation (e.g., Ofir and Landau 2022), the con-
texts examined often involved substantial differences, such 
as sampling from different duration ranges (e.g., subsec-
onds vs. supra-seconds). None of these studies has explored 
ensemble contexts within the same duration range but with 
variations in stimulus spacing or sample frequencies. Con-
sequently, neurophysiological mechanisms underlying such 
ensemble contexts remain poorly understood. To address this 
gap, we conducted two experiments using the bisection task 
and manipulated the sampled durations. In both experiments, 
the short anchor was set at 400 ms, and the long anchor 
at 1600 ms. Participants were required to judge whether a 
probe duration was closer to the short standard or the long 
standard. Unbeknownst to the participants, in Experiment 1, 
the sampled durations were positively skewed in one session 
and negatively skewed in the other, while in Experiment 
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2, one session included high sample frequencies of short 
durations and the other session included high frequencies 
of long durations. Building upon previous findings (Mento 
et al. 2013; Ng et al. 2011; Wiener and Thompson 2015), 
we hypothesized that the peak latencies of CNV would cor-
relate with the internal decision criterion of the bisection 
task. Specifically, we expected earlier peak latencies in 
short contexts compared to long contexts, reaching a pla-
teau after the ensemble mean duration. Consistent with the 
literature (Kononowicz and van Rijn 2014; Tarantino et al. 
2010), which suggests that the amplitude of P2 is linked to 
the stimulus magnitude, we predicted that the amplitude of 
P2 would increase with the target interval and be more posi-
tive in short relative to long contexts. To distinguish the late 
positivity components (e.g., LPCt) from the P2 component, 
we introduced a 300 ms blank interval after the stimulus 
offset in Experiment 2 to examine the relationship between 
the LPCt amplitude and the target interval.

Experiment 1

In Experiment 1, we manipulated the temporal context 
using the positively skewed (PS, more short durations) and 
negatively skewed (NS, more long durations) sample dis-
tributions, based on our previous work (Zhu et al. 2021). 
Behaviorally, we expected the same outcome as the previous 
study—intermediate durations would be more likely to be 
judged as “long” in the PS than in the NS context.

Methods

Participants

20 participants with no hearing impairment took part in 
Experiment 1 in exchange for a monetary reward or course 
credit at LMU Munich. The sample size was calculated 
based on the effect size of a similar temporal bisection 
study (Zhu et al. 2021) with �g = .26 , and the assumption 

of α = 0.05 and power 1–β = 0.95, which required a sam-
ple size of 16 participants. To be safe for EEG analysis, we 
increased the sample size to 20. All participants provided 
written informed consent before their participation. One 
participant was excluded from the formal analysis because 
of excessive eye and body movement artifacts. Thus, the 
final sample included 19 participants (10 females, mean age 
27.2 years, SD = 4.2 years), who were naive to the purpose 
of the study. The study was approved by the Ethics Board of 
the Department of Psychology at LMU Munich.

Stimuli and procedure

The auditory stimuli were generated using the PsychoPro-
tAudio library and presented through loudspeakers (Log-
itech Z130) using the Psychtoolbox 3 (Kleiner et al., 2007). 
Instructions and feedback text were displayed on a CRT 
monitor.

Participants sat in a sound-attenuated, moderately lit test 
room. Prior to the formal experiment, participants received 
a practice block consisting of 5 presentations of the short 
and long anchors (400 and 1600 ms) to familiarize them-
selves with the anchors. During the practice, participants 
made “short” or “long” judgments and received feedback 
on whether they were correct or incorrect. In the formal 
test, each trial started with a visual fixation and a brief beep 
(20 ms, 1000 Hz, 60 dB), followed by a 500 ms blank dis-
play, signaling the start of a new trial. A white-noise stimu-
lus (60 dB) was then presented for a given duration chosen 
from the experimental stimulus sets (see below). Immedi-
ately after the sound presentation, a question mark appeared, 
prompting participants to respond by pressing the right or 
left arrow keys on the keyboard using two index fingers, 
indicating if the presented sound was close to the short or 
the long, respectively (Fig. 1a).

There were two sessions with each session of 336 trials 
(six blocks of 56 trials each). Two sessions had different 
duration sets: the positively skewed (PS) duration set con-
sisted of [400, 504, 636, 800, 1008, 1270, 1600] ms, the 

Fig. 1  a Each trial started with fixation cross for 500 ms. It was fol-
lowed by a target interval presentation. Right after the presentation, a 
question mark appeared, prompting participants to respond. The inter-
trial interval was 1000 ms. b The target intervals used in Experiment 

1. In the short-context session (PS), intervals were logarithmically 
spaced between 400 and 1600 ms, and the intervals were mirrored in 
the long-context session (NS). Each target interval was presented 48 
times during the session



2084 Experimental Brain Research (2023) 241:2081–2096

1 3

negatively skewed (NS) duration set of [400, 730, 992, 1200, 
1366, 1496, 1600] ms (Fig. 1b). The ensemble mean of the 
NS was 223 ms longer than the ensemble mean of the PS 
context. Each duration was randomly tested 48 times. The 
order of sessions was counterbalanced across participants 
(before the outlier exclusion).

EEG acquisition and analysis methods

Electrical brain activity was recorded from 64 scalp loca-
tions (actiCAP system; Brain Products, Munich, Germany) 
using the BrainVision Recorder software (Brain Products 
GmbH, Munich, Germany) and a BrainAmp amplifier 
(DC to 250 Hz) at the sampling rate of 1000 Hz. During 
the experiment, the impedances of all electrodes were kept 
below 10 kΩ. The electrode FCz was used as an online refer-
ence and EEG data were re-referenced to temporal-parietal 
electrodes offline (TP9 and TP10).

The EEG data were analyzed using BrainVisionAnalyzer 
2.0 software, with a bandpass filter of 0.1 to 70 Hz. Artifacts 
caused by eye blinks, eye movements and muscle noises 
were removed using independent component analysis (ICA) 
and visual identification. Before segmentation, the continu-
ous EEG data were inspected automatically using the raw 
data inspection procedure in the analyzer software and were 
bandpass-filtered from 0.1 to 30 Hz.

ERP components

All ERP components reported here were calculated for each 
participant, target interval, and temporal context. The onset-
locked ERP data for CNV analyses were baselined to the 
average voltage 200 ms prior to the stimulus onset, using 
six clustered frontocentral electrodes FCz, FC1, FC2, C1, 
C2 and Cz (Kononowicz and van Rijn 2014; Ng et al. 2011). 
Given the negative ballistic deflation of the activities after 
post-onset P2, we examined the evolving velocity or climb-
ing rate of the CNV negativity using linear regression within 
the time window from 250 (after P2) to 650 ms (the start 
of CNV) and obtained slopes for individual participants in 
each condition. We extracted the CNV peak latencies as the 
minimum (most negative) amplitude from stimuli onsets to 
the longest duration offset (i.e., 1600 ms) for each target 
interval in each context. We then calculated the CNV peak 
amplitudes as the averaged amplitude of 10 ms surround-
ing the CNV peak (5 ms preceding and 5 ms following the 
peak). We defined the mean CNV amplitude of each target 
interval as the average waveform in the interval starting from 
the late negativity onset (250 ms after the onset) and having 
a length of the stimulus duration (Kruijne et al. 2021). The 
stimulus offset P2s were calculated using the same fronto-
central electrodes as used for the CNV analysis (Damsma 
et al. 2021). The offset-locked ERP data for P2 analyses 

were baselined to the 100 ms time window surrounding the 
stimulus offset (50 ms preceding and 50 ms following the 
offset) (Kononowicz and van Rijn 2014). We extracted the 
P2 peak latencies as the maximum (most positive) amplitude 
within the 0–500 ms duration offset window. We defined 
the mean P2 amplitude of each target interval as the average 
waveform between 140 and 300 ms after the stimulus offset 
(Kononowicz and van Rijn 2014).

Data analysis

Psychometric functions were estimated using the logis-
tic function with the Quickpsy package in R (Linares and 
López-Moliner 2016), the point of subjective equality 
(PSE) was then calculated at the threshold of 50%, and the 
just noticeable difference (JND) as the difference between 
the thresholds at 50 and 75%. Mean PSEs and JNDs were 
compared using paired t-tests. For analysis of the EEG 
components, we applied a linear mixed model, which can 
accommodate the covariant factor (duration) in addition to 
the fixed effects addressed by ANOVA. Mixed models are 
robust to violations of sphericity and do not inflate Type I 
errors (Singmann and Kellen 2019). The p-values reported 
for mixed models were calculated using the Kenward–Roger 
approximation.

Results

Behavioral results

Figure  2 illustrates the averaged psychometric func-
tions, mean PSEs and JNDs. The mean PSE (± standard 
error, SE) for the short-context PS session was signifi-
cantly shorter (888.7 ± 45.9 ms) than the long-context NS 
session (958.9 ± 46 ms), t(18) = − 2.63, p = 0.017, 95% 
CI = [− 126.25 to − 14.02] ms, BF = 3.04 (see also Table 1). 
In other words, the same duration (e.g., 1 s) was perceived 
longer in the short relative to the long context. The sensi-
tivities of the bisection, measured by JNDs, were compara-
ble between the two sessions, t(18) = − 1.56, p = 0.14, 95% 
CI = [− 24.89 to 3.65] ms, BF = 0.74, indicating the spac-
ing of the target intervals did not change the discrimination 
sensitivity. Thus, the behavioral results are in line with the 
previous findings (Zhu et al. 2021).

Electrophysiological results

Contingent negative variation (CNV) Figure 3 illustrates the 
CNV activities in the short PS (a) and long NS contexts (d), 
showing the negativity changes over time for different target 
intervals. To characterize the CNV component, we looked 
into its climbing formation rate, peak latency, peak ampli-
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tude, and mean amplitude. The mean values and their asso-
ciated standard errors are listed in Table 1.

We found the rate was significantly negative for 
both the PS context (− 23 ± 1.9  μV/s, 95% CI = [− 27 
to − 19] μV/s, t (18) = − 12.24, p < 0.001) and the NS 
context (− 20 ± 1.6 μV/s, 95% CI = [− 24 to − 17] μV/s, 
t (18) = − 13.12, p < 0.001), but significantly smaller in 
the PS compared to the NS, t(18) = − 3.01, p = 0.01, 95% 
CI = [− 4.08 to − 0.72] μV/s, BF = 5.53. Moreover, the CNV 
peaked significantly earlier for the short-context PS relative 
to the long-context NS (773.2 ± 34.2 ms vs. 875.9 ± 49.3 ms, 
t(18) = -2.23, p = 0.04, 95% CI = [− 199.2 to − 6.1] ms, 
BF = 2.17) (see Fig. 3b), but only numerically higher in 
amplitude for the PS relative to the NS (− 6.1 ± 0.6 μV vs. 
− 5.6 ± 0.6 μV, t(18) = − 1.9, p = 0.07, 95% CI = [− 1.12 to 
0.06] μV, BF = 1.12) (see Fig. 3c).

As research has shown the mean amplitude of CNV to 
be correlated with the sample duration (Macar et al. 1999; 
Pfeuty et al. 2003, 2005), we estimated the mean ampli-
tude separately for individual durations, as depicted in 
Fig. 3e. The averaged CNV mean amplitudes (± SE) were 
− 1.47 ± 0.6 μV and − 1.17 ± 0.5 μV for the PS and NS 
context, respectively. We applied a linear mixed model to the 
mean CNV amplitude, with the Context as the fixed effect 
and Duration a covariant effect. The mixed model showed 
that the mean negativity increased by 1.23 μV, per second 
of Duration (b = − 1.23, CI = [− 1.72, − 0.73], p < 0.001). 
However, there was no significant difference between the 
short and long contexts (p = 0.53) and no significant interac-
tion between the Duration and Context (p = 0.31).

Offset P2 Figure  4a and 4c depict the ERP waveforms 
over the medial frontal electrodes relative to the offset of 

Fig. 2  a The averaged proportion of ‘long’ responses (scatter dots) 
and the fitted psychometric curves over 19 participants, for the posi-
tively (PS) and negatively skewed (NS), stimulus-spacing conditions. 
b Boxplots of the points of subjective equality (PSEs) of the dura-
tion judgments for the PS and NS sessions (* p < .05). The dots depict 

individual PSEs. The lower and upper tips of the vertical lines corre-
spond to the minimum and maximum values, the box the interquartile 
range (between 25 and 75%), and the horizontal line the median. c 
Boxplots of JND of the duration judgments for the PS and NS ses-
sions. The dots depict individual JNDs

Table 1  Mean ERPs and behavioral PSEs and JNDs

The mean values (± standard errors of the mean) across participants. The data are grouped by temporal contexts in both Experiments 1 and 2. 
Bold values indicate a significant difference between the two contexts.

Experiment Context CNV Behavioral

Climbing rate (μV/s) Peak latency (ms) Peak amplitude (μV) Mean amplitude (μV) PSE (ms) JND (ms)

1: Spacing Short (PS) − 23 ± 1.9 773.2 ± 34.2 − 6.1 ± 0.6 − 1.47 ± 0.6 888.7 ± 46 121.1 ± 13.4
Long (NS) − 20 ± 1.6 875.9 ± 49.3 − 5.6 ± 0.6 − 1.17 ± 0.5 958.9 ± 46 131.7 ± 12.7

2: Frequency Short (DF) − 19 ± 1.5 942.8 ± 40.9 − 5.4 ± 0.5 − 0.78 ± 0.4 749.3 ± 40 96.3 ± 6.7
Long (AF) − 17 ± 1.5 876.6 ± 67.7 − 4.5 ± 0.5 − 0.27 ± 0.4 951.2 ± 50 121.1 ± 12.1
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the stimuli for the short and long contexts, showing a posi-
tive peak around 200  ms after the stimuli offset that cor-
relates with the target interval. Figure 4b and 4d show the 
peak latency and mean amplitude of the offset P2 as a lin-
ear trend of the target interval, separated for the PS and NS 
contexts: The latency decreases, but the amplitude increases 
as the target interval increases, while there was no signifi-
cant difference between the two contexts. The averaged 
offset P2 peak latencies (± SE) were 284.7 ± 19.7  ms and 
250.1 ± 15.9  ms for the PS and NS context, respectively. 
A linear mixed model with the Context as the fixed effect 
and Duration as a covariant effect was applied to the off-
set P2 peak latency, which revealed that the peak latency 
decreased by 78 ms/s of Duration (CI = [− 144.92, − 10.38], 
p = 0.026). But the peak latency showed no significant dif-
ference between the PS and NS Context (p = 0.28). Moreo-
ver, there was no significant interaction between Duration 
and Context (p = 0.58). The averaged offset P2 peak ampli-
tudes (± SE) were 7.35 ± 0.86 μV and 7.14 ± 0.87 μV for the 
PS and NS context, respectively. Similar linear mixed model 
applied to the Offset P2 mean amplitudes (Fig. 4d) revealed 

a significant main effect of Duration (b = 2.90, CI = [1.98, 
3.81], p < 0.001). Again, there was no significant Context 
(p = 0.28) effect and no interaction between the Duration 
and Context (p = 0.41). The findings indicate that while the 
offset P2 was responsive to the target interval, it was insensi-
tive to variation of ensemble contexts.

Discussion

Experiment 1 replicated previous research (Wearden and 
Ferrara 1995; Zhu et al. 2021), confirming that temporal 
bisection is subjective to the target spacing. Intervals in the 
short context (PS), relative to the long context (NS), tended 
to be judged longer, indicating that participants not merely 
compared the probe duration to the short or long standards 
(which were the same in both contexts), but also took into 
account the spacing of the sample durations.

Experiment 1 revealed that the mean amplitude of CNV 
was linked to the target duration. As the duration increased, 
so did the mean amplitude. Figure 3e also shows that the 
mean amplitude leveled off at middle durations (800 to 

Fig. 3  a Grand average of the ERP waveforms over the medial fron-
tal electrodes (FCz, FC1, FC2, C1, C2, and Cz), separated for dif-
ferent target intervals, separated for a the short (PS) and d the long 
(NS) contexts. ERP topographies of the onset P2 and CNV at 300 
and 600 ms, respectively, taken from the longest interval of both con-

texts. The mean CNV peak latency b and amplitude c of the target 
intervals, separated for the PS and NS conditions. e The mean CNV 
amplitude as a function of the target interval, separated for the PS 
and NS conditions. Each error bar represents the standard error of its 
mean
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1200 ms), which is in line with previous research (Macar 
and Vidal 2003; Ng et al. 2011) that found that CNV pla-
teaued at the geometric mean of the short and long intervals 
in the bisection task. Moreover, the current results showed 
that the CNV climbing up rate was steeper in the short con-
text compared to the long context. These findings support 
that CNV stands for temporal expectation (Amit et al. 2019; 
Praamstra et al. 2006). Some researchers have suggested that 
the CNV amplitude is subjective to the context. For example, 
adapting to shorter durations would lead to an increase in the 
amplitude of CNV, while adapting to longer durations would 
decrease the amplitude of the CNV (Li et al. 2017). Here, 
we found the mean (or peak) amplitude of the CNV was 
higher for the short context (PS) than for the long context 
(NS), but the difference did not reach statistical significance. 
On the other hand, we did find that the latency of the CNV 
was earlier for the short context relative to the long con-
text, which aligns with previous research showing a faster 
development of the CNV activity for short than long target 
durations (Pfeuty et al. 2005). However, as Kononowicz 
and Penney (2016) have suggested, timing is not the only 
factor contributing to the CNV. More complex processes, 

such as preparation for an upcoming event, could play a role. 
Therefore, in some cases, the CNV may not truly reflect the 
temporal interval itself, as revealed in a previous study that 
CNV-like negativity simply disappears for intervals longer 
than 4 s (Elbert et al. 1991).

In addition, the latency of the offset P2, a common com-
ponent associated with temporal accumulation as reported 
previously (Kononowicz and van Rijn 2014; Tarantino et al. 
2010), had a negative correlation with the target interval, 
which is consistent with previous findings (Kononowicz and 
van Rijn 2014). This can be explained by the predictive cod-
ing account (Friston and Kiebel 2009; Kononowicz and van 
Rijn 2014; Rao and Ballard 1999), because short intervals 
that stopped before the decision threshold (i.e., the bisection 
point) led to larger ‘prediction errors’ than long intervals, 
resulting in early P2 latencies. This is also in line with the 
previous studies showing that short durations lead to longer 
reaction times (e.g., Bannier et al. 2019). However, the off-
set P2 was not affected by the spacing modulation, which is 
in contrast to previous reports indicating that offset signals 
such as LPCt, peaking at around 300 ms post-offset (later 
than P2), can be influenced by the task difficulty (Paul et al. 

Fig. 4  Grand average of the ERP waveforms over the medial frontal 
electrodes (FCz, FC1, FC2, C1, C2, and Cz), separated for different 
target intervals, separated for the PS a and the NS conditions c. ERP 
topographies of the offset P2 at 200 ms after the stimulus offset taken 

from the longest interval of both contexts. b Mean P2 peak latency 
and d mean P2 amplitude as a function of the target interval, sepa-
rated for the PS (blue) and NS (red) contexts. Error bars represent the 
corresponding standard errors
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2011), the prior trial duration (Wiener and Thompson 2015), 
or the sample set (Ofir and Landau 2022).

It is worth noting that in previous studies using bisection 
or duration comparison tasks, the durations used were typi-
cally longer than 800 ms (e.g., Ng et al. 2011). This allowed 
sufficient time for the CNV component to peak around 600 
to 800 ms (see examples in Fig. 3). In the present study, we 
used two short intervals (400 ms, 504 ms) that were shorter 
than 600 ms. This caused the immature CNV to stop earlier 
in preparation for action, resulting in some distortion of the 
offset P2 component (as seen in Fig. 4). Consequently, com-
paring the P2 component across durations, particularly with 
the short durations, became less ideal. To address this issue 
and to separate the decision-making process from temporal 
encoding in a bisection task, we introduced a 300 ms gap 
before prompting a decision in Experiment 2. In addition, 
to generalize the contextual modulation, we varied sample 
frequency instead of stimulus spacing.

Experiment 2

Methods

Participants

20 participants with no hearing impairment took part in 
Experiment 2 in return for a monetary incentive or course 
credit at LMU Munich. The sample size was the same as in 
Experiment 1. All participants were naive to the purpose 
of the study and gave written informed consent before the 
formal experiment. The study was approved by the Ethics 
Board of the Department of Psychology at LMU Munich.

Because of the excessive eye or body movement artifacts 
during EEG recording, three participants were excluded 
from further analyses. Thus, the results of 17 participants (6 
females, mean age 27.3 years, SD = 3.5 years) were reported 
here.

Stimuli and procedure

The experimental setup was the same as in Experiment 1, 
with the following two exceptions: first, a 300-ms blank 
was inserted between the stimulus offset and the question 
mark (prompting for a response), providing a decision time 
buffer for short durations (Fig. 5a); second, two sessions 
had the same equal-spaced duration set of [400, 600, 800, 
1000, 1200, 1400, 1600] ms, but sampled with different 
frequencies (Fig. 5b). In one session, the above durations 
were tested [12, 24, 36, 48, 60, 72, 84] times, respectively. 
We referred to this session as the ascending frequency (AF) 
session. In the other, descending frequency (DF) session, 
the same durations were tested [84, 72, 60, 48, 36, 24, 12] 
times, respectively. Within each session, the durations were 
randomly selected with the respective frequency. The order 
of sessions was counterbalanced among participants (before 
the outlier exclusion).

ERP components

Similar to Experiment 1, we examined the CNV activ-
ity by measuring its climbing rates, latencies and ampli-
tudes. The LPCt components were estimated on the same 
frontocentral electrodes as the CNV analysis (Damsma et al. 
2021), but baselined relative to the 100 ms time window 
surrounding the onset of the question mark (50 ms preced-
ing and following the question mark) (Kononowicz and van 
Rijn 2014). We extracted the LPCt peak latencies as the 
maximum (most positive) amplitude within the 500 ms win-
dow starting from the question mark. We then calculated 
the LPCt peak amplitudes as the averaged amplitude within 
10 ms surrounding the LPCt peak (5 ms preceding and 5 ms 
following the peak). We defined the LPCt mean amplitudes 
as the averaged waveform between 300 and 500 ms after the 
stimulus offset (Bueno and Cravo 2021; Ofir and Landau 
2022).

Fig. 5  a Each trial started with a fixation cross for 500 ms, followed 
by a target interval presentation. 300  ms after the presentation, a 
question mark was presented, prompting participants to respond. The 
inter-trial interval was 1000  ms. b Target intervals used in Experi-

ment 2. In the short-context session (DF), equally spaced intervals 
between 400 and 1600 ms were presented 84, 72, 60, 48, 36, 24, and 
12 times during the session, whereas the presentation frequencies 
were mirrored in the long-context session (AF)
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Results

Behavioral results

Figure  6a illustrates the averaged proportion of long 
responses and corresponding estimated psychometric 
functions. The mean PSE (± SE) was 749.3 ± 33.86 ms for 
the DF session, significantly shorter than for the AF ses-
sion (951.2 ± 49.91 ms), t(16) = − 5.26, p < 0.001, 95% 
CI = [− 283.20 to − 120.61] ms, BF > 100, indicating the 
durations in the DF session were perceived longer than the 
same durations in the AF session. This finding is consistent 
with the previous study (Zhu et al. 2021). Moreover, the 
mean JND (± SE) was 96.3 ± 6.69 ms for the DF session, sig-
nificantly smaller than for the AF session (119.8 ± 12.09 ms), 
t(16) = − 2.97, p < 0.01, 95% CI = [− 40.26 to − 6.72] ms, 
BF = 5.22, showing that the sensitivity of the bisection was 
higher in the DF compared to the AF session.

Electrophysiological results

The CNV Figure 7 illustrates the CNV activities both in the 
short DF (a) and long AF (d) contexts, showing that the 
negativity changes over time for different target intervals. 
Just like in Experiment 1, to characterize the CNV compo-
nent, we looked into its climbing rate, peak latency, peak 
amplitude, and mean amplitude. The mean values are listed 
in Table 1.

We found that  the rate was significantly nega-
tive for both the DF context [− 19 ± 1.5  μV/s, 95% 
CI = [− 22, − 15] μV/s, t (16) = − 12.57, p < 0.001] and the 
AF context [− 17 ± 1.5 μV/s, 95% CI = [− 20 to − 14] μV/s, 
t (16) = − 11.37, p < 0.001], but significantly smaller in the 
DF compared to AF context, t(16) = − 2.4, p = 0.03, 95% 
CI = [− 2.99 to − 0.18] μV/s, BF = 2.14. Moreover, the CNV 
peak amplitudes were significantly higher (− 5.4 ± 0.5 μV 
vs. − 4.5 ± 0.5 μV) for the short context (DF) relative to the 
long context (AF), t(16) = − 2.43, p = 0.03, 95% CI = [− 1.69 
to − 0.11] μV, BF = 2.22), but with a comparable latency 
(942.8 ± 40.9 ms vs. 876.6 ± 67.7 ms, t(16) = 0.93, p = 0.37,  
95% CI = [− 85.9 to 218.3] ms, BF = 0.49).

The mean amplitudes of CNV (± SE) were 
− 0.78 ± 0.42 μV and − 0.27 ± 0.44 μV for the DF and AF 
context, respectively. We applied a linear mixed model to the 
mean CNV amplitude, with the Context as the fixed effect 
and Duration as a covariant, which showed that the mean 
negativity amplitude increased by 1.66 μV for each second 
increase in Duration (b = − 1.66, CI = [− 2.35, − 0.96], 
p < 0.001), demonstrating again that the CNV amplitude is 
correlated to the target interval. However, there was no sig-
nificant Context (p = 0.47) effect or interaction between the 
Duration and Context (p = 0.71).

Last, to examine the correlation between the EEG 
responses and the behavioral data, the differences in the 
mean amplitudes of CNV and the PSEs between the long 
(AF) and short (DF) context were computed across all par-
ticipants. A Pearson’s correlation test showed numerical 

Fig. 6  a Bisection functions (proportions of “long” responses plotted 
against the target durations, and fitted psychometric curves) averaged 
across 17 participants for the 2 distributions, descending (DF) and 
ascending frequency (AF). b Boxplots of PSE of the duration judg-
ments for the DF and AF sessions (*** p < .001). The dots depict 
individual PSEs estimated from individual participants. The lower 

and upper tips of the vertical lines correspond to the minimum and 
maximum values, the box represents the interquartile range (between 
25 and 75%), and the horizontal line represents the median. c Box-
plots of JND of the duration judgments for the DF and AF sessions 
(** p < .01). The dots depict individual JNDs of individual partici-
pants
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positive correlation, r(15) = 0.32, but failed to reach any 
significance, p = 0.22, BF = 0.61.

Late positive component of timing (LPCt) Next, we looked 
into the offset positivity components, such as P2 and LPCt, 
in the window of [0, 500] ms. Unlike Experiment 1, we 
failed to find any significant difference in the P2 component 
(the mean amplitudes were 4.2 ± 0.5 and 4.4 ± 0.6 for the 
DF and AF, respectively, p = 0.28. There was no significant 
difference among different target intervals, p = 0.99), but 
as seen in Fig. 8, there were visible differences in the late 
time window. Thus, we focused on the analysis of the LPCt 
component. The averaged LPCt peak latencies (± standard 
error, SE) were 248.6 ± 14.03 ms and 265.9 ± 11.87 ms for 
the DF and AF context, respectively (Fig. 8b). Same as in 
CNV analysis, we applied a linear mixed model to the LPCt 
peak latency, with the Context as the fixed effect and Dura-
tion as a covariant effect. The mixed model showed signifi-
cant effects of Context (b = 38 ms, CI = [13, 63], p = 0.003), 
Duration (b = −  77  ms/s, CI = [−  133, −  22], p = 0.009) 
and the Duration × Context interaction (b = -30, CI = [− 53, 
− 6], p = 0.013). The LPCt peaked earlier for the short DF 

than the long AF context, and the latency decreased as the 
duration increased (see Fig. 8b).

For better comparison with the literature (Bueno and 
Cravo 2021; Ofir and Landau 2022), we extracted the mean 
LPCt amplitude from the time window of [300, 500] ms. The 
averaged LPCt mean amplitudes (± SE) were 2.49 ± 0.6 μV 
and 3.71 ± 0.7 μV for the DF and AF context, respectively. 
A similar linear mixed model on the LPCt mean amplitude 
(see Fig. 8d) revealed similar results: significant effects of 
Duration (b = − 3.55, CI = [− 5.13, − 1.97], p < 0.001), Con-
text (b = 1.83, CI = [1.09, 2.58], p < 0.001) and the Dura-
tion × Context interaction (b = − 1.22, CI = [− 1.92, − 0.53], 
p < 0.001). The mean amplitude was larger for the long AF 
than for the short DF context. As seen in Fig. 8d, the interac-
tion was caused by different amplitudes for the short dura-
tions but plateaued at a similar level for the long durations.

To examine the correlation between the EEG responses 
and the behavioral data, the differences in the LPCt mean 
amplitudes and the JNDs between the long (AF) and short 
(DF) context were computed across all participants. A Pear-
son’s correlation test failed to reveal any significant correla-
tion, r(15) = 0.01, p = 0.97, BF = 0.30.

Fig. 7  Grand average of the ERP waveforms over the medial fron-
tal electrodes (FCz, FC1, FC2, C1, C2, and Cz) relative to the onset 
of stimuli, for a the short (DF) and d the long (AF) contexts. ERP 
topographies of the onset P2 and CNV at 300 and 600  ms, respec-
tively, taken from the longest interval of both contexts. The mean 

CNV peak latency b and amplitude c of the target intervals, for the 
DF and AF conditions. e The mean CNV amplitude as a function of 
the target interval, for the DF and AF conditions. Error bars represent 
the standard error of its mean
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Cross‑experiment comparisons

To gain a better understanding of the temporal encoding pro-
cess reflected in the CNV and the decision-making process 
reflected in the offset P2 and LPCt, we further compared 
the results of our two experiments for short (400 ms), inter-
mediate (around 1000 ms), and long (1600 ms) durations 
(as shown in Fig. 9a, b, and c). Visual inspection shows 
that the CNV peaked earlier in Experiment 1 compared to 
Experiment 2. More interestingly, even when the duration 
was the same, the offset late positivity was delayed by about 
300 ms, suggesting that the late positive component is not 
solely dependent on the offset of the duration, but also on 
the onset of the response (the onset of the question mark that 
prompts for response). Moreover, the late positivity compo-
nent did not fully emerge for the short duration (400 ms) in 
Experiment 1, largely owing to the disruption of the ongoing 
CNV with immediate prompting for a response.

The mean slope of the CNV, measured within the inter-
val from 250 to 650 ms, collapsed for these three intervals, 
was − 22 ± 1.1 μV/s for the short PS and − 19 ± 1.0 μV/s 
for the long NS in Experiment 1, while in Experiment 

2, the mean slope was − 19 ± 1.0 μV/s for the short DF 
and − 17 ± 1.0 μV/s for the long AF. A linear mixed model 
was used to analyze the CNV slopes, with Experiment as 
the fixed effect and Context as the covariant effect. The 
analysis showed that there was a significant effect of Con-
text (b = 1.14, CI = [0.04, 2.24], p = 0.042), and Experiment 
(b = 2.60, CI = [0.92, 4.28], p = 0.003), while there was no 
interaction between Experiment and Context (p = 0.64).

To determine when the offset of the CNV and the onset 
of late positivity begin, we examined the crossing latency, 
which is the point at which the CNV waveform changes 
from negative to positive after 650 ms from the onset. We 
found significant differences in crossing latency between the 
two experiments, despite using the same probe duration (all 
ps < 0.001): 703 vs. 914 ms for the 400-ms target interval, 
1210 vs. 1628 ms for the 1000-ms target interval, and 1860 
vs. 2074 ms for the 1600-ms target interval for Experiments 
1 and 2, respectively.

Fig. 8  Grand average of the ERP waveforms over the medial frontal 
electrodes (FCz, FC1, FC2, C1, C2, and Cz) relative to the stimulus 
offset in the DF a and the AF conditions c. ERP topographies of the 
LPCt at 400 ms after the stimulus offset taken from the longest inter-

val of both contexts. b Mean LPCt peak latency and d mean LPCt 
amplitude as a function of the target interval, separated for the DF 
(blue) and AF (red) contexts. Error bars represent the standard error 
of the correspondent mean
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Discussion

Similar to the results of Experiment 1, we found that the 
mean CNV amplitude increased as the target interval 
increased. A comparison with Experiment 1, however, 
revealed the CNV is not solely based on the target inter-
val, but also depends on the period before the decision is 
prompted. Interestingly, we found the rate of the CNV for-
mation and the peak amplitude of the CNV were dependent 
on the context. Combining the analysis of Experiments 1 
and 2 revealed that the climbing rate of the CNV is a robust 
indicator of context modulation. Specifically, the short con-
text resulted in a faster rate of CNV formation, meaning 
the CNV began earlier in the short context compared to the 
long context. Our results are consistent with the notion that 
CNV activity reflects not only the temporal accumulator of 
an internal timing mechanism (Macar et al. 1999) but also 
temporal anticipation (Elbert et al. 1991; Ng et al. 2011), 

particularly for the forthcoming decision-making (Konono-
wicz and Penney 2016).

Interestingly, the offset late positivity component was 
more distinct in Experiment 2 than in Experiment 1, even 
for the short durations such as 400 ms, when we introduced 
a 300 ms gap before prompting for action. This suggests that 
the late positive component may better reflect the decision 
process when the CNV is fully evolved. As seen in LPCt, the 
mean amplitude negatively correlated with the target inter-
val, similar to the recent findings of Ofir and Landau (2022), 
who reported that the offset response amplitude decreases as 
the interval increases, but levels off after the interval passes 
the bisection point. The late offset positivity components 
such as LPCt, P300, or P3 have been suggested as indicators 
of decision-making at post-perceptual stages (Baykan and 
Shi 2022; Kelly and O’Connell 2013; Ofir and Landau 2022; 
Polich and Kok 1995). For a bisection task, the decision 
could be made before the stimulus offset when the interval 
presentation passes the bisection point, as the uncertainty 

Fig. 9  The grand average of the ERP waveforms over the medial 
frontal electrodes (FCz, FC1, FC2, C1, C2, and Cz) relative to the 
stimulus onset are depicted for the shortest a, intermediate b, and the 
longest c target intervals for the temporal contexts used in Experi-
ment 1 and 2. Light blue and light green lines depict the long (NS) 
and short (PS) contexts of Experiment 1. Black and dark blue lines 
depict the long (AF) and short (DF) contexts of Experiment 2. The 
first vertical dashed line marks the offset cue (the question mark 
presentation) in Experiment 1, while the second vertical dashed line 
marks the offset cue in Experiment 2. d The CNV slope, measured 

in the interval from 250 to 650  ms after stimulus onset. Error bars 
show the standard error of the mean. e The CNV end, measured by 
the crossing point of the negativity waveform from negative to posi-
tive. Black and red colors depict the shortest and longest intervals 
(400 and 1600 ms) in both experiments, while the blue color depicts 
the intermediate durations of 992, 1000, and 1008  ms used in the 
experiments. For ease of visualization, they were depicted by the 
same color and label (1000 ms). Error bars show the standard error 
of the mean
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of the response (‘long’) is greatly reduced for long inter-
vals compared to short intervals. For the short intervals, the 
online monitoring of the passage of time and comparison to 
the bisection point remain active (Lindbergh and Kieffaber 
2013). Thus, as suggested by Ofir and Landau (2022), the 
amplitude of the late positivity may reflect the distance from 
the decision threshold.

Most importantly, we observed contextual modulation 
of the late positivity LPCt component: higher amplitude 
but later latency for the long AF context than the short DF 
context. Given that LPCt amplitude negatively correlated 
with the target duration, a higher amplitude in the long con-
text (AF) indicates that intervals were perceived shorter as 
compared to the same duration in the short context (DF), 
closely reflecting the behavioral results. Moreover, we did 
not observe any correlations between the LPCt amplitude 
and the JND values. Therefore, the LPCt amplitude meas-
ured in this study is likely to reflect perceived target dura-
tion, rather than task difficulty.

General discussion

The aim of this study was to investigate the timing-related 
ERP components to gain a deeper understanding of neural 
mechanisms that underlie the influence of ensemble con-
texts on temporal judgments. Results showed that ensemble 
contexts, including stimulus spacing and sample frequency, 
modulated perceived time intervals, which is consistent with 
previous research (Penney et al. 2014; Wearden and Fer-
rara 1995; Zhu et al. 2021). The point of subjective equality 
(PSE) was biased towards the mean of the ensemble distribu-
tion, with shorter contexts leading to a lower PSE. Conse-
quently, participants were more likely to perceive the target 
intervals more as “long” in shorter contexts compared to 
longer contexts. EEG analysis further revealed that ensemble 
contexts affect the climbing rate of the contingent negative 
variation (CNV) as well as the latency and the amplitude of 
the late post-offset positivity related to timing (LPCt). These 
components are commonly associated with expectancy and 
decision processes related to timing.

The CNV

In both experiments, we observed sustained negativity, 
known as CNV, which emerged after the post-onset P2, 
peaked around 600–800 ms, and dissipated at the end of 
the stimulus presentation. The CNV has been considered 
a robust signal for temporal processing, and early studies 
have suggested that its evolving slope and amplitude reflect 
the passage of time (Macar and Besson 1985; Macar and 
Vitton 1982). Our results revealed that longer durations elic-
ited prolonged sustained negativities compared to shorter 

durations. However, the CNV represents more than just tim-
ing. For example, when comparing brain activity between 
two experiments, we found that the sustained negativity 
elicited by the same duration was nearly 300 ms longer in 
Experiment 2 than in Experiment 1, primarily due to the 
presence of a 300-ms blank period before the cue display 
for response in Experiment 2. This modulation of response 
delay by the cue display supports the early proposition that 
the dissipation of the CNV may also indicate readiness for 
quick action (Loveless and Sanford 1974; Näätänen 1970).

Recently, Kononowicz and Penney (2016) have echoed 
this idea that the CNV is not solely related to timing but 
also influenced by more complex cognitive processes such 
as anticipation, expectation, and response preparation (Kon-
onowicz et al. 2018; Kononowicz and Penney 2016; van Rijn 
et al. 2011). For example, Mento et al. (2013) showed that 
even in the absence of a motor response preparation, in a 
passive viewing task, CNV peaks at the point of time with 
the highest probability of stimulus presentation. In another 
study where participants were cued to respond quickly 
(speed trials) or accurately (accuracy trials), the CNV ampli-
tude was more negative in speed trials than in accuracy trials 
(Boehm et al. 2014), suggesting that CNV amplitude may 
reflect changes in participants’ cautiousness towards quick 
decision-making. Similarly, Ng et al. (2011) demonstrated 
that CNV activity for the current long interval plateaued 
after surpassing a memorized internal criterion (around the 
geometric mean of sample intervals). In both experiments, 
our results also indicated that the mean amplitude of CNV 
increased with longer target intervals, leveling off around the 
middle intervals (Figs. 3 and 7), suggesting a close associa-
tion between the CNV amplitude and the expected decision 
criterion.

Another significant finding is the contextual modulation 
of the climbing rate of CNV. In both experiments, the short 
context led to a faster formation of CNV compared to the 
long context. Since the CNV climbing rate was determined 
at the beginning of the presentation when the stimulus length 
was unknown, it reflects the general expectation of when the 
decision interval (the ensemble mean of the sample distribu-
tion) might occur within a given block. Thus, the rate differ-
ence between short and long contexts indicates whether the 
internal decision interval shifts earlier or later. Although we 
observed context differences in peak latency in Experiment 1 
and peak amplitude in Experiment 2, as well as some numer-
ical differences in the mean CNV amplitude, the effects were 
not consistently significant across both experiments.

Together, our results suggest that CNV reflects the readi-
ness or expectation to respond to an incoming stimulus, sim-
ilar to previous research (Boehm et al. 2014; Kononowicz 
and Penney 2016; Ng et al. 2011), and the climbing rate of 
initial CNV formation serves as a reliable indicator of how 
the decision threshold is modulated by context factors.
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The offset positivity components (P2 and LPCt)

After prompting for a response, we saw an offset positiv-
ity waveform, peaking at 200–400 ms and lasting for over 
600 ms after the stimulus presentation. This offset positivity 
is known as P2 (Kononowicz and van Rijn 2014; Tarantino 
et al. 2010), P3/P3b (Ofir and Landau 2022), or LPCt (Paul 
et al. 2011; Wiener and Thompson 2015) depending on stud-
ies. Depending on the timing of the response cue, either 
immediately after the duration stimulus or after a 300-ms 
gap, we observed that an offset P2 (no gap) or LPCt (with a 
gap) were related to the temporal decision. Short intervals, 
relative to long intervals, elicited delayed latency for both 
P2 and LPCt, and higher amplitudes for LPCt.

The early findings of time-related offset P2 came from 
the duration comparison studies that compared a probe 
interval either shorter or longer than the standard interval 
(Kononowicz and van Rijn 2014; Tarantino et al. 2010)—
shorter intervals elicited higher amplitudes and long laten-
cies. Using the bisection task, we only found the latency 
similarly dependent on duration in Experiment 1. When a 
decision was requested immediately after the duration pres-
entation for the short intervals (e.g., 400 and 504 ms), the P2 
amplitude was likely influenced by ongoing CNV activity. 
The between-experiment comparison showed that when the 
decision response was delayed for 300 ms (Experiment 2), 
the late positivity was better evolved. However, we did not 
find any duration-related modulation in P2. Instead, the late 
positivity component LPCt had a strong relationship with 
test durations in the decision-making stage.

Late positive components, such as LPCt or P3/P3b in 
prior research have been measured relative to the response 
(Bannier et al. 2019; Wiener and Thompson 2015) or the 
stimulus offset (Gontier et al. 2009; Tarantino et al. 2010) 
with prefrontal (Gontier et al. 2008; Paul et al. 2011) or 
centroparietal electrode sites (Bannier et al. 2019). The 
late post-positivity has been linked to the involvement of 
post-perceptual processes (Lindbergh and Kieffaber 2013), 
similar to the idea that task difficulty is involved in decision 
processes (Gontier et al. 2009; Paul et al. 2011). For long 
durations, memory and decision-making processes would 
be already finished at the offset, whereas for short dura-
tions, these processes would still be ongoing. This means 
that compared to long durations, short durations resulted in 
higher LPCt amplitudes and longer latencies. In this study, 
LPCt was measured over prefrontal electrodes relative to the 
onset of the response cue, i.e., 300 ms after the test duration 
offset. The results showed that LPCt amplitude and peak 
latency decreased as the target interval increased and lev-
eled off around intermediate durations, a pattern similar to 
a recent study (Ofir and Landau 2022), which found that 
the amplitude of the late positivity correlated with the dis-
tance to the decision boundary in a drift–diffusion model 

(DDM). According to the DDM, the uncertainty of temporal 
bisection depends on the distance between the accumulated 
time to the decision boundary—bisection threshold. Short 
intervals with large uncertainty elicited high LPCt ampli-
tudes, while long intervals with less uncertainty resulted in 
low amplitudes. Our findings are thus consistent with this 
interpretation. More interestingly, LPCt was found to be con-
text-dependent, with short contexts leading to earlier peak 
latencies and lower amplitudes compared to long contexts, 
indicating that the decision boundary was set lower for the 
short context and, thus, the distance to the boundary was 
generally shorter.

Context‑dependent modulation

Both CNV and LPCt signals have been shown to depend 
on contextual modulation. Climbing of CNV activity was 
faster, and the amplitude and latency of LPCt were lower for 
short contexts compared to long contexts. Previous studies 
have shown temporal context can impact CNV in different 
ways (Damsma et al. 2021; Wiener and Thompson 2015). 
For instance, in a reproduction task, Wiener and Thomp-
son (2015) found that the CNV amplitude of a current trial 
was linearly shifted by the duration of the previous interval, 
with larger negative amplitudes for longer prior durations.  
However, this was not the case in our Experiment 2, where 
the short context (DF) elicited numerically higher ampli-
tude than the long context (AF). This suggests that the CNV 
amplitude is more sensitive to short-term (e.g., inter-trial 
duration changes) rather than long-term (e.g., session-wise 
changes) context modulation. In contrast to the CNV ampli-
tude, the climbing rate of CNV formation was faster for short 
contexts compared to long contexts in both experiments. The 
CNV and climbing neuronal activity are believed to have a 
close relationship (Pfeuty et al. 2005), and the formation 
of CNV indicates how the brain encodes the timing of an 
upcoming event. In this study, the rate of CNV reflected the 
expectation of the decision threshold, which was influenced 
by the ensemble context.

The climbing CNV activity develops early in the percep-
tual encoding stage, which is tied to the memory represen-
tation of the internal criterion. In contrast, the formation of 
LPCt occurs during the decision stage, reflecting the com-
parison process of the perceived duration and the internal 
criterion. In this study, we showed that context affects the 
uncertainty of the comparison by altering the PSE towards 
the ensemble mean. This reduces the uncertainty of bisec-
tion for the short context in general as the test duration 
reaches the threshold earlier in the short relative to the long 
context. As a result, the amplitude and latency of the LPCt 
decrease. It is worth noting that the context-dependence of 
the amplitude and latency of the LPCt has been documented 
in previous research. For example, Ofir and Landau (2022) 
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found that the late positivity remains similar in both short-
range (subsecond) and long-range (supra-second) bisection 
tasks, even though the duration considered “short” in the 
long range is longer than all durations in the short range.

Conclusion

In this study, we found that ensemble context, both sample 
spacing and frequency, impacted the bisection task, shifting 
the bisection point towards the ensemble mean. Temporal 
context modulation was also evident in the changes in ERPs 
related to interval timing. In the short context, compared to 
the long context, the CNV climbing rate increased, and the 
amplitude and latency of the LPCt were reduced. Both CNV 
and LPCt were linked to the given test duration, but were not 
limited to absolute durations. Our findings, consistent with 
the previous studies (Baykan and Shi 2022; Boehm et al. 
2014; Ofir and Landau 2022), indicate that the CNV repre-
sents an expectancy wave for upcoming decision-making, 
while LPCt reflects the decision-making process, both CNV 
and LPCt influenced by the temporal context.

Funding Open Access funding enabled and organized by Projekt 
DEAL. This study was supported by German Science Foundation 
(DFG) research grants SH 166/ 3-2 to Z.S. and DAAD scholarship 
57440921 to C.B.

Data availability The data supporting the findings of this study and the 
code of the statistical analysis used in the manuscript are available at 
G-Node (https:// doi. org/ 10. 12751/g- node. 7snfwg).

Declarations 

Conflict of interest On behalf of all the authors, the corresponding au-
thor states that there is no conflict of interest.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/.

References

Albrecht AR, Scholl BJ, Chun MM (2012) Perceptual averaging by eye 
and ear: computing summary statistics from multimodal stimuli. 
Atten Percept Psychophys 74(5):810–815

Allan LG (2002) The location and interpretation of the bisection point. 
Quart J Exper Psychol B Comparat Physiol Psychol. 55(1):43–60

Amit R, Abeles D, Carrasco M, Yuval-Greenberg S (2019) Oculo-
motor inhibition reflects temporal expectations. Neuroimage 
184:279–292

Ariely D (2001) Seeing sets: representation by statistical properties. 
Psychol Sci 12(2):157–162

Bannier D, Wearden J, Le Dantec CC, Rebaï M (2019) Differences 
in the temporal processing between identification and categori-
zation of durations: A behavioral and ERP study. Behav Brain 
Res 356:197–203

Baykan C, Shi Z (2022) Temporal decision making: it is all 
about context. Learn Behav. https:// doi. org/ 10. 3758/ 
s13420- 022- 00568-8

Boehm U, van Maanen L, Forstmann B, van Rijn H (2014) Trial-by-
trial fluctuations in CNV amplitude reflect anticipatory adjustment 
of response caution. Neuroimage 96:95–105

Bueno FD, Cravo AM (2021) Post-interval EEG activity is related to 
task-goals in temporal discrimination. PLoS ONE 16(9):e0257378

Cavanagh P, Alvarez GA (2005) Tracking multiple targets with multifo-
cal attention. Trends Cogn Sci 9(7):349–354

Damsma A, Schlichting N, van Rijn H (2021) Temporal context 
actively shapes EEG signatures of time perception. J Neurosci 
Offi J Soc Neurosci 41(20):4514–4523

de Gardelle V, Summerfield C (2011) Robust averaging during percep-
tual judgment. Proc Natl Acad Sci USA 108(32):13341–13346

Droit-Volet S, Wearden JH (2001) Temporal bisection in children. J 
Exp Child Psychol 80(2):142–159

Elbert T, Ulrich R, Rockstroh B, Lutzenberger W (1991) The process-
ing of temporal intervals reflected by CNV-like brain potentials. 
Psychophysiology 28(6):648–655

Friston K, Kiebel S (2009) Predictive coding under the free-energy 
principle. Philosoph Transact Royal Soci Lond Series B Biol Sci 
364(1521):1211–1221

Gontier E, Le Dantec C, Paul I, Bernard C, Lalonde R, Rebaï M (2008) 
A prefrontal ERP involved in decision making during visual dura-
tion and size discrimination tasks. Int J Neurosci 118(1):149–162

Gontier E, Paul I, Le Dantec C, Pouthas V, Jean-Marie G, Bernard C, 
Lalonde R, Rebaï M (2009) ERPs in anterior and posterior regions 
associated with duration and size discriminations. Neuropsychol-
ogy 23(5):668–678

Jones MR, McAuley JD (2005) Time judgments in global temporal 
contexts. Percept Psychophys 67(3):398–417

Kelly SP, O’Connell RG (2013) Internal and external influences on 
the rate of sensory evidence accumulation in the human brain. J 
Neurosci Offi J Soci Neurosci 33(50):19434–19441

Kononowicz TW, Penney TB (2016) The contingent negative variation 
(CNV): timing isn’t everything. Curr Opin Behav Sci 8:231–237. 
https:// doi. org/ 10. 1016/j. cobeha. 2016. 02. 022

Kononowicz TW, van Rijn H (2014) Decoupling interval timing and 
climbing neural activity: a dissociation between CNV and N1P2 
amplitudes. J Neurosci Offi J Soci Neurosci 34(8):2931–2939

Kononowicz TW, Van Rijn H, Meck WH (2018) Timing and time 
perception: a critical review of neural timing signatures before, 
during, and after the to-be-timed interval. Stevens’ Handbook of 
Exper Psychol Cognit Neurosci 1:1–38

Kruijne W, Olivers CNL, van Rijn H (2021) Memory for stimulus 
duration is not bound to spatial information. J Cogn Neurosci 
33(7):1211–1229

Li B, Chen Y, Xiao L, Liu P, Huang X (2017) Duration adaptation 
modulates EEG correlates of subsequent temporal encoding. Neu-
roimage 147:143–151

Linares, D., & López-Moliner, J. (2016). quickpsy: An R package to 
fit psychometric functions for multiple groups. The R Journal. 8: 
122–131. http:// dipos it. ub. edu/ dspace/ handle/ 2445/ 116040

https://doi.org/10.12751/g-node.7snfwg
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3758/s13420-022-00568-8
https://doi.org/10.3758/s13420-022-00568-8
https://doi.org/10.1016/j.cobeha.2016.02.022
http://diposit.ub.edu/dspace/handle/2445/116040


2096 Experimental Brain Research (2023) 241:2081–2096

1 3

Lindbergh CA, Kieffaber PD (2013) The neural correlates of tempo-
ral judgments in the duration bisection task. Neuropsychologia 
51(2):191–196

Loveless NE, Sanford AJ (1974) Slow potential correlates of prepara-
tory set. Biol Psychol 1(4):303–314

Macar F, Besson M (1985) Contingent negative variation in processes 
of expectancy, motor preparation and time estimation. Biol Psy-
chol 21(4):293–307

Macar F, Vidal F (2003) The CNV peak: an index of decision making 
and temporal memory. Psychophysiology 40(6):950–954

Macar F, Vitton N (1982) An early resolution of contingent negative 
variation (CNV) in the discrimination. Electroencephalogr Clin 
Neurophysiol 54(4):426–435

Macar F, Vidal F, Casini L (1999) The supplementary motor area in 
motor and sensory timing: evidence from slow brain potential 
changes. Exper Brain Res Exper Cereb 125(3):271–280

Mento G, Tarantino V, Sarlo M, Bisiacchi PS (2013) Automatic tempo-
ral expectancy: a high-density event-related potential study. PLoS 
ONE 8(5):e62896

Näätänen R (1970) Evoked potential, EEG, and slow potential corre-
lates of selective attention. Acta Psychol 33:178–192. https:// doi. 
org/ 10. 1016/ 0001- 6918(70) 90131-9

Ng KK, Tobin S, Penney TB (2011) Temporal accumulation and deci-
sion processes in the duration bisection task revealed by contin-
gent negative variation. Front Integr Neurosci 5:77

Ofir N, Landau AN (2022) Neural signatures of evidence accumula-
tion in temporal decisions. Current Biol CB 32(18):4093-4100.e6

Parkes L, Lund J, Angelucci A, Solomon JA, Morgan M (2001) Com-
pulsory averaging of crowded orientation signals in human vision. 
Nat Neurosci 4(7):739–744

Paul I, Wearden J, Bannier D, Gontier E, Le Dantec C, Rebaï M (2011) 
Making decisions about time: event-related potentials and judge-
ments about the equality of durations. Biol Psychol 88(1):94–103

Penney TB, Brown GDA, Wong JKL (2014) Stimulus spacing effects 
in duration perception are larger for auditory stimuli: data and a 
model. Acta Physiol Oxf 147:97–104

Penney, T. B., & Cheng, X. (2018). Duration Bisection: A User’s 
Guide. In Timing and Time Perception: Procedures, Measures, 
Applications. 98–127

Pfeuty M, Ragot R, Pouthas V (2003) When time is up: CNV time 
course differentiates the roles of the hemispheres in the discrimi-
nation of short tone durations. Exper Brain Res Exper Hirnforsch 
Exper Cerebrale. 151(3):372–379

Pfeuty M, Ragot R, Pouthas V (2005) Relationship between CNV and 
timing of an upcoming event. Neurosci Lett 382(1–2):106–111

Piazza EA, Sweeny TD, Wessel D, Silver MA, Whitney D (2013) 
Humans use summary statistics to perceive auditory sequences. 
Psychol Sci 24(8):1389–1397

Polich J, Kok A (1995) Cognitive and biological determinants of P300: 
an integrative review. Biol Psychol 41(2):103–146

Praamstra P, Kourtis D, Kwok HF, Oostenveld R (2006) Neurophysiol-
ogy of implicit timing in serial choice reaction-time performance. 
J Neurosci Offi J Soc Neurosci 26(20):5448–5455

Rao RP, Ballard DH (1999) Predictive coding in the visual cortex: a 
functional interpretation of some extra-classical receptive-field 
effects. Nat Neurosci 2(1):79–87

Schweickert R, Han HJ, Yamaguchi M, Fortin C (2014) Estimating 
averages from distributions of tone durations. Atten Percept Psy-
chophys 76(2):605–620

Singmann, H., & Kellen, D. (2019). An introduction to mixed models 
for experimental psychology. In New Methods in Cognitive Psy-
chology (pp. 4–31). Routledge.

Tarantino V, Ehlis A-C, Baehne C, Boreatti-Huemmer A, Jacob C, 
Bisiacchi P, Fallgatter AJ (2010) The time course of temporal 
discrimination: An ERP study. Clin Neurophysiol off J Int Fed 
Clin Neurophysiol 121(1):43–52

van Rijn H, Kononowicz TW, Meck WH, Ng KK, Penney TB (2011) 
Contingent negative variation and its relation to time estimation: 
a theoretical evaluation. Front Integr Neurosci 5:91

Wearden JH, Ferrara A (1995) Stimulus spacing effects in temporal 
bisection by humans. Quart J Exper Psychol B Comp Physiol 
Psychol. 48(4):289–310

Wearden JH, Ferrara A (1996) Stimulus range effects in temporal bisec-
tion by humans. Quart J Exper Psychol. B. 49(1):24–44

Whitney D, Yamanashi Leib A (2018) Ensemble perception. Annu Rev 
Psychol 69:105–129

Wiener M, Thompson JC (2015) Repetition enhancement and memory 
effects for duration. Neuroimage 113:268–278

Wiener M, Parikh A, Krakow A, Coslett HB (2018) An intrinsic 
role of beta oscillations in memory for time estimation. Sci Rep 
8(1):7992

Williams DW, Sekuler R (1984) Coherent global motion percepts from 
stochastic local motions. Vision Res 24(1):55–62

Wolfe JM (1994) Guided Search 20 a revised model of visual search. 
Psychon Bull Rev 1(2):202–238

Zhu X, Baykan C, Müller HJ, Shi Z (2021) Temporal bisection is influ-
enced by ensemble statistics of the stimulus set. Atten Percept 
Psychophys 83(3):1201–1214

Publisher's Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1016/0001-6918(70)90131-9
https://doi.org/10.1016/0001-6918(70)90131-9

	Electrophysiological signatures of temporal context in the bisection task
	Abstract
	Introduction
	Experiment 1
	Methods
	Participants
	Stimuli and procedure
	EEG acquisition and analysis methods
	ERP components
	Data analysis

	Results
	Behavioral results
	Electrophysiological results
	Contingent negative variation (CNV) 
	Offset P2 


	Discussion

	Experiment 2
	Methods
	Participants
	Stimuli and procedure
	ERP components

	Results
	Behavioral results
	Electrophysiological results
	The CNV 
	Late positive component of timing (LPCt) 

	Cross-experiment comparisons

	Discussion

	General discussion
	The CNV
	The offset positivity components (P2 and LPCt)
	Context-dependent modulation

	Conclusion
	References




