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Foreword

Despite many advances m Second/Foreign Language Acquisition Re-
search and Language Pedagogy language teaching remains a field gov-
emed largely by traditional methods, e g, with respect to the prevalence of
grammar progression, ermor comrection, instructional methodology, and fo-
cus on forms. Models of language, too. are often outdated as they focus
largely on abstract structural features. Cognitive linguistics offers a com-
prehensive approach to modermizing language teaching 1n many ways. We
are witnessing a paradigm shift rarely seen in language instruction. This
volume highlights those aspects of the cogmitive paradigm that are most
relevant for language leaming and teaching. Each chapter generally com-
prises of three leaming units which present the most relevant theones,
models and findings in a systematic fashion and combines them with addi-
tional readings, tasks. resources and materials in order to prepare and ac-
company a transfer into teaching practice.

Both Volume 2 Cognitive Linguistics and the present volume aim at pro-
fessionalizing the field of language teaching by providing the reader with

insights mto the most modern research in the fields of linguistics, langnage
acquisition research, media studies. cultural studies, and language peda-
gogy while building on the readers’ expenence as language leameruser or
teacher and enabling the reader to use the newly acquired competence in
his or her own teaching. Also, the reader 15 famihanized with modem re-
search methods and resources. The book 1s suited for undergraduate and
graduate students 10 inguistics, language acquisition and teaching as well
as related fields and serves as an excellent overview to all practicing and
future language mstructors.

This volume has been translated and adapted from German (Kompendium
DAF/DAZ: Sprachenlernen und Kognition (Gunter Narr Verag Ti-
bingen)). The translation was carefully reworked by Matthias Roche and
edited by Jorg Roche. Andrea DeCapua provided helpful feedback on sev-
eral chapters of the book. Several authors contnbuted to the volume. While
predommantly compiled by Jérg Roche and Ferran Sufier, parts of the text
consist of reworked excerpts taken from Jorg Roche’s publication Mehr-
sprachigkeitstheorie (2013) (1.1, Chapters 2, 4, 7 and 8), as well as from
Hypertexte im L2-5pracherwerb (2011) by Ferran Sufier (4.1,.4.3.5.1,53,
6.2, 6.4) and from the collaborative article Kognition und Grammatik: Ein
kognitionswissenschaftlicher Ansatz zur Grammatikvermittiung am
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Beispiel der Grammatikanimationen (2014) which appeared in Zeitschrift
fiir den Interkulturellen Fremdsprachemunterricht (Journal for Itercul-
tural Foreign Language Teaching) (1.1, 2.1, 2.3, Chapter 7). Parts of chap-
ter 2.3 are based on Ferran Sufier’s article Metaphern und Grammatikver-
mittlung am Beispiel der Passivkonstruktion (2015), additional parts of
chapter 2.3 on the article Metaphors and Grammar Teaching (2016) by
Jorg Roche & Fermran Sufier. Other chapters were compiled by Kees de Bot
{1.2). Sabine De Knop (Chapter 3), Mananne Hepp & Marna Foschi (5.2),
and Parvaneh Sohrabi (6.4).

A dynamic online dictionary in German accompanies the book (www lex-
ikon-mla de). Furthermore, several online modules in German accompany
and supplement the book (https://multilingua-akademune de/). The modules
contain presentations/talks by renown scholars (in English and German),
amimations, web-ressources, URLs, expeniments, and tasks. The complete
set of online modules of the Kompendium series — or individual chapters
thereof — can be booked as tutored ECTS-courses and may be apphed to-
wards academic programmes on the MA level or used for professional de-
velopment purposes.

The production of the contents and online-modules was made possible by
a grant from the EU Tempus programme to the Consortium for Modern
Language Teacher Education (COMOLTE).
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Introduction

Intercultural Communication in the Age of Globalization

Communication between different cultures 1s one of the most important
social, political, and economic tasks in our increasingly globalized world.
Globalization takes place on different levels: locally within mmulticultural
or mereasingly multicultural societies, regionally in multinational institu-
tions, and mtemationally in transcontinental groups, world organizations
(for economy, health, education, sport, and banking among others), and 1n
cyberspace. At the same time, all of these globalization efforts are part of
a growing paradox. The necessity of solving the great social and economic
problems that anse from the global interconnection of vanous actors and
processes stands in opposition to reactionary endeavors that wish to take
precautions agamst a loss of cultural identity. On the one hand, the reduc-
tion of real and relative distances forces a transgression of the boundanes
of cohabitation and communication between people of different ongins 1n
an unprecedented intensity. On the other hand, the ideal of the multicul-
tural society 1s faced with the same obstacles. Many thought that the crea-
tion of such a society would overcome such opposition. Multicultural so-
cieties that are held together by force, often with great mulitary efforts, can-
not endure without forced pressure. A consequence of these types of soci-
eties 1s that they generate extreme cultural tensions. Even democmatically
created multicultural societies require much time and energy to move on-
wards from the phase of multicultural toleration toward intercultural toler-
ance and intercultural togethemess. The nght-wing populist movements in
Europe and the Amencas and the ethnic conflicts in Africa and Asia show
how our societies are at a boiling point beneath surface-level societal tol-
erance and postulates of intemationalization. Ethnocentnsm, xenophobia,
night-wing populism. racism, discnmination, terrorism, civil war, mass
murder, and genocide have not disappeared when multiculturalism 1s gov-
emed by politics and economics. The widespread failure of multicultural-
1sm models shows that a decreed and forced cohabitation of cultures with-
out any mediation efforts exacerbates tensions instead of ensuring sustain-
able tolerance. There 1s a lack of efficient mediation procedures between
cultures. For this reason, languages occupy an important position: they are
an important instrument for communication across cultural boundanes and
ensure the sustamability of that communication. Though language cannot
solve all problems, 1t bears a key role in establishing intercultural exchange
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which transcends merely mastering the structures of language systems.
This function oflanguage concerns itself more with cultural mediation than
with the structural traits of a language system. Establishing and maintaimn-
ing intercultural commumcation 1s a function which a smgle lingua franca
can hardly fulfil on 1ts own. In reality, the leaming and teaching of lan-
guages 1s the most important political tool in the age of globalization and
intemationalization. Teachers and students, however, often treat langnage
classes and the leaming of languages as a domain of mere grammar acqui-
sttion rather than a way of accessing other cultures. Learming and commu-
nication potentials are neglected when cultural aspects of foreign language
acquisition are reduced to the leaming of facts and the structural aspects of
language are emphasized more than its content, leaving cultural aspects
underdeveloped. More seriously, a focus on structures and forms severely
limits the acquisition of semantic, pragmatic, and semiotic competences
which are essential to mtercultural communication. Intercultural compe-
tences are in high demand. Not only language classes but also language
acquisition in the broader sense should, therefore, take cultural aspects of
languages and communication mto account. This requires a greater aware-
ness of the cultural underpinmings of languages and the linguistic under-
pinnings of cultures. These interrelations need to mamifest in teaching and
leaming practices that are sensitive to culture and aim to utihize the avail-
able natural resources of multilingualism and multiculturalism organically,
dynamically, and efficiently instead of reconstructing multilingualism ar-
tificially and attempting to archive it. Future research on teaching and
leaming should focus more on the aspects of the ecology and economy of
the acquisition of language(s) as well as their management. However, this
new focus also means that language acquisition and multilingualism re-
search can no longer be merely eclectic; they need to focus systematically
on the cognitive and cultural aspects of language acquisition and linguastic
management. It 1s the purpose of this book to outline these aspects of lan-
guage acquisition by examining, in detail, their basic ponciples.
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Intercultural Foreign Language Classes

When researchers began studying the mtercultural aspects of language ac-
quisition and language teaching, they based their research on the objectives
of education policies and hermeneutic considerations. Literary genres were
meant to help balance the communicative trend toward everyday speech
and at the same time provide fresh impulses for the teaching of a new/sec-
ond/foreign language’, impulses that were based on theones of reader re-
sponse coticism (cf Hunfeld 1997, Wiedacher 1987, Kmusche/Krechel
1984, Wemnnch 1971). The imtial affinity to lyncal texts and the rediscov-
ery of literature expanded to other genres and rejuvenated the communica-
tive teachmng paradigm for foreign language classes. This paradigm began
to solidify itself as part of the establishment mn the 1980s. For more infor-
mation, compare Wylie, Bégué & Bégué’s (1970) demand for an exphcitly
intercultural approach and the early formulation of confrontative semantics
by Miiller-Jacquier (1981). It was clear to the language teaching profession
that a new, fourth generation of foreign language teaching had emerged,
the intercultural generation, or at the very least, version 3.5: the commumni-
cative-intercultural generation. This generated substantial mterest in mte-
grating new ideas, but 1t did not lead to a more intense, systematic reflec-
tion on intercultural aspects that pertained to a better understanding of lan-
guage leaming everywhere, nor to a more efficient onentation of language
leaming. The mnitial euphona disappeared comparatively quickly even in
the field of textbook production, a field which since has expenenced
shorter and shorter life cycles. As a consequence of the Common European
Framework of Reference for Languages (CEFR) and 1ts predecessor, the
threshold level project of the European Council, the (often misunderstood)
standardization tendencies seem to cause a regression of language teaching
to generation 3 or even 2.5 (see Chapter 1.1 and 3.2.1 on lustonical ap-
proaches to language teaching). The foreign perspective assumed 1n text-
books today continues to limit itself to superficial, comparative descrip-
tions of foreign cultural artefacts. In addition, cultural studies are still sub-
ject to the stigma of “wasting” supposedly scarce time in the classroom.

! The terms are used interchangeably throughout the book and are often abbrevi-
ated as 1.2: 1.2 teaching, 1.2 leamning, 1.2 learner.
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On the Cognitive Focus

While mtercultural aspects are essential to any kind of encounter between
languages and cultures, their role m language teaching 1s often undervalued
and their potential remains undeveloped. This 1s where a focus on cogm-
tion can help reshape language pedagogy. After all. the acquisition of lan-
guages happens to the largest extent i the brains of leamers, not mn a class-
room, a textbook, a reference grammar, or a fancy computer programme.
Cognition, however, 1s not at all independent of culture(s). On the contrary,
general cogmtion and languages are shaped and propelled by culture. In
order to understand how language (understood as a cultural construction)
develops in the minds of the leamers, and continues to develop, we can
tum to various neighbounng disciplines of language teacling research to
provide necessary msights. Neurolmguistics, for instance, can shed light
on which bram areas are active dunng language processing and to what
extent the brain activity of L1 and L2 speakers differ from each other. Im-
aging techmques can help visualize neuronal activity related to language,
a prerequisite to understanding how language 1s processed. What can we
leam from these msights for practical use? Should teachers regularly mon-
ttor the brain activity of the leamers 1 the classroom to optimize classroom
interactions and leaming progress? It 1s obvious that a comprehensive lan-
guage pedagogy cannot be formulated on the basis of such findings alone.
However, data on the neuronal activity of language-related processes can
help to establish better models for language processing and the multilin-
gual mental lexicon. Without such research, these models would be ven-
fied merely with behavionistic data. Cogmitive linguistics, i this respect,
fulfills a simmlar function as neurolingmstics in that both research disci-
plines represent a field of reference whose mnsights are useful and relevant
to the practical classroom siuation. Cogmitive lingustics explamns lan-
guage and language acquisition 1n a way that 1s compatible with the find-
ings of other cogmtion-based disciplines. Cognitive processes such as met-
aphonzation processes, prototypmg, and schematization, for instance, are
used for the desciiption of certain language phenomena. Language acqui-
sttion can thus be explained through general leaming mechanisms such as
the formation of analogies or schematization.

Hence, our approach to language learming and teaching employs cognitive
lmguistics, psycholinguistics, neurohnguistics, and cognitive cultural sci-
ences as referential disciplines. These disciplines do not necessanly adopt
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cultural or intercultural aspects in a way which 1s essential to understand-
ing language contact and language acquisition. Therefore, the approach on
cognitive language pedagogy presented in this book takes culture-sensitive
stance on cogmtive SCIENces.

Structure of the book

The book relates the theoretical basics of language acquisition to practical
aspects of language teaching. It views language acquisition from the per-
spective of the leamer’s abilities to enhance their linguistic and commumni-
cative repertoire. How cognition and language are connected, therefore,
constitutes the guiding question of this book. In order to mvestigate the
complexity of aspects involved, this book begms by brefly summansing
insights mto research on the human brain as it relates to language, that 1s,
by descnibing the hardware for language acquisition and cognition. After
presenting the most relevant facts about the physical basis of the cognitive
system 1n the brain, the book takes a closer look at how the cognitive sys-
tem facilitates the representation of concepts, images, and image schemas
as well as processes of meaning generation and mental mapping, such as
metaphorization processes. Such processes are best explamed and illus-
trated 1n the metaphorical domains of space and time and their interrela-
tionship. Spatiality and temporality are among the most crucial domains of
all known languages and, therefore, well suited to be presented in detail.
These domains are also central to cognitive grammar, the most important
reference discipline to cognitive language pedagogy. The book presents
the foundations of cognitive grammar as they relate to the construction and
acquisition of languages. Processes of chunking and dechunking have been
found to be crucial for leamers in constructing langnage inventones. Fur-
thermore, if we take a leamer’s perspective on the construction processes,
then the orgamzation of and access to the multilingual lexicon and lan-
guage comprehension and production processes provide crucial mnsights
into the acquisition of foreign languages. Despite the fact that linguistic
material can be separated into the most atomized of units such as pho-
nemes, syllables, words, and sentences. using language and commumni-
catmg are much more than the mere combination of these atoms. It 15 the
cognitive processes that make sense of the spoken or wnitten matenial and
generate meaning. Therefore, if leamers are supposed to communicate 10
a foreign language, they ought to be able to produce coherent and cohesive
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texts, but it 1s not the product that counts m language teaching but the text
generation processes themselves, similar to reading and producing ]:ryper—
texts. As a result, the book deals extensively with information processing
and mental mappings i mtercultural contexts and other cognitive pro-
cesses mvolved i reading, listening, speakmg, and writing in a foreign
language. The book then goes on to discuss aspects of multimediality, mul-
t:lmndahty and multicodality m the construction of communicative com-
petences in leamers of foreign languages. These aspects deserve much
more attention than commonly accorded 1 language pedagogy because
theonies of multimedia leaming challenge the most fundamental assump-
tions of traditional and modem language teaching methods. They also open
challenging ways to reconceptualising language teaching approaches. in-
cluding the teaching of grammar and the most modern task-based and con-
tent-integrated approaches.

The book concludes with a programmatic chapter that incorporates all
listed aspects of cognitive, psycho-linguistic, linguistic. mtercultural, me-
dia-based, and pedagogical research i that 1t presents a theoretical frame-
work of a cognitive model of language pedagogy, a model which 1s based
in cogmitive grammar but focusses on employmg the intercultural pro-
cesses of linguacultural encounters. How the model works 1n practice is
explamned and 1llustrated in the final segments of the chapter.

Each chapter contains various experiments and review questions for a
lively reading expenence and for easy transfer into teaching practice. The
chapters can be used in random order or followmg the thematic progres-
sion. Ample references to research literature create access to further read-
ing and perspectives.
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1 Language Learning and Cognition

Similar to neurolinguistics, cognitive linguistics 1s a neighbourning disci-
pline whose findings are particularly relevant and valuable to teaching
practice. These findings. however, are not directly transferable due to the
introspective nature of the methods with which they are obtained. Cogm-
tive linguistics explains language and language acquisition m a way that 1s
compatible with findings from other cognitive disciplines: cognitive prin-
ciples such as metaphonization or prototype effects serve to charactenze
particular language phenomena. Universal leamming mechanisms explain
language acquisition processes such as analogy formation or schematiza-
tion. Cogmitive lingmistics and neurohnguistics are, therefore, both m-
portant reference disciplines which serve as the basis of a cogmtion-based
approach to language pedagogy. In this chapter, we will mntroduce the basic
assumptions and methods of these two disciplines along with qualitatively
new ways of teaching language and culture. In particular, this chapter wall
conduct a historical review of lingmstic and grammatical theories up to the
present day and delve into the organizational principles found 1 all natural

languages.
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1.1 Cognitive Linguistics

In this chapter, we explore several fascinating questions: how do lan-
guage, thinking, and cogmtion relate to each other? To what extent does
language reflect the general conceptual system of human bemngs? Ac-
cording to which general principles are natural languages orgamzed? In
order to answer these questions, we will conduct a historical review of
linguistic and grammatical theornies up to the present day. We wall subse-
quently delve mto the organizational principles found in all natural lan-
guages, as well as into each ingmstic field (syntax, morphology. and the
like). Fally, we will show how different conceptualizations of a scene
or rather of an event are reflected m linguistic formulations.

Study Goals

By the end of this chapter, you will be able to:

- understand various historical and cument research perspectives
concermng the relation between language, culture, and cognition

- understand the basic premuses of cognitive linguistics and distin-
guish cognitive linguistics from other approaches

- recognize the advantages of cognitive linguistic approaches for
explaming grammatical phenomena

- 1identify the most important elements of cognitive language ped-
agogy and establish their added value for teaching practice.

1.1.1 World, Language, Thought

There is a persistent and widespread myth that language should be a neutral
medium that does not interfere with reality and thought, a transparent glass
surface that offers an unobstructed view of meaningful content. For exam-
ple. Savory’s (1967) book The Language of Science begins with an epi-
graph suggesting that the mtermediary function of language 1s responsible
for makmg 1t harder to acquire knowledge: “There can be no doubt that
SCIENCe 15 10 many ways the natural enemy of language”. Such concepts
are remarkable msofar as that the importance of language as a constitutive
instrument in the process of perception and knowledge acquisition, 1.e., the

20



foundation for complex mental constructions and not its detractor, has al-
ready been discussed exhaustively in numerous important works. Influen-
tial philosophers of language ranging from Humboldt, Locke, Vico, or
Condillac to Casagrande, Osgood, Hjelmslev, Ullman, Schlesinger,
Vygotsky), and Weinreich, as well as those that followed 1n their footsteps,
have provided ample evidence for the mnterdependence of language and
thought. However, 1t seems that they left only a few impressions on the
public at large, and equally few across large portions of science and aca-
demia.

Vygotsky) describes the words of a language as a microcosm of human
consciousness. It 1s constantly changing in the process of the phylogenetic
development of languages:

Linguistics did not realise that 1n the historical evolution of lan-
guage the very structure of meamng and its psychological nature
also change. From primitive generalizations, verbal thought rises
to the most abstract concepts. It 15 not merely the content of a
word that changes, but the way in which reality 1s generalised
and reflected m a word [...]. (Vygotsky 1962: 121)

Thought and language, which reflect reality m a way different
from that of perception, are the key to the nature of human con-
sciousness. Words play a central part not only in the development
of thought but mn the historical growth of consciousness as a
whole. A word 15 a microcosm of human consciousness.
(Vygotskyy 1962: 153)

Boas concludes from language comparisons that languages each focus on
different aspects of an overall concept or rather of an overall mental image.
This 15 an aspect which we will revisit once more when discussing the con-
cept of perspectivization, which has far-reaching implications for cognitive
langnage pedagogy:

When we consider for a moment what this implies, 1t will be rec-
ogmzed that m each language only a part of the complete concept
that we have in mind 1s expressed. and that each language has a
peculiar tendency to select this or that aspect of the mental image
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which 1s conveyed by expression of thought. (Boas 1911; quoted
in Slobin 1996: 71)

Scientists such as Heisenberg and Einstein are also aware of the fact that
language and knowledge are mterconnected in different ways. While Hei-
senberg discusses the necessity of concepts for understanding the world,
Emstein picks up on the cognition and identity-shaping character of lan-
guage and the formation of the inguacultures:

The existing scientific concepts cover always only a very limited
part of reality, and the other part that has not yet been understood
1s infinite. (Heisenberg 1958: 201)

What is 1t that bnngs about such an ultimate connection between
language and thinking? [...] the mental development of the mdi-
vidual and his way of forming concepts depend to a high degree
upon language. This makes us realise to what extent the same
language means the same mentality. (Einstein 1981: 7)

Cognitive hnguistics systematically deals with how thinking about mental
models and image schemas are represented in language, and how these
models further influence our thinking. This has far-reaching implications
for how the way language works can be made visible and relevant for eve-
ryday use and. consequently, how language can be taught. In the following
section, we outline the basics of this comparatively new linguistic ap-

proach.

1.1.2 The Road to Cognitive Linguistics

Ferdinand de Saussure strongly mnfluenced the founding of modem lhinguis-
tics. According to Saussure’s structuralism, language 1s differentiated into
langue and parole (cf Albrecht 2007: 27). Saussure defines langue as a
system of symbols and rules determined by social conventions. Parole, on
the other hand, he descnibes as the use of this system by mdividuals. It 1s
worth noting that these symbols, their use having been established by con-
vention, are always arbitrary in the allocation of what they signify (sig-
nifié, signified, the meaning of the sign) and how they signify the sigmfied
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(signifiant, signifier, the form of the sign) (cf Albrecht 2007: 43). Ac-
cordingly, languages can be considered an abstract set of ules and sym-
bols, which are related to conventions and individual use first and fore-
most. Ongmally, Saussure had considered expanding his theory with the
trichotomy langage-langue-parole, whereby langage described the lan-
guage ability of human bemgs that 1s applied to langue and parole (cf Al-
brecht 2007: 29). Saussure, however, did not explam how the components
langue and parole are related to each other in his theory of langnage. More
importantly, he did not explain how individuals are actually able to acquire
the system and its use in the first place (cf. Geeraerts/Cuyckens 2007: 11).
Years later, Chomsky (1965) included this aspect i his theory of transfor-
mational grammar (also called generative grammar) and explained it,
among other things, with the presumed existence of an innate language
acquisition mechanism (LAD). According to Chomsky, every individual
possesses an innate umiversal grammar, m which the necessary
knowledge on the system of a language 1s stored. Chomsky descobed it as
the competence of the individual (cf Hoffmann 2003: 2). With compe-
tence and the existence of umversal grammar, the individual 1s also able to
use the language system, for which Chomsky used the term performance.
This 1s more or less equivalent to de Saussure’s concept of parole, although
it only plays a secondary role in transformational grammar (Smir-
nova/Mortelmans 2010: 11). However, in Chomsky’s theory, the social di-
mension and the commumcative function of language and language acqui-
sition were being completely 1gnored (cf. Geeraerts/Cuyckens 2007: 11).
For example, Chomsky interprets grammar as a rather abstract set of rules
that can be established by transformations (replacement and conversion
tules) (also cf Klenk 2003: 71). The respective underlying transformations
should enable the transition from a deep structure into a syntactic surface
structure or concrete utterances (cf Klenk 2003: 74). Accordingly, gram-
mar 1s formally operational and forms a coherent set of rules. Individuals
can only modify 1t to a very small extent. and it can function relatively
independently from meaning and general cognition. From this perspective,
language 1s determined by a universal grammmar and 1s quite ngid: it cannot
be easily mamipulated by non-linguistic cognition.

It was not until the end of the 1980s that cogmtive hinguistics led to a par-
adigm shift from a mainly syntax-onented language descoption to a mean-
ing-oriented one. Langacker (2008a: 8), one of the most important repre-
sentatives of cognitive hinguistics, clamms “[1]f generative linguistics views
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syntax as bemg central to language, Cognitive Linguistics accords this
honor to meaning”. Cognitive linguistics consequently emphasizes the
symbolic function of language, whose parts or symbols are described as
pairs consisting of (phonological) form and meaning. The conceptual or-
ganization panciples of the symbolic system of language — and of gammar
in particular — explain cognitive linguistics mainly via general processes
and phenomena of human cognition, such as analogy formation, categon-
zation, composition, prototype effects, and the hike (cf. Langacker 2008b).
Thus, language descoption attains a cognitive plausibility. The changea-
bility of the symbolic system by the speakers themselves, mn contrast to
previous approaches, 1s emphasized strongly in cognitive linguistics: sub-
stantial importance 1s given to the actual use of the linguistic system and a
speaker’s knowledge of its use. The grammar 1s held responsible for a
speaker’s knowledge of the full range of linguistic conventions, regardless
of whether those conventions can be subsumed under more general state-
ments (Langacker 1987 494).

This shows that the speaker’s linguistic knowledge 1s crucial. Conse-
quently, cogmtive linguistics tumed away from Chomsky’s generative
grammar. The main part of the criticism directed towards generative lin-
guistics includes the following aspects:

- The autonomy of the language module postulated in generative
grammar is no longer acceptable. since language as part of the hu-
man cognitive system also works in accordance with general cog-
nitive panciples (cf Barcelona/Valenzuela 2001: 19). Examples
are the metaphonzation processes 1 language, dunng which con-
crete, non-linguistic expenences are used as a conceptual base for
abstract concepts.

- Large parts of language are contrived as exceptions in generative
grammar and thus excluded. Cogmitive hinguistics. on the other
hand, descnbes hinguistic realizations as parts of a continunm
which 1s able to portray the proximity or rather the distance to a
prototype (cf. Evans/Green 2006).

- The generative perspective regarding language acquisition as a
natural phenomenon and as an immate human ability 1s no longer
represented in cogmtive linguistics. The idea of language as a for-
mal set of rules detached from a social and cultural context 1s thus
rejected (cf. Geeraerts/Cuyckens 2007: 13). Instead. language 1s
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viewed as a product of the interactions between mdirviduals 1 a
particular cultural context, and thus comprehended as a code cre-
ated by human beings and acquired via general leaming mecha-
nisms.
Various approaches have emerged in the field of cognitive linguistics with
the aim of achieving greater plausibility between language description and
general human cognition. Among these are cognitive semantics (Talmy
1983, 2000), construction grammar (Bergen/Chang 2005, Croft 2001,
Fillmore 1988, Tomasello 2003), conceptual metaphor theory
(Lakoff/Johnson 1980, Lakoff 1987), and cognitive grammar (Langacker
1991). Although each of these approaches share the basic premises of cog-
nitive linguistics, they all differ in their focus. The most important consti-
tutive features of cognitive linguistics are:

- Language is a symbolic system.
- Language is part of general human cognition.
- Language is a usage-based system.

We will expand upon our understanding of these features in the next sec-
tion.

1.1.3 Basic Premises of Cognitive Linguistics

The first basic premise concerns the symbolism of language (cf. Ev-
ans 2012). Like previous grammatical theonies, cognitive linguistics con-
siders language to be symbolic. Symbols are the basic units of language
and consist of a meaning component and a form component. Therefore, all
areas of language, mcluding grammar, are always meaningful (see Lan-
gacker 2008b: 8). This resulted in an important insight in terms of gram-
mar, namely, that it 1s no longer percerved as an abstract and arbitrary set
of rules. Rather, it forms a continuum of symbolic structures in conjunction
with the lexicon (cf Langacker 2008a: 67). In this way, both the word cof~
fee maker and various grammatical cases each have one or more mean-
ing(s). In an mversion of this argument, this means that teaching vocabu-
lary as well as teaching grammar 1s actually about teaching meaning. With-
out the meaning component, the symbolic unit cannot be fully acquired
(see Langacker 2008c). Despite these sitbmlanties, there 1s a very obvious
difference between the meaning components of both symbols. The mean-
ing of the word caffee maker 1s relatively immediate and can be concretely
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determined. Meanwhile, the meaning of the case system of a language such
as Russian, Latin or German 1s more complex, less tangible and possesses
a higher degree of abstraction, called schematization (cf Langacker
2008b: 22, Meex/Mortelmans 2002: 51). Talmy (2000) takes a closer look
at this difference: the semantic function of grammar or rather of grammat-
ical structures 1s to represent the conceptual structure of language, while
the semantic function of the lexicon or rather lexical structures 1s to repre-
sent the conceptual content. In other words, grammar 1s the conceptual
structure that organizes conceptual content, 1.e., the lexicon. Talmy (2000)
was not pnmanly concemed with elaborating on the prninciples of the con-
ceptual structure of language, grammar. Instead, he was mainly interested
in mdexmng the general conceptual system of human beings using lan-
guage. Thus, according to Talmy, language 1s a means of observing general
cognitive structures.

Talmy’s position necessitates another basic premise: language 1s not a sep-
arate module m the human mind. but 1s a part of general human cogmtion
and follows the same principles. This premise 1s also known 1n research as
the cognitive commitment (cf Evans/Green 2006: 193). Accordmg to this
commitment, language and grammar also reflect the organizational prmci-
ples of the conceptual system. Aspects of perception as well as processes
of figurative thinking, and metaphonization are closely related to the sym-
bolic system of language. These processes in tum feed on physical expen-
ences (for example movement, pressure, strength, part-whole-relationship,
verticality, etc.; cf Evans/Green 2006). Let us take the following sentence
as an example: Some inner cities are run down due to a lack of investment
by the upper classes. In this example we clearly see how abstract concepts
of language can be structured by concrete physical expenences: DOWN is
bad, UP 15 good. The physical expenence of verticality in space 1s applied
to something abstract and intangible. This process of metaphorization (or
mapping; cf. Gibbs/Ferreira 2011), according to the conceptual metaphor
theory (Lakoff/Johnson 1980, Lakoff 1987). 1s a central tool of human
thought and action. It 1s the use of metaphornization processes in particular
that opens up qualitatively different ways of conveying seermngly abstract
language areas such as grammar. Metaphors are ultimately based on phys-
ical expeniences which are equally pronounced m every leamer.

The third basic premise of cognitive linguistics 1s that language 1s usage-
based (also cf Evans 2012, Behrens 2009: 429, Langacker 2009: 628).
According to the usage-based approach, speakers use general learning
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mechanisms such as generalization, categonization, or composition to rec-
ogmze similanties between mdividual utterances and identify patterns (cf.
Langacker 2008b, 2009) mnstead of these mechanisms themselves doving
speakers to use language. Cogmtive linguistics dissociates itself from the
assumption of an innate grammar in the belief that the establishment of
language structures requires an intensive analysis of authentic utterances
from mnput. By adopting the gradual schematization of language structures
from concrete utterances, cogmtive lmguistics emphasizes the importance
of language usage m a communicative, or rather social, context. The cod-
ing and symbolization of meaning in a language provides shared
knowledge within a language commumty hereby establishing the social
and imnteractive function of language (cf. Evans/Green 2006). This entails
a signmficant consequence for grammar teaching: the increasing schemati-
zation and categonzation of the linguistic utterances within a grammatical
structure cannot be substituted by an explicit explanation of the mles (cf
also Achard 2008: 440). The relevance ofthe usage-based approach for the
teaching of language and culture is discussed 1n more detail m Chapter 8.

In addition to the three basic premises, cognitive ingmstics also postulates
the existence of organizational pninciples for human languages. These are
not only identical i all linguistic fields (syntax. morphology, lexis. and the
like). but also apply to general human thought processes, such as categon-
zation according to prototypes or polysemy. We will explore these princi-
ples in the next section (cf Jessen/Blomberg/Roche 2018 for an introduc-
tion to cognitive hnguistics with special emphasis on morphology, 1m-
agery, grammar, linguistic diversity, texthnguistics, language acquisition,
and gesture).

1.1.4 Organizational Principles of Natural Languages

We do not simply percerve the world as a random jumble, or allow all im-
pressions to penetrate into our brains and somehow manage them. Instead,

we sort through our non-linguistic and limguistic input. This aspect of our
thinking is reflected m the organization of language in the minds of speak-
ers (and hearers). According to Evans & Green (2006: 28; cf also Ev-
ans 2012), natural languages are orgamzed according to certam pnnciples,

which are observable both in the lexicon and i grammar. In what follows,
we will explain some of these principles in reference to Radden (2008).

27



1.1.4.1 Prototypes

The prototype effect 1s an important principle. Cognitive psychological
research has shown that the organization of concepts as basic cognitive
entities does not follow certain criteria or fixed definitions but follows the
prnciple of centrality nstead (cf. Evans/Green 2006: 28, Geeraerts 1989,
Radden 2008). The prototype effect can most likely be explained by the
fact that, due to a certain distance (deviation), our conceptual categories
are often not easily compatible with actual expenences (Rosch 1975).
Thus, prototypes should be regarded as central representatives of a certain
category. Other representatives of the same category differ m their mten-
sity and dimension from the prototypes (Barcelona/Valenzuela 2011: 21).
The central representative usually possesses the maximum number of char-
acteristics that can (but need not) be shared with the other representatives
of the category. The conceptual organization according to prototypes also
assumes that there 15 no charactenistic that must be common to all the rep-
resentatives of a single category. To illustrate the prototype effect, let us
take the concept of the German word Kugel (ball or bullet) as an example:

a. b. C. d.
Figure 1.1: Prototype effect, example of the category Kugel (ball)

It 15 obvious when looking at the vanous figures that a) is the prototypical
and best representative of the category Kugel (ball). While the other rep-
resentatives of the Kugel (ball) category can be recognized as such, they
differ in some way or another from the central representative: d) represents
a metaphorical extension of Kugel (ball), b) refers to a ball mn its synony-
mous use as in (soccer) ball and c) to a certain type of ball, namely a balliard
ball (Billiardkaigel). The distance between the prototype and the other rep-
resentatives of the category varies according to the type of deviation. As
already mentioned, in this example there are no common cnteria that de-
fine all representatives of the ball category. For example, the feature round
object that can roll 1s not fulfilled by d) (Gemman Kugel, English bullef).
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Consequently, prototypes according to Geeraerts (1989) can be defined by
the following characteristics:

- Prototypes possess members with varying degrees of typicality.

- Peripheral representatives of a prototype are blurred.

- Categones cannot be defined according to critena.

- The semantic stucture of prototypes is organized radially.
The prototype effect, however, not only affects the semantics of individual
words, but also phonology. phonetics, and grammar in general. Thus, 1n
the field of phonology, there are various realizations of the same phoneme.
Despite their differrent phonological features, these realizations can be as-
signed to the same phoneme. Therefore, the realization of the phoneme
could be descnbed as prototypical. For example, the sounds [¥] and [1] 1n
German are different realizations (allophones) of the same phoneme /R/.
Depending on the dialect. one or the other realization of the phoneme /B/
15 referred to as prototypical by its speakers. In the field of phonetics, Kuhl
(1991) found that vowels such as the sound [1] are intemally structured as
a category so that the different phonetic realizations of the sound are
judged by the proximity or distance to the prototype. Kuhl noticed m addi-
tional expeniments that there 1s a magnetic effect (perceptual magnet effect;
cf Kuhl 1998, Iverson/Kuhl 1995): the occurrence of the prototype as a
stimulus results i a better evaluation of the surmrounding sounds.

The prototype attracts, so to say, the other sounds, as shown in the follow-
ing figure:

A. B.

Figure 1.2: Magnetic effect (Kuhl 1998: 58)
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Another example of the occumence of prototype effects withm the lan-
guage system is the fact that not all transitive verbs can be changed mto
passive (cf. Evans/Green 2006: 32):

1. He washed his hands;
*His hands are washed by him(self).
2. The company Bertelsmann possesses more than 70% of RTL

Group shares;
*Over 70% of RTL Group shares are possessed by the Bertels-
mann Group.

Some transitive verbs do not appear to share the feature of passivization
with other representatives of the category. However, it 1s a circumstance
that can be explained from a pragmatic pomt of view: since the passiviza-
tion primarily causes a shift in focus from the agent to the patient, such a
shift does not appear to be necessary for utterances in which agent and
patient are identical (1). Also. verbs such as possess, have, retain and sim-
ilar verbs (2), which associate an owner with a possession (cf
Verspoor'Lowie 2003: 87) do not seem to require the progressive aspect
of the passive.

Experiment

Let us conduct an expenment regarding the prototype effect. Think
about a specific concept (for example sofa, bicycle, tree, or stmilar) and
look for different images of the selected concept, stmilar to Figure 1.1
Then number them from 1-5. In the next step, ask three or more volun-
teers which 1mages are close to the prototype of the chosen concept, and
which are more distant.

What can you observe from the results? How would you explain the ob-
served effect to the vanous volunteers? As a group, think about the con-
sequences your observations could have for your language teaching.

1.1.4.2 Polysemy

The concept of polysemy is associated with the prototype effect. It occurs
when a linguistic unit has several (poly) meanings (seme). In the lexicon,
this stnking phenomenon utilizes words, often through metaphonzation, to
denote different meanings. For example, the word source: the word may
refer to both source of groundwater and source of information. Polysemy
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15 also a common phenomenon in grammar. An often-cited example 1s the
morpheme -er in its tole as an affix m the nominalization of verbs. It 1s
possible to use the mompheme -er for different purposes i German (cf
Wildgen 2008) and English. The combmation of a verb with the affix -er
can mark the agent of a scene (for example, explorer, buyer). -er can also
be used to encode an instrument (for example, cooker, spoiler) as well.
Modal verbs are another example of polysemy m grammar. The modal
verb must designates both an mtemal force (for example I must be honest
with my friend) as well as an extemal pressure (for example, I must hand
in the report tomorrow).

1.1.4.3 Taxonomies

Taxonomies represent another orgamizational prninciple of natural lan-
guages. Taxonomy 15 a familiar term borrowed from the field of general
cognition. Conceptual semantic categories do not float around 1n 1solation
in our conceptual system, but are linked to each other in a hierarchical
manner (cf Radden 2008). By using hypemyms (vehicle == car) and co-
hyponyms (car < motorcycle). taxonomies provide a way to manage the
structure of conceptual knowledge economically (cf Neveling 2004: 42).
In order to systematize vocabulary, some textbooks such as Memo employ
taxonomic strategies that are based on subordnate or pamallel systems (cf.
Roche 2013: 93). Vocabulary traning 1s more easily reconciled with the
orgamzational principles of our conceptual system in this way. At the same
tume, it supports the development of different networks of lexical
knowledge, which in tum allow for the use of different memory and re-
trieval routes. According to Radden (2008; also cf Neveling 2004), “basic-
level-words™ possess a special cognitive conciseness within taxonomies.
On the one hand, they provide us with concrete mental images of our ex-
penences, but on the other hand, they do not contain too many details that
might possibly make their storage more difficult. However, the memory
efficiency ofbasic-level-words 1s not only attnbuted to their cogmtive con-
ciseness, but above all to their communicative relevance (cf Neveling
2004: 44): a word like car 15 more common in communication than, for
example, the word sidecar and 1s, therefore, of greater relevance to speak-
ers and learners. For this reason, the teaching of basic-level-words 1s par-
ticularly suitable for the initial phases of vocabulary acquisition.
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1.1.5 The Role of Cognitive Linguistics in Language Pedagogy

‘We have shown duning vanous points in the current chapter how a cogmi-
tive linguistic approach can affect language teaching. In the following sec-
tion, we bnefly preview the most important principles of a cognitive lan-
guage pedagogy.

For a successful acquisition of grammar constructions, 1t 1s first necessary
to acquire their meaning (cf Langacker 2008b, 2008c). Secondly, the in-
creasing schematization and categonzation of the concrete grammatical
structure must be based on authentic mput and not on the explicit explana-
tion of rules (cf Achard 2008). Thirdly, grammar 1s not an arbitrary and
abstract system, but conceptually motivated and organized 1 accordance
with the pnnciples of general cognition and the perception of physical ex-
penences (cf. Evans/Green 2006). We can conclude from this last aspect
that grammar should also be teachable through concrete, physical expen-
ences (cf Littlemore/Low 2006, Sufier 2013: 16). It 1s the only way to sim-
ulate concrete actions mentally and thereby make grammar tangible. Such
mediation 1s supported either by corresponding physical expenences (ges-
tures or facial expressions) or by animations which illustrate a grammatical
phenomenon of a language in a cogmitive linguistic fashion. In Chapter 8,
we show how this 15 done 1n various grammatical areas.

As you will see i Chapter 8, task-based approaches prove to be a particu-
larly suitable methodological framework for the use of grammar anima-
tions. In line with the cognitive linguistic premises, task-based approaches
assume that words and grammar are percerved as actions, and that lessons
are leamned from their success (cf. also the pnnciple of the complete action
cycle). In other words, 1t 15 only through the use of language in concrete
sifuations that grammar constructions are acquired and further developed,
or, rather, specified according to situational. These principles correspond
with the cogmtive linguistic postulate of a usage-based approach in the
sense that languages are only gradually acquired through their contempo-
rary use m concrete situations (cf Behrens 2009, Bybee 2008; for more
details, see Chapter 8.1). The term task-based approach has been estab-
lished for teaching methods representg the “doing of things with words™.
In terms of pragma-linguistic theory 1t would, however, be more appropmn-
ate to refer to speech act theory or other theones on language as action, be
they linguistically, philosophically. psychologically, or pedagogically mo-
tivated. Grammar animations support the mental representation of concrete
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actions. They thereby make the connections between specific aspects of
actions and the corresponding means of language transparent (compare
Chapter 7). This principle can, for example, be applied 1n such a way that
after a first phase of explonng the ammations, the leamers themselves de-
sign the actions in the animations. The leamers can review their ideas and
see the connection between language and action repeatedly by subse-
quently replaying the designed situation. In addition, grammar animations
can be used pariicularly effectively m coopemative learning settings (Com-
paoré 2018). They provide leamers a vanety of impulses for independent
problem-solving withm the group, due to their surface-level imncomplete-
ness and their inductive form of presentation. Fmally, we should mention
that the situations that are meant to be depicted in grammar animations
should take leamers” interests and needs into account, with the aim of gen-
erating the necessary salience and relevance. Only by mcompomating the
wortld of the leamers mto the grammar ammations, are processes relevant
to learning (formation of hypotheses, analogy formation, etc.) initiated,
which enable the successive development of the new (foreign) language
(cf Roche etal 2012: 32).

Following the previous discussion, the field of cogmtive language peda-
gogy may be summarnized as follows (for more details see Chapter 8): the
term cognitive language pedagogy denves from the most important ref-
erence discipline of hinguistics, cognitive linguistics. According to Evans
(2012), cognitive linguistics 1s based on the following premises:

- Conceptualization thesis: language 1s conceptualization, 1e.
meaning 1s based on conceptualization.

- Usage based thesis: language 1s usage-based and therefore devel-
ops differently in varying cultural contexts.

- Encyclopedic semantics thesis/embodied cogmition thesis: mean-
ing 1s denved from the totality of knowledge of all conceptual 1n-
ventories and physical expeniences.

- Symbolic thesis: form and meaning are always paired and repre-
sent a fundamental umit of language.

Cognitive language pedagogy makes the conceptual and semantic refer-
ences of hnguacultural systems (linguistic systems that represent cultural
aspects) transparent and mnterculturally salient. Cogmtive language peda-
gogy does not only assume structural differences between language sys-
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tems, but also assumes that conceptual differences are elements of lin-
guacultural systems. It thus avoids the artificial separation between lan-
guage and culture, often found in language teaching and cultural education
in the form of isolated regional studies. Cognitive language pedagogy
adapts language teaching to what a learner 1s able to handle 1n a particular
developmental phase. It combines the findings of cognitive hinguistics with
those of language acquisition research, leaming psychology, and psycho-
lnguistics. Since languages and their grammars develop phylogenetically
and ontogenetically from actions and meamngs, cogmtive language peda-
gogy represents a task-based and, at the basic level, regionally and mter-
culturally leamer-onented pedagogy with a strong affimity to communica-
tive ponciples and authentic linguistic vanation.

1.1.6 Summary

- Cognitive inguistics distinguishes itself from other approaches by
defimng language as a means of conceptualizing reality. Reality 1s
fixed by the interaction between individuals in a particular cultural
context and acquired through general leaming mechanisms.

- Cognitive linguistics also assumes that language 15 a meaningful
system of symbolic structures which can be explained usmg the
principles of general cognition and cannot be generated by a fixed
set of mules. Among other things, prototype effects. metaphonza-
tion, and polysemy are appropnate for explaining the lexis and the
grammar of a language.

- Finally, the advantages of a cogmtion-based language pedagogy
can be explained by the cognitive plansibility of language descrip-
tion as well as 1ts high compatibility with task-based approaches.

1.1.7 Review Questions

1. ‘What are the major differences between cogmitive hnguistics and
generative linguistics?

‘What 1s the cognitive commitment in cogmtive linguistics?
‘What 1s a prototype effect and what role does 1t play 1n grammar?

How would you explam the advantages of cognitive language ped-
agogy over traditional language teaching methods?
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1.2 Language and the Multilingual Brain

Kees de Bot

Language processing is one of the most complex tasks our brain per-
forms. It 1s a task that requires the cooperation of parts that are connected
in a network throughout the entire brain. Some parts are more strongly
involved than others. While scientists used to believe that certain lan-
guage functions are located in specific brain areas, there is now a con-
sensus that no area of the network 1s solely responsible for language pro-
cessing. Still, there are many areas of the network 1n both hemispheres
that are of significance.

Study Goals
By the end of this chapter, you will be able to:

- explam which bramn areas are important for language processing
- distinguish between different types of aphasia and language re-
covery in bilingual aphasiacs.

1.2.1 The Brain

The hemuspheres of the brain (cerebrum) contamn distinctive, nammow
grooves or crevices on the surface which divide the bram into lobes. Each
hemisphere contamns a frontal, panetal, occipital, and temporal lobe. The
frontal lobes are responsible for controlling responses, making decisions,
thinking, and planning, as well as voluntary muscle movement (via the
motor cortex).

The hemispheres are arranged contralaterally. It means that they control
the muscle movements and receive sensory information from the opposite
halves of the body. When the sensory information flow 1s interrupted by a
stroke 1n the left hemisphere, for instance. then the night side of the body
and face will be affected while a stroke 1n the night hermsphere wall likely
result in the paralysis of the left side of the body. Our frontal lobes plan
and control our body movements and behavior and are mvolved m pro-
cessing emotions. That 1s the reason why the frontal lobes are thought to
house an mdividual’s personality. The panetal lobes, located behind the
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frontal lobes, are mostly responsible for our sense of touch and the mter-
pretation of signals heard, felt. seen, or remembered. Visual impulses are
primarnly processed in the occipital lobe located at the back of the head.
Sound impulses, on the other hand, are processed by the temporal lobes
near the ears. This 1s also where memory and emotions are located. A va-
niety of complex connections and relationships exist between the individ-
ual lobes and 1n between the hemispheres, which are crucial to the proper
functioning of the brain as a whole.

vocalization center of the motor cortex motor cortex

5

Wernicke's area

frental lobe

occipital loba

visual cortex
Broca's area

corpus callosurm  primary auditory corlex
(most imporiant connective fibers
between the cortexes)

Figure 1 3: Side view of the left hemisphere with its four lobes (frontal, panetal,
occipital, and temporal lobe) and its most important processing centres (Roche
2013a: 54)

The most prominent of the areas associated with language processing are
the Broca's area and Wemicke’s area. The corpus callosum i1s the main
connector between the two areas.

The most pervasive hypothesis on the underlying functions of these classic
language areas 1s that Broca’s area i1s mainly responsible for speech pro-
duction and Wernicke’s area for language reception. More recent neu-
roimaging studies suggest, however, that this division 1s not sufficiently
accurate. Researchers have proposed other explanations. such as attrib-
uting these areas to grammar (Broca) and meanmg (Wermicke). Still, most
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studies on this matter agree that these classic langnage areas are essential
to language processing.

1.2.2 Bilingualism and Lateralization: The Bilingual Brain

Before the development of neuroimaging methods, researchers used a
number of methods to study the involvement of both hemispheres in lan-
guage processing. One of these methods was the visual-half-field para-
digm: participants had to focus their eves on a dot in the middle of a screen,
while focal point words were projected to the left or to the nght of 1t. After
the session, the informants were quizzed on the words presented m the left
or right visual half-field. Although findings were often ambiguous, partic-
ipants typically remembered words presented in the nght visual half-field
better than the words projected on the left half-field. The presumed expla-
nation for these phenomena was that the right visual half-field was more
directly connected to the domunant left hemisphere. Therefore, words 1n
that half-field were remembered best. A vanant of this task 1s auditory di-
chotic listening. In this task, the participants hear words i their left ear and
other words in their nght ear. Words heard in the dominant ear (contrala-
teral to the dominant hemisphere) are typically retained better. Researchers
then modified the expenment in consideration of the mput language. In
this version of the experiment, the participants heard two languages simul-
taneously, one in each ear. The scores of monolhinguals served as points of
reference for the degree of lateralization. In a number of publications,
Paradis (2001, 2003, 2007) argues that it 1s wrong to assume a stronger
involvement of the right hemisphere in multilingualism. He also crificizes
the testing methods as inadequate and unreliable. He reacts strongly toward
attempts to find a unique set of conditions that could produce the desired
hemisphenic specialization effect. In Paradis” view, the non-dominant hem-
1sphere 1s mvolved m figurative and metaphoric langnage as well as in su-
pra-segmental aspects of articulation. He claimed that looking for a lateral
specialization for other aspects of language was comparable to searching
for the Loch Ness monster (cf Paradis 2003). More recent research which
utilized neuroimaging techmques has more or less confirmed Paradis’s line
of argumentation. With the recent growing awareness that language 1s not
tied to a specific area, interest m the lateral specialization of languages has
faded. It has been replaced with an interest in the networks of cells spread
across both sides of the cerebral cortex.
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Language Representations in the Multilingual Brain

In addition to lateralization m bilinguals, many researchers focused on the
question of whether a person’s different languages activate neurons i the
same brain regions or not. Initially, scientists believed that different lan-
guages might be stored 1 different areas of the bram. This hypothesis arose
mainly from reported cases of the selective loss of only one of a bilingual’s
two langnages after a brain injury or a stroke. The neurologist Albert Pitres
(1895; cited 1n Paradis 1997) claimed that separate language areas in balin-
guals would be highly unlikely. A stroke or brain mjury would have to
selectively affect the specific language in the four areas that subserve lan-
guage, namely two sensory centres (one auditory and one visual) and two
motor centres (one graphic and one phonetic). Pitres’ views have not only
persisted to the present day, but have m fact been confirmed and expanded
upon by nenroimaging studies.

An interesting study used functional Magnetic Resonance Imaging (fMRT)
with the goal to identify the brain regions responsible for word generation.
This method utilizes the fact that blood flows to a specific part of the brain
when groups of neurons become active i this area (1.e., when this part 1s
used while responding to a specific sttmulus sound, image, film, etc.). Our
blood contains iron, so when fresh blood flows together, the iron distorts
the magnetic field. This in tum is detected by the fMRI scanner.

The study was conducted with both early and late fluent Mandarin-Enghish
bilinguals (Chee/Tan/Thiel 1999). No differences in cortical activation
were found while subjects silently generated words either in Enghish or in
Mandann, despite the large differences between the languages and their
wrting systems. The active areas for both languages mcluded Broca’s area,
a part of the frontal lobe known to be responsible for executive control,
and the motor area known to be involved in the articulation of speech. In-
terestingly_ the active regions did not differ between the participants who
started learming English before the age of six and those who had started
leaming English after the age of twelve.

An overlap of active brain regions has also been determined 1 a study in
which fluent Dutch-English-French tnhnguals performed different tasks
(for example naming and reading comprehension). The data, however,
does suggest differences in the mtensity and extent of the activation pattern
(Vingethoets et al.. 2003). It appears that a more extensive set of brain
areas 15 mnvolved during the processing of the less-proficient or later
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leamed language. A meta-analysis by Indefrey (2006) of 30 localization
expenments confirmed the lack of specific active regions in terms of L2
processing. The studies Indefrey analysed did, however, reveal differences
in the strength of activation between L1 and L2, The second language ap-
pears to evoke more activation specifically in areas around and mncluding
Broca's area.

1.2.3 Neuroplasticity and Second Language Acquisition

For a long time, the brain was viewed as a ngid structure which limited
human activity. More recently, the emerging consensus among researchers
15 that the brain actually reacts and adapts to exterior stimuli. The question
that remains. then, 1s to what extent the acquisition and use of a sec-
ond/third/fourth language causes functional and structural changes in the
brain.

Green, Cnnion & Price (2006) worked with a number of studies that have
provided data showmg a relation between the structure of the human brain
and certam leaming tasks. The most prominent study is likely Magure et
al.’s (2003) on the differences in brain structures in expenienced and novice
London taxi drivers. This cross-sectional study showed that the amount of
expenence in cab-driving comrelated with the grey matter density and the
size of certain brain areas. Thus, specific expenences led to structural
changes mn the brain.

Harding. Paul & Mendl (2004) examined the relation between learning
juggling skills and leaming-induced plasticity in the bramn. They compared
a group that was leaming to juggle with a non-juggling group. The two
groups’ brains were scanned before the juggling traming program com-
menced, and agamn three months after the beginning of the traming pro-
gram_ as well as three months after that. While there were no differences
between the two groups in terms of grey matter density dunng the first
scan, there was a significant bilateral expansion in grey matter in the mid-
temporal area and i the left postenior sulcus intraparietalis when com-
p:mng the second scan to the first one. This difference was observed to
increase dunng the penod after the second scan. During this penod, neither
of the groups engaged in any juggling activity. Visual areas exhibited more
plasticity than the motor areas. The reason may be related to the demands
of the specific juggling routine, the three-ball cascade, which the partici-
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pants practiced. The question now is, can the activity of learing a lan-
guage also lead to structural and functional changes in the bramn? Though
the previous sections have in part addressed this question, the next chapter
will focus on specific neuroimaging techniques that are used to assess
whether the use of second or third languages leads to structural and func-
tional changes or changes in language processing over time within the

brain.

1.2.4 Summary

The classic language areas of the brain are Broca’s area and Wer-
nicke’s area. They are pnmarily involved in language production
and language comprehension, respectively. More recent neurolog-
ical examunations propose a more varied explanation, such as at-
tributing the areas to grammar (Broca) and meaning (Wemicke).
Different languages are not located m different areas of the bram.
They reside m the cellular network within the known language ar-
eas of the brain.

1.2.5 Review Questions

1.

Describe the stucture of the brain. Which areas are responsible for
language processing?

How are multiple languages represented in the brain? What do re-
search findings indicate?

40



2 Concepts, Images, and Image Schemas

We often resort to bodily experiences that are familiar to us from everyday
life to express abstract concepts. This 1s the case in metaphornical expres-
sions such as fo sit on the fence (Gemman zwischen zwei Stiihlen sitzen,
literally: to sit between two chairs) or to give somebody a hand (German
Jjemandem unter die Arme greifen. lterally: to grab someone under the
arms). We no longer notice that bodily expenences are also the foundation
of many areas of grammar. In order to refer to the abstract concept of time,
we use expressions such as we have moved up the appointment and pushed
it back to next week which are based on the spatial concepts such as UP
and BACK. Other aspects of grammar such as modal verbs utilize the bod-
ily expenence of force and dynamics: the modal verb must used in the sen-
tence everyone must pay taxes can be interpreted as a kind of pressure
which forces us mto (fictitious) motion. It 1s mstantly evident from these
examples how entwined language and 1magery are. This chapter revolves
around the question of how language can be described using these image-
based concepts and how more transparent explanations of structural prop-
erties allow for more illustrative, efficient, motivating. and fun-filled lan-
guage teachmg and leaming. Chapter 8 provides illustrations of how met-
aphors can be used i cognitive language pedagogy. We will show how the
grammatical phenomena of a language can be made transparent an acces-
sible through metaphoric imagery, a core area of cogmtive hinguistics.
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2.1 Image Schemas and Metaphorization

Foreign language teachers often attempt to illuminate obscure areas of
language with the use of images and drawings in class. For example,
teachers may use ammated words that fly into place on a screen to explain
verb positions and colorful highlights to illustrate differences in case end-
ings. Though teachers believe in the added value of such illustrations,
these methodical teaching techmques only help the students m digesting
the rules of a language. The students remain puzzled about what they
consider arbitrary and lacking coherence. Therefore, it is this chapter’s
aim to explore to what degree language can be described by image-based
representations. Following the previous chapter, the first section of the
present chapter will therefore look at how the use of image-based con-
cepts mamifests itself m language. The next section discusses the role of
bodily expenences in metaphonization. The final section revolves around
aspects of metaphor processing and notes the consequences of imparting
metaphoric competence m a classroom setting.

Study Goals

By the end of this chapter, you will be able to:

- descobe the role of images in language

- name and descnbe the different types of metaphors

- explam the processing of metaphors along with the mvolved fac-
tors

- explam the importance of metaphors in foreign language leam-
ing and teaching.

2.1.1 Imagesin Language

In the previous chapter, we became acquainted with the most important
assumptions of cognitive linguistics. Among other things, cognitive lin-
guistics assumes that language 1s closely mtertwined with general human
cognition (cf Evans/Green 2006: 193). This means that many aspects of
language and grammar can be explained through the organizational princi-
ples of general perception and bodily expenences. In this way, meteoro-
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logical phenomena such as rain or sunshine are conceptualized as contain-
ers in the English and many Germanic languages (standing in the rain,
sitting in the sunshine/lm Regen, in der Sonne etc.), while other languages
such as Spamsh, French, and Arabic conceptualize meteorological phe-
nomena as entities above us (bajo el sol/bajo la lluvia, sous le soleil/sous
la pluie). Other languages such as Russian even combine several bodily
expenences to describe the same phenomena: speakers can choose be-
tween conceptualizing the sun as a container or to profile the surface on
which the sun shines as the ground (Russian: A cmorwo na connye; literally:
I am standing on the sun).

It 1s fascinating to look at how bodily expeniences systematically influence
certain abstract areas of language. Many expressions make use of the con-
cept of verticality (UP, DOWN) to express force relations between entities
or persons: one would be under pressure or under someone’s control when
one 1s exposed to a more powerful person or entity. In contrast, persons or
entities who inhabit the more powerful position or simply assert them-
selves can supervize or even surveil others (surveiller in French or iiherwa-
chen in German, “to over-watch”™) or overcome (German iiberwinden) cer-
tain difficulties. Other language areas, such as idiomatic expressions, use
figurative language in a very obvious way, asin I'm all ears, but Twouldn 't
be surprised if the Prime Minister’s new plan doesn 't have legs or Trying
to find a parking spot in the city centre really drives me up the wall/grinds
my gear/etc. In German, with respect to the latter situation, a person might
say Die Parksituation in der Stadtmitte ist zum Miduse melken (literally:
patking in the city centre i1s ike milking mice), which is _1u5t one example
of how more colorful imagery can express the same meaning in another
language, even though different concepts are used.

While languages differ in how they incorporate bodily expenences and
mental images, the process of metaphorization 15 common to all languages:
a certain conceptual content 1s projected from a source domain to a target
domain (LakoffJohnson 1980, Roche/Roussy-Parent 2006). Source do-
mains are often concrete concepts, such as pressure, force, verticality, and
so forth. Target domains are usually abstract concepts, such as the partici-
pation in a discussion or high stress levels due to mumerous deadlines. The
direction of the projection 1s always seen as umdirectional from the source
domain to the target domain_ because the source doman 1s bound more
tightly to the physical expenence. According to Grady (2007: 188), meta-
phors are not simply linguistic conventions, but conceptual associations.

43



We can conclude, therefore, that every speaker creates new metaphors and
elaborates existing ones through conceptual processes. The followimng ex-
cerpt of a conversation shows this kind of creative handling of metaphors
in a foreign language. It takes place between leamers of English as a for-
eign language, discussing their learming expenences up to this point. The
metaphor learning a language is immersion (in water) 1s the conceptual
basis of the following conversation (Littlemore/Low 2006a: 279):

51 It 15 best for the students to be showered in a lot of English.

52 But we don’t want to throw them in the water.

51 We are not throwing them in the water, they are yust in the shower.
52 We need to get them used to the water before swimming.

51 But grammar teaching 1s like sitting on the tatami mat, and not
getting in the water.

53 And there is few [sic] water in Japan, this 1s why the classroom
atmosphere 1s more important.

Metaphors are dynamic and productive, and are an important means of ex-
pression for abstract concepts in all kinds of contexts. However, since so-
cio-cultural and pragmatic contexts also play important roles, making met-
aphors accessible via conceptual processes alone does not guarantee they
will be acquired successfully (cf De Cock/Suiier 2018, Kévecses 2015:
15; also cf. Yu 2008). It 1s often the case that unknown metaphors are sit-
uated on a continuum rangmg from universal bodily expeniences to con-
text-sensitive varations (cf Koévecses 2010). In order to make metaphors
accessible, the conceptual content of metaphors should be compatible with
both of these extremes. How conceptual metaphors are actually created 1s
our topic for the next section.

2.1.2 How Does Metaphorization Work?

Lakoff & Johnson (1980) distinguish between the hinguistic expression of
the metaphor and the underlying conceptual metaphor: while a conceptual
metaphor represents the cognitive mapping and linking of two conceptual
domains, the linguistic metaphor is the concrete realization of the con-
ceptual metaphor. In general, conceptual metaphors are, therefore, not ex-
pressed verbally. In that sense. they are not visible. They provide the con-
ceptual base structure for determuning linguistic metaphors. The basic
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structure of two linguistic metaphors 1 the following example, for -
stance, 1s provided by the conceptual metaphor ‘argument is war’, even
though it 1s never explicitly stated.

The members of parliament attacked the chancellor over the refiugee
agreement with Turkey, but she was capable of defending herself.

As you have probably noticed, not all conceptual metaphors are the same.
Some incorporate bodily expeniences such as verticality or sometimes con-
cepts such as war or immersion in water (cf Littlemore/Low 2006a). Is
there a way of categonzing metaphors according to general criteria? Lakoff
& Johnson’s conceptual metaphor theory (1980) distinguishes between
three main types of metaphors: structural metaphors, onentational meta-
phors, and ontological metaphors. Structural metaphors involve the map-
ping between two specific concepts such as love is a_journey. These can be
expressed by limguistic metaphors such as our relationship has hit a dead
end or we want to journey through life together. Onentational metaphors,
by contrast, use image schemas that can be denved from real-life bodily
expenences. Examples are movement, force, verticality, etc. Expressions
such as don 't get ahead of yourself ot the interest rates are rising continu-
ously use such image schemas as their conceptual base. In ontological met-
aphors, abstract concepts are conceptualized as objects or containers. An
expression such as fo have/give someone/steal an idea presuppose the con-
ceptual metaphor an idea is an object. Humans as recipients of emotions
might also be coneptualized as containers, e.g., he has fallen in love with
his colleague o1 the coach has put her complete trust in the team. Although
classifying conceptual metaphors m accordance with these three main
types may seem plausible, it 1s not safe to assume that all metaphors are so
easy to put mto one of these categones. It 1s often the case that metaphors,
even different types of metaphors, are combined with each other within a
single sentence (cf Littlemore/Low 2006a, Drewer 2003: 7). Take this
sentence, for example: He always put her wishes ahead of his. Both an
ornientational metaphor (“foreground 1s important™) and an ontological met-
aphor (“wishes are objects”) are present 1n this sentence.

The conceptual metaphor theory has been cnticized for the direction of
metaphoric projection (cf umidirectionality hypothesis. Jikel 2003). The
original theory states that metaphors emerge from the unidirectional map-
ping of a source domain onto a target domain. Alternative approaches such
as the conceptual blending theory (cf Fauconnier/Tumer 2002) show,
however, that mapping can be bidirectional. It may, in part, even create

45



new conceptual content that 1s contained neither in the source nor the target
domain. The blending process is especially productive m the area of word
composition, as seen m the word brunch, a word that emerged from the
blending of the concepts Junch and breaifast (cf Radden 2008). In this
case, blending creates an additional mental space which exhibats charac-
teristics that are neither contained in the concept of breaifast nor in the
concept of lunch, such as time of day or exceptionality. Weinrich (1976),
in his image field theory, stressed both the importance of context m map-
ping domans as well as the blending of words to generate metaphors (e.g.,
Windrese (Gemman)/wind rose (aka compass rose)). Lakoff/Johnson's
(1980) corpus was quite limited, so that it cannot be used as evidence of a
practical use of metaphors in discourse. The suggested methods for the
analysis of metaphors, as well as the analyses themselves, have also been
charactenized as quite mtuitive, as the evidence is chosen specifically to
justify categones created ad-hoc (cf. Kévecses 2015, Gibbs/Ferreira 2011).
Conceptual metaphor theory also does not explamn how metaphors, espe-
cially innovative metaphors, are actually processed under different circum-
stances (Boudle/Gentner 2005).

Other cognitive hnguistic approaches such as cognitive grammar (Lan-
gacker 2008b) or cogmitive semantics (Talmy 2000) have also used meta-
phonzation to explain the conceptual motivation of grammar. Talmy
(2000) and Sweetser (1990) described causal connectors and modal verbs
using the concepts of force and dynamics, while Langacker (2004) de-
scribed transitive scenes with the concept of energy transfer. These image
schemas help to describe the abstract and often nebulous meaning of gram-
mar as a conceptual structure that orgamizes the conceptual content of lex-
ical umits. The followimng section deals with the question of what exactly
image schemas are, and how they are used in metaphors.

2.1.3 The Use of Image Schemas in Language

The term image schema was coined by Johnson (1987) who descnbed 1t
as a recurrent sensory pattern of an optical, auditory, haptic, motor, or ol-
factory nature. We recognize these pattems m our bodily interactions with
the environment and store them mn schematic form (also c¢f Evans/Green
2006). We denve image schemas from bodily movement, the mampulation
of objects, the perception of pressure and external forces and so on, which
serve as a bluepnnt for structuring conceptual content (cf Grady 2005).
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Some examples of image schemas are SOURCE-PATH-GOAL, PART-
WHOLE, CONTAINER. OBJECT, PRESSURE, FORCE, and so on (cf
Johnson 1987, Oakley 2007; see Table 2.1). Because image schemas stem
from sensory expenences, they maintain information specific to the respec-
tive sensory modality, which can be evoked through processes of figurative
thinking, e g, through mental simmlations, and take the form of sensory
representations (cf. Johnson 2005: 20). Wilson & Gibbs (2007) observed
that sstmulation facilitates the processing of metaphors. The subjects of
their study imagined the physical act of pushing or performed 1t physically
before hemg introduced to the metaphor to push an argument. The result-
ing pnming effect was not observed when the participants of the study per-
formed non-relevant actions such as chewing gum. Gentner (2001; also cf
Gentner/Tmai/Boroditsky 2002) also examined the use of temporal meta-
phors and found that the expression of time concepts in different metaphor
systems can incur longer reaction times. However, the increase m reaction
time disappears when the time concepts expressed are based on the same
metaphor system. All these expenments help show to what extent concepts
from the source domain influence the expression of abstract concepts.
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SPACE UP-DOWN, FRONT-BACK, LEFT-RIGHT, CLOSE-
DISTANT, CENTRE-PERTPHERY, CONTACT,
STRAIGHT. VERTICALITY

CONTAINMENT | CONTAINER, IN-OUT, SURFACE. FULL-EMPTY.
CONTENT

LOCOMOTION | MOMENTUM, SOURCE-PATH-GOAL

BALANCE AXTS BALANCE. TWIN-PAN BALANCE, POINT BAL-
ANCE, EQUILIBRIUM

FORCE COMPULSION, BLOCEAGE, COUNTERFORCE, DI-
VERSION, REMOVAL OF RESTRAINT, ENABLE-
MENT, ATTRACTION, RESISTANCE

UNITY/MULTI- | MERGING, COLLECTION, SPLITTING. ITERATION,

PLICITY PART-WHOLE, COUNT-MASS, LINE(AGE)

IDENTITY MATCHING, ISUPERIMPOSITION

EXISTENCE REMOVAL., BOUNDED SPACE, CYCLE, OBIJECT,
PROCESS

Table 2.1: A partial list of image schemas according to Evans/Green (2006: 190)

How can we characterize image schemas more precisely? According to
Oakley (2007; also cf. Evans/Green 2006), image schemas possess the fol-
lowing traits: first, image schemas often feature complex inner structures
that make transformations possible. The image schema SOURCE-PATH-
GOAL may. for pragmatic reasons, focus on the ongin or the goal and be
transformed in such a way that only individual parts are evoked (path-focus
versus endpoint-focus according to Johnson 1987). In sentences such as
I'm going to class, we exclude information pertaiming to the origin, be-
cause 1t 15 either already known or simply imrelevant. Second. while image
schemas are denved from concrete sensory experiences, they can be pro-
cessed m different modalities (cf Evans/Green 2006: 186). The image
schema BLOCKAGE 1s motivated erther visually (for instance through the
observation of object movement impeded by applying counterforce), or
haptically (such as by feeling the counterforce via the object or the person
impeding the movement). Third, according to Evans & Green (2006: 187)
image schemas can be grouped mnto clusters, attnbutable to certain basic
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domains of expenience. Accordingly, all image schemas of a group have
one common feature: for example, image schemas of the group FORCE
express causality (a force always comes from a source), directionality (a
force always has a direction), and a force can be represented on a scale of
intensity (a force can be stronger or weaker) (cf. Evans/Green 2006).

However, there are also other types of knowledge representations present
in our munds. such as general schemas and mental images. How can we
differentiate between image schemas and these other mental representa-
tions? While image schemas intersect with mental images and general
schemas m several areas, they are nonetheless set apart from them due to
their universality and their level of abstraction. Image schemas, according
to Oakley (2007: 216), are much more dynamic and flexible when com-
pared to other schemas that we possess as more abstract, structured
knowledge about concepts and behavioural patterns (also cf Rumelhart
1975). While the abstractly stored knowledge on security procedures at the
airport can only be applied to these specific situations (1.e., presenting the
boarding pass. checking carry-ons, removing laptops and liquids, etc.), im-
age schemas such as SOURCE-PATH-GOAL apply to all movements
from Pomt A to Point B, be it in an airport or at a wedding. The various
slots of the image schemas can be filled with different items than schemas
of concepts and actions. Mental images are also not as universally applica-
ble. because they depict concrete situations and are, therefore, more spe-
cific (cf Oakley 2007: 216; see Figure 2.1). The mental image of the last
wedding you attended, for instance, cannot be generalized to apply to all
weddings, since both bride and groom and their situation are unique, even
if they wear similar clothes in the same location and speak the same words,
possibly even with the same people m the andience as other couples do.
The applicability of mental images 1s limited to this concrete situation. This
means that mental images also allow us to visualize the situation con-
cretely, providing a umque index for an event or episodic sequence. Image
schemas would be too abstract to differentiate between different iterations.
However, mental images and image schemas are both of an analogue na-
ture: they create analogous mental representations of sensory expeniences
and activate additional aspects that correspond to the respective sensory
modality (cf Evans/Green 2006, Seel 2003).
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Mental images - Schemas

y

Figure 2 1: Mental representations

Literature on the subject discusses more features of image schemas that
remain controversial, such as the fact that some image schemas are not
exclusvely perceptual, but are also based on prior knowledge and, there-
fore, possess conceptual aspects (Grady 2005). Another controversial as-
pect 1s the universality of image schemas, which according to some authors
(Kimmel 2005: 41), cannot always be safely assumed to apply. For a more
in-depth discussion, see Kimmel (2005), Grady (2005), or Zlatev (2005).

2.1.4 Pictorial and Multimodal Metaphors

Conceptual metaphor theory assumes that conceptual metaphors manifest
maimnly on the hinguistic surface while 1gnoring the roles of static and dy-
namic images as well as those of music or gestures. Therefore, Forceville
(2008) advocates that the scope of the term metaphor should be expanded
to mclude pictorial and multimodal metaphors. Both of these metaphor
types have in common that their source and/or target domain 1s of a non-
verbal in nature. They differ, however, in being monomodal or nmltimodal.
While multimodal metaphors combine vanous coding systems and sensory
modalities such as language, music, and images, pictonal metaphors are
exclusively rooted m image-based information.

Pictonal metaphors come in different types. In Figure 2.2 you can see how
contextual image-based information (in this case the accompanyimng pic-
ture) aids in the analysis of the metaphor learning languages is a struggle.
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It evokes the notion that the language school supports the students m over-
comung war-like communication situations in the new language. Force-
ville, accordingly, calls this type of pictonial metaphor a contextual meta-
phor (Forceville 2008: 464).

L&
WALL STREET ENGLISH. 4
MEINE BESTE g‘
—

RUCKENDECKUNG.

15% RABATT AUF
ALLE STANDARDKURSE"

- | _
Figure 2 2: Wall Street English (Source: wallstreetenglish 2016). Approximate
translation: Wall Street English. They have me covered. (Alternatively: The type
of back-up I like best) 15% discount on all standard courses* Get your discount
now.

The hybrid metaphor is another type of pictorial metaphor which com-
bines source and target domains in the same pictonal composition, creating
a new, hybnd figure which does not exist m reality (Forceville 2008: 456).
For example: a nuclear energy barrel (see Figure 2.3) is depicted with hu-
man legs in order to illustrate the sentence Der Atomiraft Beine machen!
(to put pressure on the nuclear energy industry, literally - make atomic en-
ergy legs!, similar to giving someone the boot, or at the very least a un
for their money).
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DER ATOMKRAFT
BEINE MACHEN!

Figure 2 3: “Der Atomkraft Beine machen!™ (Tusos Drensteinfurt 2016). Approx-
imate translation: Give nuclear energy the boot!

Experiment 1
What do you expect from a coffee maker? Which image schemas would

you use to descnbe its functions? See whether or not the outer appear-
ance of the following machine meets your expectations. Why or why
not?

Figure 2 4- Coffee machine (Heise 2016)

In contrast to hybnd metaphors, integrated metaphors do not actually de-
pict an unlikely figuration, but merely imply one. The altered form of the
coffee maker in this advertisement implies a servile stance, indicating a
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metaphorical relationship of the coffee machine is a waiter o1 is a butler,
1.e.. that the coffee machine serves the fully prepared coffee like a real
waiter would (cf. Forceville 2008: 468). The last type of pictorial meta-
phor, pictorial companison (also called simile), presents the source and tar-
get domains as two independent entities (for mstance as two objects, side-
by-side). thereby evoking similarity.

In contrast to pictorial metaphors, multimodal metaphors combine various
coding systems or modalities of perception (Forceville 2008: 467). For ex-
ample, music and pictures can be combined to evoke the mtended meta-
phor. A concrete example 1s the commercial for the cat food “Xirah™
(though you should probably let your own cat decide whether or not there
15 any truth in advertisement here). The ad dramatizes a dispute over food
between a cat and a dog, in which two very specific elements evoke the
metaphor “a dispute over food is a wild west duel”. An excerpt of Ennio
Morricone’s famous theme from the Western movie “The Good, the Bad
and the Ugly” plays in the background, and the dog’s entrance into the
room via a swinging saloon door 1s a classic Westem movie trope. Ele-
ments of different modalities activate the conceptual content of the source
domain. At a more practical level, the use of pictonal and multtmodal met-
aphors has proven beneficial to increasing L2 learners’ awareness of the
use of imagery in specialized domains (economics, joumnalism, etc), by
triggenng metaphorical reasoning and encouraging the exploration of cre-
ative meaning constructions (Birdsell 2019: 119).

2.1.5 Processing Metaphors

MNow that we have made ourselves familiar with the process of metapho-
nization and the different types of metaphors, we tum to the question of
how metaphors are actually processed, and which factors are sigmificant in
making this happen. Neverthess, since most approaches to metaphor pro-
cessing do not mcorporate leaming new languages. we will present only
the basic premises of these approaches (for a more detailed presentation,
see Littlemore/Low 2006b: 46) before discussing the importance ofthe ac-
quisition of metaphoric competences in language teaching.

To date, researchers have formulated numerous theones about metaphor
processing, each emphasising a single aspect (for instance: the context, the
metaphor’s populanty, salience, etc.) and, for the most part, providing the
salient empirical evidence. However, you have probably already realized
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that several factors affect how people understand metaphors. One im-
portant ongoing debate concems the extent to which the conceptual content
of the source domain 1s activated m order to understand a metaphor. Searle
(1979, bomrowmng terminology established by philosopher H. P. Gnce
1957) supports the position that metaphors are imitially recognized as vio-
lations of so-called maxims of conversation, specifically the maxim of
quality (“an utterance should generally be regarded as being true”). In order
to be understood, this apparently untrue utterance (at least i the literal
sense) must be interpreted with the use of so-called implicatures. In this
process, the entirety of the conceptual content 1s activated and participants
of the conversation search for possible interpretations which fulfill the
pragmatic critenia of the communicative situation. Accordingly, this means
the relevant aspects of the source domain are accessed indirectly, 1e.,
through mterpretation, when using or encountenng the metaphor.

Other approaches, like Gibbs® (1994) direct access view, postulate a di-
rect path to the relevant conceptual content of the source domain. They
assume that the concepts of the source domain possess a concrete, as well
as a figurative meaning, so that the speaker or listener can directly activate
the appropriate meaning (cf Glucksberg 2008). Accordingly, processing
the figurative meaming of a metaphor should not take up more time than
processing its literal, concrete meaning. In the example he eats like a pig,
charactenstics such as the manner in which pigs eat are available to be used
for the figurative meaning of the source domain ‘pig’. Further, in their
class-inclusion model, Glucksberg, Newsome & Goldvarg (2001) argue
that often, new sub-categories are created that draw part of their meaning
from their distinction from other categonies. This allows irrelevant aspects
of the source domain to be excluded from activation (cf also Glucksberg
2008). For example, our example of eating like a pig presupposes knowing
about several distinct types of eating habits. Only those specific character-
1stics of the pig contnibute to the interpretation of the metaphor. Bowdle &
Gentner (2005) cntically note, however, that the metaphorical meaning of
the concepts of the source domain 1s only created m combination with the
target domam. The source domain, therefore, does not necessanly possess
a metaphorical meanmg apart from a concrete one. An interaction between
source and target domain 1s indispensable, especially for innovative meta-
phors.

According to Giora (1999: 240), such approaches can only explain a small
partt of the processing of metaphors, independent from what type of access

54



they may postulate. In her graded salience hypothesis, the author Giora
assumes that the level of salience plays a central role. Factors such as the
level of conventionalization also determine the salience of the concrete and
metaphorical meanings of words and sentences. The salient meaning of a
concept 15 activated when a metaphor 1s processed, even if it 1s not relevant
to the context. When a metaphor cannot be determined by the salient mean-
ing of its source domain, the person consults contextual information. Giora
notes that context only plays a limited role: although context can activate
the correct meaming, it cannot mhibit the activation of salient, incomect
meanings. Here Giora refers to the studies of Raymer, Pacht & Duffy
(1994) on eye tracking that showed participants focused longer on ambig-
uous words than on unambiguous words, even when provided with con-
textual pnming for the activation of the less salient meaning. The results
indicate that even though ambiguous words activate the less salient mean-
ing, the salient meaning 1s always activated as well The longer peniod of
fixation can be attributed to the additional time required for disambiguating
and remnterpreting the word.

In contrast to Giora (1999). Bowdle & Gentner’s (2005) career of meta-
phor theory focuses on the development of metaphors in discourse in
which the authors argue that the difference between conventional and un-
conventional metaphors 1s of primary significance, whether or not these
are processed directly or mdirectly. Bowdle & Gentner (2005) assume that
conventional metaphors use existing metaphor categonies and are, there-
fore, easier to process. Unconventional metaphors, on the other hand. need
comparisons between source and target domain to allow their meaning to
be determined. Figure 2.5 shows how the vanous types of metaphors re-
quire different kinds of processing. which, in tum, are associated with dif-
ferent levels of cognitive effort:
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Figure 2.5: The career of metaphor according to Bowdle & Gentner (2005)

Which type of processing applies. according to Bowdle & Gentner (2005),
depends on other factors such as the salience of the literal meaning (also
see graded salience hypothesis according to Giora (1999) and context (see
direct access view according to Gibbs 1994). The integrative character ca-
reer of metaphor theory 1s evident in two aspects. First, after comparing
the traditional comparative models (source and target domain) to deter-
mine their similanities, Bowdle & Gentner determine that their siummlarities
are compatible with the categonzation models of this theory. Second, the
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different processing strategies are descnbed in relation to the level of con-
ventionality of metaphors (conventional, immovative, and vamshed/dead
metaphors).

An addition to career metaphor theory 1s Kévecses™ (2010, 2015) approach
insofar as the different levels of context are especially sigmficant for the
processing of nnovative metaphors. Up to this pomnt, most approaches lim-
ited themselves to descnbing the immediate linguistic context. Kovecses
(2010) distinguishes between bodily expeniences (space, movement, etc.)
in the immediate physical environment, discourse knowledge, cultural con-
text, and immediate social setting as well as the linguistic context itself.
With inmovative metaphors in particular, we try to create coherence on all
levels of context. However, as context changes from one conversation to
the next, metaphors also change and. therefore. can appear to us as new
metaphors.

2.1.6 Interpreting Unknown Metaphors

There are several aspects of processing metaphors that become especially
useful in the context of the acquisiton of a new language. Simmlar to Gi-
ora’s (1999) graded salience hypothesis, Cieslicka (2006) suggests that
when leamers process metaphoncal expressions m a foreign/second/new
language (L2), the concrete or literal meaming of individual components
generally possess a higher salience and that the context 1s relatively 1m-
portant (cf. also Kecskes 2000). In hight of this, Liontas (2002) proposes
two phases of metaphor processing in L2: mmtially, the leamer creates a
senes of hypotheses. often without the use of context, in order to mterpret
the metaphor. In the second phase, the leamer etther mamtains or discards
the vanous hypotheses depending on how compatible they are with the
provided context. Littlemore & Low (2006b) found that although 1.2 leam-
ers utilize different strategies to interpret unknown metaphors in the second
language, the success of these strategies strongly depends on the language
level ofthe leamer. Analogical reasoning, imagery, guessing from context,
the use of primary metaphors from L2, and transfer from 1.1 are among the
most common strategies which L2 leamers use to interpret metaphors 1in
the second language (cf Azuma/Littlemore 2010, Azuma 2009). The fact
that many L2 leamers use the strategy of transfermng from their first lan-
guage to interpret metaphors in the second language and that they do so
independently from their language level has led many studies to explore
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the influence of the differences between metaphors 1n L2 and their equiv-
alents m L.1. Several studies found that L2 leamers find it easier to process
L2 metaphors if they are linguistically, conceptually, and socio-culturally
stmilar to their L1 equivalents (cf Chartenis-Black 2002, Chen/Lai 2013).
However, a more recent study by De Cock & Sufier (2018) showed that the
socio-cultural and conceptual differences need not always cause difficul-
ties for metaphor interpretation: together with other factors, such as con-
text, they may interact in different ways. De Cock and Sufier assume that
language users employ general knowledge about bodily expenences to
process the conceptual aspects of metaphors and fall back on their
knowledge of the system of values, history, and social and political struc-
tures etc., to process socio-cultural aspects. The authors found that provid-
ing context led to a sigmificantly more precise interpretation of metaphors,
especially in the context of socio-cultural differences. In terms of concep-
tual differences, in contrast, it resulted in sigmificantly more maccurate and
faulty interpretations. In summary, we see that 1t 15 not only the access to
the literal meaning of the source domain that 15 of value for processing
metaphors in the L2. The use of strategies, the language level, providing
context, as well as the conceptual and socio-cultural distance between met-
aphors 1 L2 and their L1 equivalents are relevant as well.

2.1.7 Metaphors in Language Teaching

Why are metaphors so important in the context of grammar teaching?
Many teachers would tell you that working with metaphors 1s something
for advanced learners and not particularly important. The Common Euro-
pean Framework of Reference for Languages (CEFR), which sets the
standard for many language leaming curricula and programs, would seem
to agree with this assessment, margmally mentioning metaphors as part of
the leaming process only once, as part of acquiring lexical competence:

Lexical elements include:

a) Fixed expressions, consisting of several words, which are used and
leamt as a whole.
Fixed expressions include sentential formulae, including: direct ex-
ponents of language functions (see section 5.2.3.2) such as greet-
ings, e.g., How do you do? Good moming!, etc_, provetbs, etc. (see
section 5.2 .2 3).
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b) relict archaisms, e.g., Be aff with you!

c) phrasal idioms such as semantically opaque, frozen metaphors,
e.g.. He kicked the bucket (1Le_, he died). It's a long shot (=unhkely
to succeed) (Council of Europe 2001: 110; underlined emphasis
added).

Yet, if we choose to define metaphors from a cognitive linguistics perspec-
tive, we find that metaphors are an important tool for thinking and acting
which 1s highly relevant for beginners as well as advanced L2 leamers.
Littlemore_, Krennmayrt, Turner & Tumer (2014) observed that L2 leamers
of all CEFR. learmng levels make use of metaphorical expressions. though
the frequency of metaphoncal expressions does increase with the more ad-
vanced language levels. They also noticed that begimners tend to use
closed-class metaphoric items. such as the spatial prepositions under and
over to express hierarchical relations. By contrast, leamers who have
reached higher learming levels (B2 and upwards) mainly use open-class
items (for mnstance the verb “to counter’ i a discussion) (cf Roche/Sufier
2014). All in all, metaphors seem to be present throughout the process of
foreign or second language acquisition, even though we see significant dif-
ferences depending on the language level. Although a scale to measure
metaphoric competence has yet to be formulated, Littlemore, Krennmayr,
Tumer & Tumer (2014) developed a list containing the most important
descriptors of metaphonc competence based on their findings. Here are the
descriptors they suggested for levels Bl and B2:

B1: In addition to the above CEFE. gmidelines, leamers should be
able to use a limited number of conventional metaphors. with ap-
propoate phraseology to present their own perspective. They
should also be able to make limited use of persomfication meta-
phors. They may be starting to use a small oumber of metaphor
clusters.

B2: In addition to the above guidelines, learners should be able
to make use of a limited number of conventional and creative
open-class metaphors. They should be able to use metaphors for
evaluative and discourse orgamising purposes. They should be
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starting to use personification metaphors more extensively. Met-
aphonical clusters are more 1n evidence at this level. Some are
coherent, whereas others contam mixed metaphors. (Littlemore
etal 2014: 142)

The authors advocate paying more attention to metaphoric competence in
instruction, as well asto using these descriptors, e g, when evaluating writ-
ten papers. Littlemore et al. suggest supporting the acquisition of meta-
phonc competences with appropriate teaching techniques more intensively
at the B2 level since using metaphors with more expansive, open-class
items begins here.

In the same vein, adequate conceptual encoding of expeniences (e.g.. using
image schemas) 1s particularly an important prerequisite for highly devel-
oped language proficiency, thereby making, the acquasition of metaphonic
competence a suitable primary goal of language teaching (cf Roche 2013b,
Danesi1 2008, Littlemore/Low 2006b). In this context, Danesi (2008) em-
phasizes that successful language acquisition consists of more than mas-
tery of the formal aspects. An understanding of culturally sensitive inter-
actions accompamed by metaphoric extensions of denotative word mean-
ings 1s also essential

How can metaphonic competence be fostered? Azuma & Littlemore’s
(2010) study examunes the effect of vanous measures meant to increase
creative interactions with language as well as improving the processing and
production of metaphoric expressions. In a controlled trial, the researchers
compared attribute-matching tramming (matching shared features between
source and target domain coupled with subsequent reflection) with gestalt
traming (encouraging holistic perception of fisurative speech). The results
indicate that attnbute-matching tramning resulted m sigmificantly improved
comprehension and production of metaphonical expressions in contrast to
gestalt training. The authors suggest that the attribute-matchmg principle
makes the steps of metaphor processing steps more accessible and trans-
parent to leamers because it 1s, easier for them to apply metaphors to other
contexts. Attribute-matching also promotes mental processes that serve as
the basis for processing metaphors, such as associative processes, visual
thinking and forming analogies (cf Littlemore/Low 2006b).

Below we illustrate how attnbute-matching traimng as proposed by Azuma
& Littlemore (2010) can be implemented i the classroom. Please notice

60



that a crucial aspect of this traming 15 designing tasks so that leamers are
encouraged to consciously reflect on their decisions.

Experiment 2

Find out which attnibutes the following expression relies on and explan
your reasoning: “The computer 1s my best friend”™.

Experiment 3

Which object do you associate with the following famous people: Greta
Thunberg, Jacinda Ardern, Bill Gates?
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Figure 2 6: Collection of various objects -//clipart-1i _com/pictures-of-

objects html. September 2022)

Since metaphorization processes are essential to language processing, it
seems logical to use language teaching to promote the development of
these processes. Nevertheless, research indicates (e.g. Littlemore/Low
2006b, Low/Littlemore 2009) that metaphonzation 15 rarely mncorporated.
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The only area where metaphors play a role in foreign language teaching
appears to be in the teaching of vocabulary and stylistic-literary exercises.
Which techniques could leamners employ if they are not familiar with cer-
tain metaphoric expressions and, therefore, cannot decode a target domamn?
Leamers are able to understand metaphors by refernng to their physical
meaning. Body parts. colors, and animal names are especially productive
providers of images for this purpose. A competent speaker of a language
15, therefore, someone who has acquired the conceptual framework of lin-
guistic structures and commumicative procedures (cf Kecskes/Papp 2000,
Hashemian/Talebmezhad 2007). The leamers are successful in a new lan-
guage when they are able to acquire the conceptual system of this language
through these transitional constructions. Danesi (2003), among others, at-
tempts to describe the meaning of conceptual competence in his concep-
tual fluency theory, that 1s percerving the physical and social construction
of a foreign situation and being capable of adequately moving within it,
without conforming to 1t completely (see Chapter 8.1). This abality could
bnng forth a new quality in terms of perception and action, often resulting
in a competence to mediate between languages.

The leamer can acquire the conceptual system of a foreign language by
using metaphors at two levels: a paradigmatic and a syntagmatic level. The

following aspects belong to the paradigmatic level:

- Metaphors constitute a conceptual system of orientation, best ac-
quired successively and in manageable portions, depending on the
leamer’s mdividual interests. Leamers can build on their previ-
ously acquired knowledge of related image schemas present in
many linguacultures.

- When used in foreign langnage teaching, metaphors are more ef-
fective the more relevant they are to leamers. Image schemas and
their hinguistic realization should, therefore, possess the necessary
salience i order to spark leamers” attention. The conceptual dif-
ference between languages 1s one aspect that may pique learners’
interest.

- Ths difference can exist between source and target domain or be-
tween the meanings of the L1 and L2. Unusual equivalencies such
as green with emvy = gelb vor Neid (‘yellow from envy”) tend to
provide especially high salience.
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- The mcreased interest affects a more intensive processing of met-
aphoric expressions. The increased cognitive effort leaves a more
lasting impression 1 the cognitive system and strengthens the ac-
tivation paths of the mental lexicon.

- Under certain circumstances, multimodal processing via different

(sensory) channels can facilitate processing (cf Scheller 2008,
Sudier 2011).

From a syntagmatic perspective, metaphoric expressions as well as chunks
are suitable for holistic, meaning-onented processing. They also provide
syntactic patterns, which generally possess a model function according to
which other metaphonc expressions are shaped (such as in idiomatic ex-
pressions or collocations). The high salience and collocativity generates a
high potential for intemalization. As we can expect exchange and adaption
processes between all the languages a leamer has acquired, previously ac-
quired language systems can also (retroactively) profit from these effects.
Such effects do not appear automatically in classroom, but necessitate care
and maintenance with the aid of a teacher. The following example illus-
trates how metaphors can be taught in class in accordance with the aspects
just described. The examples are taken from the book Fiir- und Widersprii-
che. a textbook and Gemman Studies reader published by Yale Umiversity
Press in 1995 (RocheWebber 1995). The contrasts between the meta-
phonc expressions are supposed to draw the attention of the learners and
lead to long-term knowledge gams because, to a learner, they do not quite
match and, therefore, create a cognitive dissonance. In doing so, leamers
are mvited to a discovery-onented joumey of leaming which includes un-
expected developments and surpnsing realizations. Some of the choices
may seem easy to them. others let them jump to conclusions, and vet others
concern completely far-fetched equivalents. In others still, the leamers
must solve the puzzle by simply testing the compatibility of whatever com-
bmations are left over.
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Experiment 4

Please add metaphors with a simmlar meaning from other lmguacultures.
Explain how the source domain of the image schemas relates to their
respective target domains. (The task i1s taken from Roche/Webber
1995: 60.)

to be busy as a bee

a wolf in sheep’s cloth-
ng

to go to the dogs

to ram cats and dogs

be as dead as a doomail

to be sly as a fox

to put the fox in charge
of the henhouse

to play cat and mouse

to buy a pag 1n a poke

to smell a rat

to let the cat out of the
bag

to act like a bull m a
china shop

to be a big shot
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How did you proceed? Where does matching appear more difficult, where
does 1t appear easy? Where do languages differ, where do different lin-
guacultures overlap?

Apart from the concrete matching of metaphorical and metonymical ex-
pressions in English and German, the expeniment illustrates the pnnciple
of how attnbute matching works. The similanties and differences between
English and German can be categorized as follows:

1.

In some instances, identical image schemas and lexical represen-
tations are used in both languages: sly as a fox/schlau wie ein
Fuchs sein, to throw in the towel/das Handtuch werfen, a wolf in
sheep s clothing/ein Wolf im Schafspelz. Other languages use sim-
ilar source domains, possibly referring to other animals, to express
stmilar target domains, such as slyness, capitulation, or cheat-
ing/disguise. The expressions listed above use the same structural
basis (grammar).

In other instances, identical or conceptually related image schemas
and lexical representations are used. but represented in different
grammatical categonies: to play it safe (adjective) versus auf Num-
mer sicher gehen (noun, literally: to go on number safe), fo go to
the dogs versus vor die Hunde gehen/auf den Hund kommen (liter-
ally: go before the dogs/come to the dog). drop in a bucket versus
Tropfen auf den heifien Stein, (literally: drop on the hot rock, dif-
ferent prepositions, differences in number), busy as a bee versus
bienenfleifig (literally: beebusy, simile versus composite).

In some cases, different image schemas and referents refernng to
motion, change of place, comparison are used to express the same
targets, for instance, fempest in a teapot versus Sturm im Wasser-
glas (literally: storm in the water glass), big shot versus ein hohes
Tier (literally: a high-up amimal), a fly in the ointment versus em
Haar in der Suppe (literally: a hair in the soup). fo kil two birds
with one stone versus zwei Fliegen mit einer Klappe schlagen (lit-
erally: beat two flies with one swat), out of the fiving pan into the
fire versus vom Regen in die Traufe (literally: from the rain mto
(under) the water spout).

Sometimes, the lexical referents suggest sumlanties between 1m-
age schemas and target domains, but the relationship 1s misleading
(so-called false fnends). A fly in the ointment lexically comresponds
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to Fliege in German However, zwei Fliegen mit einer Klappe
schlagen corresponds to to kill two birds with one stone. Similarly,
to be out of the woods (iiber den Berg sein) does not refer to auf
dem Holzweg sein, although wood and Holz are synonyms. If
leamers are able to decode the hteral meamng, for mstance in to
be over the top of the mountain, they will also be able to match the
meaning with the expenence of being out of the woods (the worst
1S OVer).

5. Antiquated concepts (in a language, such as dead metaphors) can
also be decoded by reconstructing the literal meaning and match-
ing it to a target. For instance, fo have all bats in one’s belfry te-
quires a notion of an old church tower which i many regions of
the world is a home to a “complete™ family of bats. Without them,
the belfry would not be complete. Similarly, 1f a person does not
have all their “cups in the cupboard’ (nicht alle Tassen im Schrank
haben) something vital 15 missing.

The differences between the languages may seem complex in this typol-

ogy. However, the mtent of language teaching 1s not primanly to convey a

typology, but mainly to give the learners insights into the conceptual con-

tent of a language and the conceptual/cognitive sinilanties of different lan-
guages. The goal of language teaching 1s also to develop and convey cer-
tain principles of equivalency, thus facilitating the leamers” acquasition of

a language. This 1s not a purely lexical or gammatical 1ssue. Rather, this

type of content-related procedure simultaneously pursues the applied

teaching of cultural studies. Metaphoric expressions, after all, provide m-

sights mto a limguaculture’s way of thinking, for mstance, the cultural-spe-

cific constructions of images of animals. As illustrated 1n Expeniment 4,

inductive and explorative procedures are especially suitable for this teach-

ing approach. Expenencing genuine surpnise and discovery are a good n-

dicator of leaming takmg place. However, we need not hmmt ourselves to

preparatory, or rather, receptive tasks. Leamers can also be motivated to
follow an mvestigative procedure when explonng foreign cultures as well
as their own linguaculture, for example when creating their own mental
maps or semantic and lexical networks. Ideally, leamers gain general in-

sights mnto a linguaculture’s way of thinking. The book Life is like a

chicken-coop ladder by Alan Dundes (1984) serves as a bold example of

such conceptual frameworks. According to Dundes, the contrastive repre-
sentation of Amencan and German idiomatic expressions, as seen above,
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opens up mteresting insights mnto the baselines of the different conceptual
frameworks. It also reveals how mmuch our language is charactenzed by
physical taboo zones. The resulting hypothesis 1s that taboos lead to m-
creasingly differentiated metaphonical expressions. Conversely, body-
based metaphors tell us a lot about the actual taboos mn a culture.

Using metaphorical expressions in language teaching and leaming can
stimulate the leamers’ creative productions. For instance, they can use the
acquired vocabulary in their own lyrical texts, as has been long evident 1n
the pedagogical approaches using concrete poetry. This applies to every
type of language game and creative use of language, including direct met-
aphornic transfers from one language to another (word by word/literal trans-
lations).

2.1.8 Summary

- Even though bodily expeniences and mental images are used dif-
ferently in other languages. they all have the process of metapho-
rization in common. In this process, a certain conceptual content
1s projected from the source domain on to the target domain.

- Metaphors are, therefore, dynamic and productive and can prove
to be an important means of expression for complex abstract cir-
cumstances in all kinds of contexts.

- In foreign language acquisition, metaphors are used as early as the
beginner leaming levels. They are however qualitatively and quan-
titatively different to those used at advanced levels of leaming.

- Many factors are involved in processing metaphors. The level of
conventionality and the salience of the word meamings are often
decisive for the type of processing.

- The use of metaphors in foreign language classes 1s a worthwhile
pursuit for alerting leamers to intercultural differences, mcluding
the conceptual frameworks of their own languages.
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2.1.9 Review Questions

1.

‘What metaphonical expressions in other language(s) are you faml-
1ar with?

How can we define metaphors and what types of metaphors are
there?

‘What are the most important linmtations of the conceptual meta-
phor theory?

How would you define the term image schema and what examples
would you give for its use in language?

‘Which factors are important for metaphor processmg?

Why are metaphoric competences so important in foreign language
acquisition?
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2.2 Space and Time

This chapter revolves around space and time concepts and their linguis-
tic expressions. We structure and organize our perception of the events
that dictate our lives with the help of space and time concepts. You will,
therefore, find that concepts of time are often built on spatial meta-
phors. Marking time and space 1s so fundamental for life that many lan-
guages stpulate obligatory markings for space (spatiality) and/or time
(temporality). These markings are evident, for mstance, in obhgatory
information on space and directon or in the tense (1e.. the temporal
markings in a sentence). Concepts of time and space are so deeply inter-
twined in our languages that they mmplicate each other.

Generally, tempomlity concepts i languages are so entrenched and
conventionalized that they are grammaticalized; the obligatory mark-
ings of temporality may not always be conceptually transparent. The re-
lation to the historic roots of their creation 1s often lost. These linguistic
markings dictate users how they are supposed to conceptualize the
world. They also require leamers to “rethink™ if they are not famhiar
with these ways of conceptualizing. Still, the structural forms of mark-
ings are far less problematic than established concepts.

Study Goals

By the end of this chapter, you will be able to:

- understand how concepts of space and time relate to each other
and how they are culture-specifically implemented in languages

- understand arguments in favor of a semantic. functional, and
pragmatic representation of grammar alongside a more formal
representation

- explain grammatical temporal expressions (specifically tenses)
in light of cultural-specific and concrete spatial expeniences n a
temporal-semantic, functional and pragmatic fashion.
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2.2.1 Relations of Time and Space

Time and space are present in most instances of communication. When we
speak, wnte, or speak m our minds, we do so m a specific situation: A
sttuation which 1s located i a certamspace (“it takes place™) as well as
embedded in a certain fime frame whit a beginning and an end. It barely
matters whether these situations and their respective spaces are real or vir-
tual, open or closed. Time and space are always present. Every learner and
speaker expenences them contmuously. Remarkably. we recur on concepts
of time and space even in the context of new virtual spaces in outer space
and 1n cyberspace. We are familiar with these concepts through our con-
crete terrestrial expenience. Our language makes these concrete terrestrial
means available to us (examples include spaceship, station, chat room, fo-
rum, archive, libraries, up-/downloading, memory, and website). Time and
space can be presented and shaped with different frames and perspectives.
Space can be framed in terms of size (in the car, in the subway, under the
sky, in the streets) and orgamized by its vertical, horizontal and lateral
(leading into the space) aspects. Space can also be conceptualized as a
changeable container (to pump up a balloon, to burst with rage) or can
relate to marking a limitation or topicalize its direction, entry or exit point
(in the room/into the room). Space may also be deictically partitioned
(here - there). alongside many other options. Every language has typical
(lingua-cultural) preferences in terms of how space 15 framed. In addition,
an mdirvidual speaker 15 in possession of even more differentiating options
within the range offered by the respective langnage. Grammars often only
serve to explan the formalized and fossilized state of a language, rather
than the conceptual content of a language’s devices and developments. The
concepts, however, show many fundamental simmlarities between various
langnages. As a consequence, concepts could be very productive for teach-
ing language and culture. In the following sections we want to show in
what ways languages are often similar and what they have in common 1n
terms of the concepts of time and space. Afierwards. we explain where
these shared features might have ongmated and how leamers may tackle
the challenge of acquining concepts of spatiality and temporality when
leaming a language 1n an untutored way.
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Experiment 1
Where is space? When 1s time?

Tty to determune how space and time are expressed and/or implied in the
following phrases:

Good Morning.
In the year 2525 __.

Long time — no see.

I put it down in my calendar.

Experiment 2

Time Line

Can you see the temporal profile in that descniption of Algonquin Park
in Ontano, Canada? Draw a “time line” and “localize™ the events men-
tioned here according to their natural occurrence and duration. You may
number them according to their natural occurrence. How would these
events be organized in other languages you know?

After the last glacier had melted back, the streams of water liberated
by the melt left behind gorges, rivers and a sandy landscape on which
F.ed Pine and White Pine flourish. Those who visit thas part of the Park
will have ample opportumities for camping, hikang and canoeing that
will allow them to discover the intact and sometimes breathtaking nat-
ural wotld of the East Side of Algonquin Park. (Webber 2020:13)

How does the temporal scaffold of the text change if the tense 1s shifted
to Past Tense in the first sentence?

“When the last glacier melted away. the streams of water it liberated
left behind gorges, nvers, and a sandy landscape on which Red and
White Pine flourish ™

[Solution: This sentence features the process of melting away and the
almost simultaneously liberated waters that created and shaped the land-
scape. When you change “when™ to “as”, more drama 1s added: "As the
last glacier melted away" really emphasizes the ongoing process. ]
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2.2.1.1 Common Features of Spatiality and Temporality

Spatiality and temporality can be classified by their dimensionality (one-,
two-, three-dimensional), their vertical or honzontal onentation, and their
form (linear, cyclical). For example: at this moment/at the deor, in the af-
ternooniwait in a line, on my birthday/on the shelve (cf. Radden 2011: 3).
Such examples can be found m many languages. In the Samoan language
the day before yesterday is equivalent to the day behind yesterday (talaatu
ana-nafi) and the day after tomorrow 1s equivalent to the day behind to-
morrow (talaatu taeao) (Mosel according to Radden 2011: 28). It is not
surpnising, therefore, that spatial movements and boundary crossings have
their counterparts in temporality (passing time, the upcoming holiday, en-
tering the new year). Namung a location mmplies that it happened at a cer-
tain time, naming a time implies that it happened at a certain place (at 3
o ‘clock, at school). However, 1t 1s up to the speakers, within the options of
their language, which aspect or perspective of spatiality and temporality
they choose.

These lmguistic perspectivations are the result of conceptual profiling
(construal). In German and English, certam spatial events are perceived
as a contamer (im Regen, in the rain), while n Roman languages, Russian
and Arabic the conceptual base is an area such as an umbrella or a roof
(bajo la lluvia, sous la pluie, literally: under the rain). In English, the pro-
gressive form (going to, eating) 1s important. In German, it is the aspect of
the closure or non-closure of various events in the past, namely the differ-
ence between the simple past (Priteritum) and the present perfect (Perfekt).
In French repetitive events (iterativity) versus singulanty are important
perspectives offered by the conceptual system of that language. Accord-
ingly, tterativity in past tenses is expressed by the imparfait, singulanty 1s
expressed by the passé simple. Time is conceptualized as a linear (spatial)
process i many cultures. Its centre 1s in the present, from which the ob-
server gazes forward or backwards 1n time within the boundanes of his or
her own referential system (origo, the perspective from the speaker). The
sequence of time peniods ensues from the outermost future allowing listen-
ers to understand the time perspective of speakers, namely, lookmg for-
ward or backward, such as in facing hard times or we 've got the worst
behind wus. Linguists refer i these cases to ego-aligned (subsequent) and
ego-opposed (contrasting) perspectives. Some other languages, such as the
West African language Hausa, express temporality based on when an event
took place with respect to the temporal distance from speakers. Here, the
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distance from the observer 1s the distinguashing coterum, such that an ear-
lier day of the week could be marked as before a later one (ego-opposed)
instead of 1n relation to the time of speaking (Radden 2011: 19).

Radden (2011: 5) describes how temporal events may also be vertically
orgamzed. This 1s sometimes the case m Asian languages, but parallels are
also to be found in Enghsh and other Indo-European languages: Christmas
is coming up, on top of things to do. Radden notes that in Mandann, they
speak of shang-ban-nian ("upper-half-year’, first halfaf a year) ot xia-ban-
nian (‘lower-half-year”, the second half of a year). In Korean, speakers say
sang-bangi (“upper-half period”) and ha-bangi (“lower-half penod’); and
in Japanese kami-han-ki (“up-half-penod’) and shimo-han-ki (*down-half-
penod’). The beginning of the month 1s yue-tou m Mandann (“month-
head/top™). the end of the month 1s called yue-di (*month-bottom™). The
Korean language localizes the first, second and third part of a month as
sang-sun, jung-sun and ha-sun as ‘upper-’, ‘'middle-" and ‘lower-ten days’.
Additionally, some languages such as Mandarin have other metaphorical
vanants of the markings. such as refemng to earlier events as head. While
East Asian languages always associate up with antenonty and down with
antecedence/posteniority, the English language 1s not that consistent: down
to this day, down into the future, down the road, Rudolph the red-nosed
reindeer, you'll go down in history.

Cyclical concepts of ime based on spatial concepts are more prevalent than
lmear concepts in many languages. Languages such as the South Amencan
language Toba use a cyclical concept of time: what is outside the field of
view disappears (sets) mto the direct past (to the nght of the speaker) or
nises in the near future (to the left of the speaker). It has been reported that
speakers of Toba. and some other languages. look over their left shoulder
when they refer to the future, (left shoulder phenomenon, Radden
2011: 12). Cyclical spatial concepts are also the root of annual and seasonal
cycles, weekly and monthly cycles and repetitive hourly cycles such as
those that are represented by round clocks and sometimes calendars. In
combination with a linear notion of time passages which are unique and
iretrievable, 1t results 1 a spiral-shaped concept of temporahty with an
open beginning and an uncertain ending.
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2.2.1.2 The Spatiality of Time Models

Where do concepts of temporality oniginate? Even though there are cur-
rently no definite answers, 1t 1s striking that the concepts correspond with
a senies of basic spatial expenences. We can assume that the vertical con-
ception of time so widespread in Asian languages aligns with the vertical
direction of writing in these languages. Altematively, 1t may stem from the
niver model of flowing time In China, this model cames special 1m-
portance culturally, due to the flowing pattem of the Yangtze River. As the
vertical concept 15 also found 1n other languages, we can assume that the
human expenence of sloping llls may have had an influence (Evans
2004: 235). Or perthaps 1t was the basic expenences of crawling and creep-
ing movements in which the head marks the front and 1s thereby simmlar to
other forward-moving objects such as cars, ships or auplanes (Yu 1998:
111).

2.2.2 The Dimension of Temporality

Apart from 1ts culturally specific, metaphonical conceptualization, tempo-
rality 1s also expressed by different implicit and explicit references. Apart
from inherent semantic features such as perfectivity (expressing comple-
tion of an action), iterativity (repetition of an action) or inchoativity (set-
ting in of an action), temporality also expresses functional aspects such as
the difference between narrative tenses (Pritertum in German and simple
past in English because they express closure/boundedness in the past) and
reported time (Perfekt 1n German and present perfect in English because
the event is not necessarily limited to the past). These concepts can be ex-
pressed in tenses such as Perfekt/Priteritum, imparfait, present perfect or
lexically such as in prefixes attached to the verb as in German (auf~-. ver-,
ab- + bliihen (“flourish, wither, fade”) as a type of action). The tenses ex-
press vanious references to point of event, pomt of reference and point of
speech. An utterance such as Che has ridden through South America on
his motorbike marks a certain, unspecified but known time of reference
sttuated in the past (the year 1945) and its potential limitlessness just as it
marks the pont of speech to be apart from the time of event (for instance
Jjust now). An utterance such as Der Professor hat gesagt, Che ist... gefah-
ren (The professor said that Che drove...) marks an additional point of ref-
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erence of the event. These referential aspects should be considered in lan-
guage classes and language acquisition if language teaching 1is to be cul-
turally sensitive.

In traditional foreign languages classes, however, expressions of time are
generally reduced to lexical and formal aspects. Teachers discuss the func-
tions of temporality, focusing on words and phrases that are necessary for
expressing temporal relations: yesterday, today, tomorrow, one week ago,
in one hour, always, a day, a month, a year, 1 PM, 1984, an eternity.
Teachers also mtroduce the — usually obligatory, at least in the comonly
taught European languages — grammatical markings of tenses. Still, the
following quenes could be highly relevant to the teaching of these (Euro-
pean) languages: When can temporality be marked purely lexically? Why
and under what circumstances 1s temporality expressed explicitly? What is
the difference between present perfect and simple past? What are the actual
functions of tenses that constitute text? There 15 comprehensive literature
on this topic, even if it 1s often controversial. Vater (2007) refers to relevant
literature to present a concise representation of important points of onien-
tation, with which the complexity of temporal language systems is ex-
plamed. The following section refers to Vater’s representation.

2.2.2.1 Points of Event, Reference, and Time

The term temporality subsumes all functions and linguistic means express-
ing dimensions of time 1n a language, 1.e.. aspects of mtralngmstic tem-
poral semantics and the reference to extralinguistic reality. This concept of
reality consists of points and penods of time, processes and approaches
(e.g.. beginning, duration. end, repetition, simmltaneity, antenonty. and
postenority) and others, which we recognize as recurrent pattems (cf. Oak-
ley 2007). Temporal relationships can be explicitly expressed by lexical
means, such as adverbials, may appear via grammatical means such as
tense and aspect, or may be provided implicatly, for instance through spa-
tial expressions or sttuational circumstances such as the waming Waich
out! which contains neither adverbial nor grammatical temporal markings
but 1s still marked for time.

Temporality expressed through tenses can be determined via three critena,
according to Reichenbach’s influential schema (1947):

1. Point of speech (S)
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2. Point of event (E)
3. Point of reference (R)

The pomt of speech, which Klein (1994) calls time of utterance (TU), de-
scribes the reference to a pomnt or period of time in which the utterance 1s
produced. From there, an event (E) can take place earlier, simultaneously
or later. The vacation was nice, therefore, means that E took place before S.
A speaker could also use lexical markers for the specific time when this
event took place (like adding last year). The vacation was so expensive that
I won't be able to afford ene for a long time siuates the sad future pro-
spects. 5 takes place before E. In the case of I'm so0 happy the two are
stmultaneous. The past perfect and similar tenses i other languages can
express the “pre-antenonty” of an event before the pomt of speech. Un#il
the yvear before last, she had never been on vacation. Pomnt of reference (R)
= the year before last. E = before, 5 = now. An important distmction 1n
Klein's concepts 1s that of tme of situation (TSit), in which the event takes
place, and topic time (TT). The speaker may reference the time of situation
in relation to the topic time as m: The investigating Argentinian prosecutor
was found in the bathtub. He was dead. refers to TT (the finding) and T5it
(being dead), which 1s a state that extends into the time of speech. Accord-
ing to Klem (1994) the tense marks the reference between TU and TT. The
relation between TT and TSit 1s expressed through the marking of the as-
pect when language allows or deems it necessary.

2.2.2.2 Contextual Relation and Intrinsic Relation

Ehrich & Vater (1989) show that 1t makes sense to distinguish between
intrinsic and contextual reference in the relations of E. S and R within
the boundanies of Reichenbach’s (1947) influential categonization model.
The authors refer to the use of tenses in German but their approach can
also be applied to English The intrinsic reference concerns the relation
between E and R while the contextual reference concems the relation be-
tween R and S. In terms of mtrinsic reference, present tense and simple
past, therefore, coincide: E and R are stmultaneous. In terms of the contex-
tual reference of S and R, however, present tense and present perfect coin-
cide: R 1s simultaneous with the point of speech. This means that the pre-
sent perfect can include the pomt of speech i English and m German (pre-
sent perfect/Perfekt) and 1s, in contrast to the simple past, not excluded
from it. This 15 the reason why the simple past/Pratenitum 1s preferred
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legal language: it refers to concluded events that cannot be potentially
changed in the present (point of speech) or future.

contextual relation
5.R R=8§
mtnnsic | E. R | present (Prisens) simple past (Pritenifum)

relation

E <R | present perfect (Perfekt) | past perfect (Plusquamperfekt)

Table 22: Intnnsic and contextual meaning of German and English tenses
(adopted from Vater 1997: 28)

A third relation results from the two dimensions between E and S: present
perfect and simple past differ m their intninsic and contextual meaning, as
shown in the above table, but mark the same deictic relation: E 1s before S.
In the past perfect tense, the logical consequence 1s an mtrinsic relation of
E before R and the contextual relation of R before S (Ehnch/Vater
1989: 119) or, according to Klein (1994: 131): “TU after TT and TT after
T5it™

present perfect (Perfekt) simple past (Praterium)
E=<EK Intrinsic meaning ER

5.R Contextual meaning |R<S

E=S§ Deictic interpretation |E<35

Table 2 3: Deictic meaning of present perfect and simple past (adopted from Vater
1997: 28)

2.2.2.3 Functional Aspects of Temporality

Apart from the features mentioned in the last section, tenses can also as-
sume textual and cognitive-relevant functions. They can indicate the local-
1zation and the processmg of prior knowledge. In other words, they can
indicate whether knowledge compensation 1s necessary between speaker
and listener. Continuity 1s mostly obligatory 1n German and English and
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though it produces redundancies, continuity marks the continuing vahdity
of the previously established frame of temporality. Learners of foreign lan-
guages like to avoid this obligatory feature by recurmng on the principle
of persistent marking by which a linguistic marking (such as a temporal
or spatial reference) 1s valid until it 1s explicitly terminated. Hence. no
marking 1s a marking in itself

According to Weinrich, tenses allow us to differentiate between narrated
and reported worlds (Wetnrich 2005). The signal Es war einmal... (Once
upon a time there lived__.) 1s an mtroductory formmla that marks a certain
type of text. in this case the fairy tale. If the same events were to be ex-
pressed using the present perfect, it would be more akin to a protocol or a
report. Therefore, the most important narrative tense 1s Pritentum in Ger-
man (simple past in English). In order to make narrations more lively, un-
der certain circumstances, speakers of German can use the present tense
and the past perfect to narrate events, which 1s also found i English. This
we see in sports reporting and first-person narratives where the author 1s
attempting to more closely mvolve the reader. Beyond that, there are re-
gional preferences which are evident in the disappearance of the simple
past in language communities in Southem Germany. This means that the
referential dimensions mentioned above are not always viable.

It 1s astounding how mmch mformation can reside in a few small mor-
phemes, such as the -ed in Jived and the -ing 1n [iving. In the first instance,
the morpheme -ed marks the past tense, m the second mnstance, -ing marks
the progressive. At the same time, these morphemes can overlap or even
cancel each other out, such as the ending -ing marking an adjective or a
noun (the living and the dead). It 15 also notable how much mformation
and correctives are contamed in the context in order to clanfy the remain-
ing ambiguities. Not every leamer will have to use the whole inventory,
but concepts of temporality differ between languages and, therefore, bear
a great potential for both conceptual transfers and errors.
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Aside

Spatiality and Temporality in Leamers’ Grammars

Let’s take a look at a typical contemporary grammar book, published in
Great Bntain and popular in German classes i many English-speaking
countries. It focuses on temporality and spatiality. The book we are re-
fernng to is Hammer's German Grammar:

4.5 The use of articles in time expressions
4.5.1 Names of months and seasons usually have the definite article

Der April war verregnet

Wir fahren im August nach Italien
Der Frithling war dieses Jahr spat
Im Winter friert der Bach zu

The name of the months have no article after prepositions ather than an, bis z2u and in, see 453,
or after Anfang, Mitte. Ende:

Es war kalt fikr &pril

Der Fahrplan gilt von Mai bis Oktober
Ender Februar hat es geschneit

Er kemmit erst Anfang Mal

Mo article is used with these words after sein and werden, see 4. 8.2¢, 8.0.- Ex il wird Sommaer; Es
ist Januar, or when the name is qualified by ndchsten, letzten, vorigen, vergangenen: nidchsten
Qktober, letzten Herbst,

Figure 2.7 Excerpt from Hammer s German Grammar on temporal expressions
(Durrell/Hammer 2011: 204)
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Lisage in TIME EXPRESSIONS is characteristically idiomatic in all languages, involving special uses
and meanings. German wses can differ quite markedly fram English in the way in which various
aspects of time are referred to, and particular attention is paid to these differences in this chapter,
where the following aspects of time expressions are treated in detail,

. clock times (section 11.1)
. the days of the week, months and public helidays (section 11.2)
. dates [section 11.3)
the use of cases (i.e. the accusative and the ganitive] in time adverbials (saction 1.4)
. the use of prepesition in time adverbials (section 1.5
simple time adverbs (section 1.6)

Figure 2 8 Excerpt from Hammer's Garman Grammar on temporal expres-
sions (Durrell/Hammer 2011: 71)

Hammer's German Grammar attempts to present language m its current
usage contexts, including colloquial use. It addresses the Enghsh
speaker and for that reason often uses an explicit or implicit contrastive
approach. The excerpts above (Figures 2.7 and 2.8) revolve around the
usage of temporal expressions from an imphcitly anglophone perspec-
tive. The question of whether an article should be used would normally
be of minor relevance, but poses a great learning obstacle for leamers
with English as their L1. Here, as it often does, grammar makes a direct
reference to English m its representation of the tenses. The assumption
15 that this knowledge could offer an advantage for .1 English speakers
when leaming the German grammar. Hammer s German Grammar em-
phasizes the specific differences in the language systems because the
authors hope 1t will aid leamers 1n avoiding transfer errors.
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This particular grammar book 1s a muxed bag of vanous approaches:
contrastive, leamer-onented, use-onented and wodang with authentic
language matenial. At the same time, 1t 15 also a grammar book that
strongly adheres to the structural shape of language and somewhat ne-
glects functional aspects. Cognitive linguistic pnnciples are of course
not discussed.

14.1 The German tenses: general
14.1.1 There are six tenses in German

Thize are illustrated for the verb kaufien ‘buy'in Table 14. 1 (see also section 12.1.1b). There are,
exactly as im English:

+ twio SIMPLE TENSES, with a single ward: the present tense and the FAST tense
« four COMPOUND TENSES, formed with AUXILIARY VERBS haten, sein und werden: the PERFECT
tense, the PLUPERFECT tense, the FUTURE tense, and the FUTURE PERFECT tense.

I general, the forms and uses of the tenses in German and English are very similar, as shown in
Tahle 14.1. For this reason this chapter concentrates on those aspects of the use of German tenses
which differ significantly from those of the corresponding English tenses.

Tabkle 14,1 illustrates the tenses of the active voice of kaufen. Exactly the same set of tenses are also
found in the passive voice, with the same meanings, as shown in Chapter 15, This chapter only
deals with the tenses of the indicative maod, which signal a fact, The subjunctive also has tense
farms, but these are used in a rather differant way, as explained in Chapter 16,

Table 14.1 German and English tenses

Present ich kaufe I buy

Past ich kaufte bought
Perfect ich habe gekauft | harve bought
Pluperfect Ich hatte gekauft Ihad bought
Future ich werde kaufen I shall Aeill by

Future Perfect ich werde gekauft haben I shallfwill have bought

Figure 2 9: Representation of the tense system in Hammer's Garman Grammar
(Durell/Hammer 2011: 183}

Leamer grammar books are explicitly geared toward a leamer’s supposed
progress or progression, Which 1s validated by empinical studies. Instead,
grammar books for language leamers often refer to simplification strate-
gies and assumptions based on the authors” teaching expenences. Gram-
mar books often want to reduce the complexity of the tense system, that is,
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the inventory of forms, to make it more transparent. Such grammars at-
tempt to retum to the communicative basics of the linguistic system, or, in
this case, the expression of temporality. Grammar books for language
leamers typically note that temporality can be expressed in different ways:
erther with the same form (for instance, present tense), through adverbials
(lexically) or through the context. The emphasis 1s, therefore, on the func-
tions.

Experiment 3

You are leading an experiment and wish to test vanous leaming con-
cepts of space and time representations on your leamers. Let us assume
that the learners are familiar with the formal basics of the respective ar-
eas of grammar, e g, the endings. Therefore, you could test functional
procedures on teaching time and space. How do you proceed and what
do you find?

223 Summary

- Linguistic forms are based on clear underlying concepts of ele-
mentary spatial and temporal domains.

- Most spatial concepts are also represented in temporal concepts.

- The concepts are based on cross-linguistic image schemata (up -
down, early - late, duration), even though they exhibit language-
typical perspectivations, such as those refermng to openness, repe-
tition and others.

- The salience and relevance of the stuctures of a target language
are sigmficant to acquisiton. They are often more important than
L1 structures.

- Formal aspects of the description of grammatical structures focus
mamly on superficial characteristics, such as whether articles or
prepositions appear in adverbials or how strong and weak verbs
act. It 15 uncertain what effect such descriptions have on the leam-
ing of a foreign language.

- Considenng metaphorical concepts of space and time from a con-
trastive perspective 1s useful for creating transparency and ensur-
ing sustamability. Aspects of form-function can be conveyed
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through representations of functions, and, in the mitial phase, via
chunks (cf. Chapter 3).

2.2.4 Review Questions

1.

Why are space and time essential or even existential categonies of
our perception?

‘What 1s the role of a speaker’s individual perspective?

How do lingua-cultural worldviews m terms of spatial and tem-
portal perceptions impact linguistic realizations?

Explam the basic categones of Reichenbach’s temporality model.
In what ways does Klemn's model expand Reichenbach’s basic
model?

What are deictic references?
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2.3 Cognitive Grammar

How 1s grammar represented in our minds? Do we use image-based 1m-
agination to mentally represent grammar? What might be the role of 1m-
agery in second or foreign language classes? These are the questions that
this chapter concerns itself with. We will begin by discussing cognitive
grammar theories and approaches that describe grammar in relation to
human image-based conceptual systems. Langacker’s (2008a) cognitive
grammar and Talmy’s (2000) cogmtive semantics are important theoret-
ical approaches in this field, and this chapter will explore their contribu-
tions to cognitive linguistics. Both approaches utilise the ponciples of
general human perception and cogmition such as imagery and metapho-
rization m order to explain the conceptual motivation of language and
grammar. The first part of this chapter discusses what part image sche-
mas play i conceptualizing the world and how they are reflected 1n lan-
guage. In the second part of the chapter, we use a selection of grammat-
ical topics as an example for analysis using image-based representations.
This chapter concludes with an outlook on the potential of these ap-
proaches for foreign language teaching.

Study Goals

By the end of this chapter, you will be able to:

- explain the most important principles of conceptualization using
concrete examples

- analyse vanous grammatical phenomena based on image sche-
mas

- explain why image-based approaches have great potential for
making grammar accessible

- incorporate these msights into your own teaching methods.

231 Grammar and Conceptualization

Image-based representations often serve to illustrate the complexities of
grammar. The use of such visual tools, however, 1s only effective when the
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image 1s used to make relevant aspects more transparent. Image-based rep-
resentations are more cogmtively entrenched in this way (cf. Scheller 2009,
Roche/Scheller 2008). Before usmg visual tools, you should be aware of
the concepts that underhie grammar and how you could introduce leamers
to them. Langacker's (2008a) cogmmre grammar is very productive for
this purpose, as 1t provides an image-based description of the conceptual
motivations of grammar constructions. We will exammne the background
of this idea in what follows. Cognitive grammar, according to Langacker
(2008a), shares several basic pnnciples and premises with approaches to
construction grammar and general cognitive lingmstics (cf Goldberg
1995, Croft 2001): the symbolic prninciple, the ponciple of conceptualiza-
tion, and the principle of schematization. While we have already intro-
duced you to these pnnciples in Chapter 1.1, the current chapter focuses
intensely on the aspect of conceptualization.

The ability to mentally construct experiences i a certain way 1s known as
conceptualization (Evans/Green 2006, Langacker 2008a). One and the
same situation can be constructed in different ways using language. For
example, ‘the table under the lamp’ refers to the same objects in space and
tiume, but characterizes them differently than ‘the lamp above the table’.
This means that we mnhabit a certain perspective through language that 1s
only partially determined by the features of the objective world and that
represents only one of many interpretative possihilit:iﬂs (cf Evans/Green
2006: 571). The ability to mentally construct expeniences in a certain way
15 known as conceptualization (Evans/Green 2006, Langacker 2:]:]83} Re-
searchers use terms such as construal (Langacker 2008b) and imaging sys-
tem (Talmy 2000; also cf Clausner/Croft 1999) synonymously with the
term conceptualization. In order to conceptualize, the speaker needs to
make decisions 1n terms of the specificity. focus. salience, and perspec-
tivization of the expenence meant to be expressed. These decisions are
manifested m language as different kinds of lexical or grammatical reali-
Zations.

While all of the conceptualization principles are crucial for successful
commumcation, they are usually hidden from speakers, who are usually
more focused on content. Langacker (2000: 46) illustrates this condition
using the example of visual aids such as eyeglasses. Glasses are responsi-
ble for a large part of wearers” perception and determine what they can see.
Despite this, the wearers of glasses are so focused on the extemal situation
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that the eyeglasses themselves become practically nvisible to them. In lan-
guage teaching, 1t can be helpful to make visible the vanous options for
orgamzing conceptual content that the “glasses’ of the target language pro-
vide. Conceptualization controls the process of formulating messages (cf.
Levelt/Roelofs/Meyer 1999), and so, appropriate conceptualization must
be the starting point of teaching grammar (cf Scheller 2009). In what fol-
lows, we will examine which pnnciples are relevant to the 1llustration of
conceptual structures m grammar.

2.3.1.1 Salience

The notion of salience descnbes how we always emphasize a certamn aspect
or a part of the scene which becomes our centre of attention (cf Langacker
2008a). Salience 1s not a one-dimensional construct, but manifests on sev-
eral levels of language. Langacker (2008a) distinguishes between a base
and a profile, although other authors such as Fillmore (1985) use the ter-
minological pair concept and frame for profile and base, respectively. Ac-
cording to Langacker (2008a), the conceptual base (immediate conceptual
setting lies within a cognitive domain, that 1s, the broader conceptual set-
ting) within which profiles attain a certam meaning. Individual concepts
such as ‘chair leg” illustrate the difference between base and profile: a
chair leg requires the conceptual base of the concept chair to be understood
as such. In this case, the chair leg compnses a concrete profile of the con-
ceptual base of chair (also cf Langacker 2008b: 68).

| — T

Profile - Baze

Figure 2.10: Profile and base (Mabel Ideal 2016)

At first glance, base-profile relationships do not appear to have any con-
nection to grammar. In reality, they represent an important instrument for
descrbing word classes, among other things. The followmg 1llustration
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uses the example fo buy to show how the conceptual base of this action can
be construed either as a verbal relation between two arguments or as a
noun, depending on how it 1s perspectivized.

OO OO0 O +O

a: conceptual base b to buy |verh) c: buyer (noun|

Figure 2.11: Verb (b) and noun (c) as different profiles of (perspectives on) the
same conceptual base (based on Langacker 2007: 436)

When creating or using nouns or verbs we choose a certain profile of the
conceptual base and specifically emphasize only a partial aspect of the en-
tire scene. Upon heaning the word buy, we would generally imagine an
object that 15 being purchased and a buyer who is purchasing it from a
seller. The word buyer, by contrast, focuses your attention on a certain kind
of agent m the buying scenano while the seller is less immediately or only
implicitly present. Profiling the conceptual base as a noun leads to a com-
pletely different conceptual structure than profiling a verb perspective.
MNouns profile things, and verbs profile processes (Langacker 2008a).
Cognitive grammar descnbes noun schemas as the result of applying cog-
nitive abilities such as groupmng and reification to a base 1n order to form
things, that have material substance and that are conceptually autonomous,
independent of any event and specifically situated in a (fictional) space.
Verb schemas are based on apprehending and tracking relationships as pro-
cesses and descnbe the interactions between things (energy transfer. move-
ment, exercising force, changing their state). Furthermore, verbs as pro-
cesses have their own temporal dimension. Other word classes such as ad-
vetbs, prepositions, adjectives, mfimtives, participles, etc., also descnibe
relationships according to Langacker, though these do not express pro-
cesses therefore lacking a sequential temporality. Let’s look at the action
vetb fo present as an example. If we wish to express this action as a tem-
poral relation between two things, we would form a sentence such as The
new boss presented the goals for the new year. If we wished to descnbe
the action as conceptually autonomous, on the other hand, we would form
a sentence such as The presentation of next year’s goals was very boring.
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The following diagram shows how the various word classes can be classi-
fied with respect to the distinction between things and relations as well as
with respect to temporality and atemporality:

_

REGION RELATION
nommmal relational
(THING) /\
BOUNDED UNBOUNDED TEMPORAL ATEMPORAL
count nouns mass nouns (PFROCESS) prepositions
verbs adjectves

adverbs

infinitives

participles
SIMPLE COMPLEX ///ﬁ\“hxxk
(STATIVE) | | (DYNAMIC)

SIMPLE COMPLEX
(STATIVE) (COMPLEX
STATIC SCENE)

Figure 2 12: Classification of word classes according to Evans/Green (2006: 571)

The vanious possibilities a language has for profiling are not an arbitrary
inventory of “tools™ such as word formation principles, endings. Speakers
use such language tools mtentionally to create specific effects by focusing
attention on specific aspects. Language users percerve information that 1s
coded by nouns as cognitively more salient than mnformation that 1s repre-
sented by verbs. Speakers can also choose words from open classes (nouns,
verbs) to achieve a higher salience in companson to items from closed
classes such as the markmmg of tense or gmmmatical gender (cf Talmy
2008: 29).

An additional tool of salience 1s probably familiar to you: you may be fa-
miliar with the following image which represents both an old lady as well
as a young woman, though they cannot be perceived simultaneously
(see Figure 2.13). This pnnciple of salience is based on the findings from
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perceptual psychology and 1s known as the figure-ground principle
(Werthemmer 1967, Talmy 2008; also cf_ trajector and landmark according
to Langacker 2008a) which should not be confused with the terms base and

Figure 2 13: Old lady and young woman (Brillen/Seehilfen 2016)

According to the figure-ground pninciple, humans always perceive one el-
ement of a scene as bemng in the foreground (the figure) and all other ele-
ments of the scene as being in the background. This pnnciple of salience
explains the basic grammatical categories such as subject and object. In the
sentence The ticket inspector caught a fare dodger, the ticket inspector 1s
the figure and the fare dodger is the ground. Intransitive sentences with
prepositional objects can also illustrate such a figure-ground constellation:
Michelle Obama (figure) walks into Colbert’s Late Show (ground).
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Experiment 1

You now have the opportunity to test how figure and ground are actual-
ly perceived. For this purpose, ask three people i your surroundings to
descnibe the following 1mage in one sentence:

Figure 2.14: Figure and ground (finypic 2016)

In all likelihood, the people you asked did not produce identical utter-
ances. Stll, there are probably certain similanties m terms of detenmin-
ing the figure and the ground. Which element was chosen as the figure
and which features do you think distinguish this figure from the ground
in terms of size and recogmzability?

The figures of a scene are usually the smaller, more mobile, more relevant,
unexpected, and more recognizable elements (cf Talmy 2000: 315). Lan-
guage users must first perceive these elements before they can be associ-
ated with increased salience. Reapplied to language, this means that the
subject (often) represents the fisure and the object or prepositional object
represents the ground. Syntactic roles m language are not only established
by formal features such as subject-verb-congruency or declination, but are
also conceptually established by the pnnciples of general human cogmtion.

Making leamers aware of the figure-ground principle 1n the classroom can
provide them with easier access to the new language than can primanly
logical and formal descriptive parameters. Awareness of the figure-ground
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prnciple even allows syntagmatic relations within sentences to be repres-
tented as cross-linguistic pattems. For instance, it can be used to describe
the subject function in languages such as Chinese or Japanese that do not
feature subject-verb agreement (inflection) of verbs. Here, the verb always
remains uninflected, independent of the subject’s attnbutes, making it hard
to characterize the subject using formal cntenia. The following examples
adapted from Roche & Sufier (2014: 129) illustrate further salience effects
of the figure-ground pnnciple in conjunction with other grammatical phe-
nomena.

(1a)  The toaster is behind the coffee maker.

(1b)  The coffee maker is in front of the toaster.

(2a)  The coach sent Rummenigge off the field.

(2b)  Rummenigge was sent off the field by the coach.

(3a) He bought a bagel before he went to work.

(3b)  After he bought a bagel, he went to work.

The authors descnbe the salience effects in these examples as follows: (1a)
and (1b) use different target areas or reference points in order to situate the
figure in the scene spatially. (2a) and (2b) describe a transitive action by
focusing on the participants. In (2a) by using active voice, the agent, the
coach, 1s in the foreground. In (2b), the passive voice demotes the coach
to adjunct position, and places a stronger focus on the player, Rum-
menigge. Finally, the two actions 1n (3a) and (3b) are brought 1nto a differ-
ent focus through the use of two different temporal connectors. In (3a) the
focus 1s on buymmg the bagel, and situating 1t temporally 1n relation to the
(background) situation. The opposite is the case in (3b).

2.3.1.2 Perspectivization

Through our ‘“mental eyes’, we can view expeniences and scenes from dif-
ferent perspectives. We can choose between different concepualization
possibilities, which i tum can be realized in different lmguistic forms.
Talmy calls this schematic system that directs us where to place our mental
eves the perspective system (cf also vantage pomt by Langacker
2008b: 69; cf Talmy 2000: 217, Langacker 2008a: 73). The use of the term
perspective or perspectivization in cognitive grammar, in contrast to its
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connotations m everyday language, refers to three specific dimensions of
conceptualization.

For the first of these dimensions, Talmy distinguishes between the mntemal
and the extemal perspective, for example The door opened and he entered
the room (internal) and He opened the door and entered the room (exter-
nal). The position of the speaker functions as the ongo or point of perspec-
tive onto the percerved scene (cf Talmy 2000: 69; also cf Langacker
2008a: 75-77). This principle explains how speakers can, for instance,
adopt different perspectives by assuming a progressive and non-progres-
sive aspect (cf Radden/Dirven 2007: 177, Niemeier/Reif 2008, Reif 2012).
When speakers use a non-progressive aspect (such as the perfective aspect
in languages that use it), they adopt a kind of global or external perspective.
This means it 15 possible to percerve the pomnt at which a process begins
and/or ends (for example, Marfus talked to Mr Green, a bounded event
that had started and was completed). With the progressive aspect on the
other hand, the speaker adopts a local or an internal perspective which fo-
cuses on a single component of the process and. therefore, blocks out the
beginning and end of the process (as in Markus was talking to Mr Green,
an unbounded event. We do not know when they had started talking or
when (and 1if) they finished).

— P prt—|
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Figure 2.15: Bounded event (left) and unbounded event (right) (RaddenDirven
2007 178)

A second dimension of perspectivization proposed by Talmy (2000: 217)
concerns different perspectival levels: the tracking camera perspective and
the fixed camera perspective. For example, There are several tunnels on
the train s route implies a fixed camera perspective. On the other hand On
this route, we will sometimes pass through a tunnel pomts to a tracking
perspective. An additional possibility for the camera perspective is the
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changing observation of events in different locations, as m The train goes
through the forest, then goes past the lake.

Talmy (2000: 218) also descnbes a third dimension of perspectivization
that applies to the localization of objects. The example sentences There is
a traffic sign behind that tree or There is a traffic sign in front of that tree
could refer to one and the same situation. The situational placement of the
traffic sign might assume different pomts of reference. It 1s evident mn these
examples that the figure fraffic sign and the ground free require an addi-
tional ground., namely the secondary landmark or prepositional phrase
which shows where the objects are situated in space (see Langacker 2000).
If the speaker 1s used as a point of reference, there are two additional pos-
sibilities for localizing objects (Radden 2011: 17): the ego-aligned per-
spective, where the speaker’s field of view being directed backwards and
forwards provides a system of reference, and the ego-opposed perspec-
tive, in which objects are located in space relative to the point of view of
the listeners. According to Levinson (2003: 55), two more perspectives ex-
15t apart from these two subject-centred perspectives: the object-centred
perspective and the absolute perspective. The object-centred perspective
15 only possible when the object of reference possesses an mtnnsic front
side and back side. It 1s easy to determune the front and back of a car, but
1t 15 impossible for a sphere. The absolute perspective 1s rooted 1n an on-
entation system of the environment which remains unchanged, such as the
cardinal directions north, east, west, and south.

Experiment 2

Imagine that you are i Sardimia (Italy) and would like to dnve to the
beach by car. After searching for a parking space for 30 minutes, you
finally find one (see Figure 2.16). You are not entirely sure whether
parking is allowed at this spot, but others have obviously chosen to park
here. How would you tell the dnver to park between the black and the
grey car from a subject-centred perspective? How would you do so from
an object-centred perspective? Which car, if any, would you choose as
a reference in either case?
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| Figure 2.16: Pmpmmnon (sardinien com 2016)

2.3.1.3 Force Dynamics

The conceptual system of force dynamics proposed by Talmy (2000) has
been used to exphinmmemusaspects of language. The use of kinesthetic
expenences (bodily expmmm: of physical force/resistance and move-
mem}aml somato-sensoric expeniences (bodily expenience of pressure and

pain) to describe causality are a particular focus of this approach (cf Ev-
ans/Green 2006: 199). Roche & Sufier (2014: 131) explam the conceptual
structure of certain language areas in relation to the approach of force dy-
namics as follows: The sentence The boat sunk in the lake can be supple-
mented m terms of a cansal force as in The boat sunk in the lake due to a
rookie mistake by the skipper or m terms of a dynamic opposition as The
boat sunk in the lake despite being very buoyant. Talmy transfers these
interactions between force and dynamics onto psychological and social do-
maimns, among others. The rather neutral sentence Oprah runs for president
differs substantially from the sentence Oprah was forced to run for presi-
dent. The difference lies in the social force which affects the sentence.
Oprah fills the role of the agonist in this sentence (in certain ways the
‘protagonist”), a role which tends towards passivity and, therefore, resists



certain forces (antagonists) attempting to affect a mobilization of Oprah
(cf Talmy 2000: 413).

Force dynamics relations can be used to make the conceptual motivation
of connectors, prepositions (concessive, causal, etc.). and modal verbs that
express social and psycho-social relations transparent. In the sentence
Klopp went to the Oktoberfest despite the loss against Bayern Miinchen,
the concessive preposition despite expresses the followmg force dynamic
relation: The agonist Klopp 's tendency towards movement is stronger than
the opposing force of the antagomist the loss against Bayvern, so that the
movement fo go fo the Oktoberfest cannot be stopped despite the re-
sistance.

Aside: A Few Examples from Another Language — The Language
Learner’s Perspective

In the previous section we dealt with the central principles of general
human perception and cognition (image schemas, metaphorization, etc.)
in order to explain the conceptual motivation of language and grammar.
Descriptive parameters such as profile/base and figure/ground contrib-
ute to making the conceptual motivation of many grammatical structures
more transparent. To show how this can help explain topics that are dif-
ficult for language leamers, this section will illustrate how the concep-
tual structures of two-way or two-case prepositions, modal verbs, and
passive voice can be illustrated using bodily expenences and principles
of general cognition. These approaches use vanous features of bodily
expenences, such as movement in space or transfer of force, to structure
and 1llustrate complex grammatical relations.

Two-Way Prepositions in German

The nine two-way prepositions of the German language take either the
accusative or dative case, depending on the context of the sentence. Tra-
ditional grammar explains the choice of case mainly based on the 1tem-
specific meamng of the verbs (motion verbs take accusative, static verbs
take dative) and applying the questions “Where?” (Wo?, location) and
“Where to? (Wohin?, direction). However, 1t 15 immediately apparent
that 1 authentic language usage, such explanations fall short of captur-
ig the full picture. For instance, the dative case does appear in sentences

95



with motion verbs such as i the following pair of sentences: Ich gehe
in die Dusche (I am walking into the shower, accusative) und Ich gehe
in der Dusche (I am walking in the shower, dative). However, if we as-
sume a conceptual motivation of the choice of grammatical case, we find
that the accusative and the dative represent a different construal of the
scene: if the figure traverses an imaginary boundary of the ground (Das
Auto féihrt auf die Strafe, “The car 1s doving onto the street”, crossing
from outside the street over mto the street), the accusative case 15 used.
If the figure remains within the imaginary boundaries of the ground. then
the dative case 1s applied (Das Auto féihrt auf der Strafe, “The car 1s
drving on the street’, staying within the boundanes of the area called
‘street”). Here, the conceptual motivation of the choice of the grammat-
ical case regarding to two-way prepositions i1s explamed using bodily
expenences (movement, changing positions) and principles of human
perception (figure and ground). This provides leamers an easier and
more direct conceptual access to seemingly abstract grammatical ules.

—»

Figure 2 17: Das Auto fihrt auf die Sirafe, The car is driving onto the street
(based on Scheller 2009: 104)

tr >

Figure 2 18: Das Auto fahrt auf der Strafie, The car 15 dnving on (within) the
street (Scheller 2009: 104)

Modal Verbs

Bodily expenences are also useful for explaiming the meaning of modal
verbs. This 15 i keeping with Sweetser (1990), Talmy (2000), and Tyler

96




(2008) who present different types of force dynamic relations between
agonists and antagonists. Consider the following example sentences:

(1a)  Michael Fasshender has to travel quite a lot because his new
movie is being filmed in many different locations.

(1b)  Michael Fassbender should drink less, or he will have constant
problems with his voice during shooting.

(1)  Michael Fasshender may smoke at home again after the di-
voree.

The semi-modal verb has fo m sentence (1a) 1s used deontically and,
therefore, expresses a necessity. This necessity 1s subject to, i a force
dynamics sense, a barely surmountable force (for instance a contract
with the film company) which affects/restricts the movement of the ag-
omist Michael Fassbender. Sentence (1b) acts simmlarly with its use of
should. However, the extemal force 1s weaker, making the movement of
the agonist less likely or necessary. In the sentence (lc) the force dy-
namic relations between agonist and antagonist are more complex. The
deontic meanmng of the modal verb may (permission) can also be ex-
plained from a force dynamic perspective i this sentence, by eliminat-
ing the obstacle via an external authority or force. This enables the
movement of the agonist, 1n this case the execution of an action. From
an image schema perspective and in keepmg with Talmy (2000: 418),
we can represent the force dynamic relationship as follows:

@
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Figure 2.19: Changes in force through the elimination of the antagonist accord-
ing to Talmy (2000: 418)

The image (Figure 2.19) shows the agomst Michael Fassbender and the
first antagonist his partner. They are respectively represented by a circle
and a curved EEUIC. The second antagoﬂist in the scene is represented
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by the black arrow. The black dot (dormant state) and the arrow (move-
ment) represent the possible results of the force dynamic mteraction. In
the earlier example sentence, the intended movement of the agomist to
smoke, 1s mttially prevented by the msurmountable counterforce of the
antagonist his partmer (black dot on the hine). The occurrence of the sec-
ond antagomst the divorce, however, effects the elimination of the ob-
stacle his partner, and so the agonist can move forward. It does not mat-
ter whether Michael Fassbender actually does or does not smoke after
the elimination of the obstacle or whether he is diverced at all. Modal
verbs are meant to express the necessity or the possibality of the execu-
tion of the actions.

Active and Passive Voice

The traditional approach to teaching the passive voice 1s often based on
formal rules of transformation from active to passive. Passives are gen-
erally formed by moving the object of an active sentence to the subject
position of the clause and by moving the subject of the active sentence
to the end of the clause, frequently introduced by the use of ‘by’. At the
same time, the verb changes its form. In English 1t requires a form of the
auxihary verb fo be coupled up with the past participle. However, only
transitive verbs can form a passive. English grammars love the verb “hit™
to illustrate the passivity of the passive voice: John and Mary were hit
by X Whereas the passive voice m English 1s widely believed to be re-
stricted to wntten registers 1t 1s fairly common and frequent in German
in both spoken and written varieties, notably in professional contexts and
languages for special purposes.

As simple and easy as these transformations may appear, they are only
of limited use m language teaching. Denrving the passive directly from
the active suggests that the passive names the agent as a ule. However,
corpus analyses of spoken as well as of written language (in German)
show that this 1s a rarity: according to the analyses, only 18% of passe
sentences name an agent (cf Brnker 1971, Schoenthal 1967). The rea-
son 15 that the use of the passive accompanies the intent to deagentivize.
This 15 meant to enable a description of an action from the perspective
of the object or the patient. Deagentivation of the subject is necessary
for text types such as protocols, reports, recipes, and other types of pro-
cess descnptions (cf Weinnch 2005, Gitze/Hess-Liittich 2002). The
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agent is erther simply not known or generally known and, therefore, 1r-
relevant (cf Pape-Miller 1980). The mechanical and purely formal
character of such a transformation also 1gnores semantic aspects (espe-
cially the conceptualization of the different saliences of the participants)
and functional-pragmatic aspects (topicalization of the object, mtended
anonymization of the subject, implicit topic continuity of the agent, etc.).
Sufier’s (2013) cognitive ingnistic approach describes passive and ac-
tive voices as two different conceptualizations of transitive scenes, based
on the works of Langacker (2004, 2008a) and Amett (2004). Sufier as-
sumes the action chain as the conceptual base of transitive events (cf
Langacker 2004, 2008a). The action chain expresses a transfer of (ficti-
tious) energy from an agent via an instrument to a partipant, who m tum
expenences a change of state. The conceptual base 1s not always verbal-
1zed or emphasized at full length. however. Rather, the speaker makes a
decision depending on the context and to what extent the mdividual par-
ticipants of an event are relevant and need to be emphasized.

In the next step, the speaker presents the chosen participant, in accond-
ance with the figure-ground pninciple, as being either in the foreground
or 1n the background:

In the active voice, the agent is in the foreground (figure). In the pas-
sive voice, the patient 1s the pnmary element ofthe scene and the agent
15 usually m the background (ground) or disappears completely [...]
without the mental representation of the scene and the corresponding
energy transfer losing coherence. (Translated from Roche/Sufier 2014-
129)

Additionally, German differentiates between processual passive and sta-
tal passive: processual passive focuses on the complete change of state
of the patient, while statal passive emphasizes the final state (cf. Amett
2004).

Roche & Suifier (2014: 130) show how active, processual passive, and
statal passive are different perspectivization of events that focus pro-
cesses of transitive scenes m different ways. This can be illustrated as
follows using the example of a champion billiard player playing a cue
ball with a cue stick:
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Figure 2.20: The active sentence The champion plays the ball with the cue (=
Queue in German)
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Figure 2 21: Process passive: The ball is being played by the champion.

Figure 2 22: Statal passive: The ball was played.
Amett & Sufier (2019) explam the diagrams as follows:

In the first [diagram]. Der Champion spielt die Kugel mit dem Queue,
“The player hats the cue ball wath the cue stick’, the focus on the agent
in the active clause 1s shown by the spotlight on the player. In the sec-
ond [diagram], Die Kugel wird vom dem Champion gespielt, “The cue
ball 1s being played by the player’. the spotlight has moved from the
player to the transfer of energy to the patient, which will cause the
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bilhard ball to undergo a change of state. The third [diagram). Die Ku-
gel ist gespielt, “The cue ball was played’, shows the placement of the
spotlight on the end state of the billiard ball. In this clause, the agent
and the mstrument remain mn the background. In the [fourth diagram],
the difference between the active, processual passive and the statal
passive is shown as individual moments or conceptualizations of the
same event. (Amett/Sufier 2019: 374-375)

2.3.2 Grammatical Metaphors in Animations

When conceptualizing and implementing multimedia learning matenials 1t
15 not sufficient to merely look at superficial activity effects. Rather. 1t 1s
useful to clanfy questions such as “Which linguistic and cultural viewpoint
am I assuming as my basis?” or “How do I explamn language and culture to
leamers?” According to the cognitive linguistic framework, language con-
stitutes a meanmgful system allowing speakers to conceptualize their own
expenences of the world m different ways. This means that speakers as the
“conceptualizer” ought to be at the centre of linguistic communication pro-
cesses. Grammatical metaphors are very important here m their role as
pedagogical bndges. As mnovative conceptual metaphors, they use the
everyday expenences of leamers (such as hobbies, traffic, etc.) to make
grammatical principles more transparent (cf Foche/Sufier 2014). Based on
this definition, grammatical metaphors have a pedagogical function and
should, therefore, not be confused with the notion of grammatical meta-
phor according to Goatly (2007). In grammatical metaphors. a term 1s used
to substitute for a common grammatical structure with a less common
structure, such as the use of a noun instead of a verb in certain contexts.
Roche & Sufier (2014) describe the added value of grammatical metaphors
for grammar teaching as follows:

Grammatical metaphors can make aspects of conceptual motiva-
tion relevant to leaming (boundary-crossing, force dynamics. en-
ergy transfer, etc.) expenenceable, without a need to recur on ab-
stract forms of representation. The cognitive entrenchment of
grammatical metaphors 15 an important prerequisite for attaiming
the desired added value, as the metaphors used would otherwise
only possess a purely entertaining function without any relation
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to the leaming process. (Translated from Roche/Sufier
2014:133)

MNow that we have discussed what notion of language forms the foundation
of our language teaching and since the most important principles of lan-
guage or grammar have become accessible for learming purposes, we turmn
to the methodological realization of such principles. As we have already
seen, dynamics and movements are important i the descnption of the con-
ceptual motivation of certain areas of grammar A presentation of the re-
spective grammatical metaphors using static pictures would be rather dis-
advantageous in these cases, as several pictures would be necessary to de-
pict a complete sequence of motions. In a subsequent step. the leamers
would have to arrange the pictures in order to mentally simulate the actual
movement or event. Possible split attention effects (cf Chapter 7.2) may
cause leaming-inhibiting effects due to temporally and spatially sphit rep-
resentations of mndividual images of the series. Ammated representations
are mstead well-suited for representing the sensu-motonic aspects ade-
quately. Research literature defines animations as follows:

We define animations as constructed pictonal display that
changes 1ts structure or other properties over time and so tnggers
the perception of a continuous change. Animation 1s distinct from
video m that 1t 15 not the result of merely captunng images of the
external world — mather, it 15 the product of deliberate construction
processes such as dmwimng. (Lowe/Schnotz 2014: 515)

Several findings of metaphor research argue for the use of animated gram-
matical metaphors. According to these findings, the comprehension of
metaphoric expressions 1s facilitated if the concrete meaning 1s mentally
stmulated (cf Wilson/Gibbs 2007, Johansson/Falck/Gibbs 2012). Func-
tional magnetic resonance imaging (fMRI) studies also show that many
sensu-motoric aspects contribute to deducmg the meaning of abstract ex-
pressions such as idiomatic phrases (Boulenger/Hauk/Pulvemniiller 2009).
How these animated grammatical metaphors specifically affect areas such
as two-way prepositions, and to what degree their execution 1n the form of
ammated representations generates a functional value will be discussed 1n
the following section. For this purpose, we will examine an approach to
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teaching the grammar elements involved more closely and subsequently
present some empincal evidence on the efficiency of the approach. Addi-
tional practical tips regarding the use of amimations i the classroom will
be presented in Chapter 8.

2.3.3 Empirical Evidence: An Exemplary Study

Each language uses a particular grammatical inventory to express concepts
deemed to be important in that language’s world view. For speakers of
English, the distinction between a non-continuous and continuous action
matters (she goes vs. she is going). Speakers of French make a distinction
between perfective and non-perfective actions by choosmg etther the sim-
ple past (passé simple) or the imperfect (imparfait). For speakers of Ger-
man the difference between a movement or placement in an enclosed space
and a movement towards a goal matters. In order to express the conceptual
difference speakers of German use so-called two-way prepositions with
erther the accusative or dative case. As we have seen in the previous chap-
ter, the typical explanation given mn text books regarding the choice of case
in two-way prepositions claims that the movement of the verb is the most
important coterion for the use of the accusative and statics for the use of
the dative. Despite apparent plausibility, this approach cannot satisfacto-
nily explain the use of the dative in sentences such as Ich fahre auf der
Strafe ('T'm dnving on the street™) and Ich gehe im Flugzeug (‘'T'm walking
in the amplane™). Scheller addresses this problem m her work (Scheller
2009; also cf Roche/Scheller 2008) as she develops an explanatory ap-
proach on the basis of cognitive linguistic findings. On the one hand,
Scheller’s approach uses the categones figure-ground and. on the other
hand, incorporates the concepts of the search area (the activated part of the
target domain, for example the lower part of the bed in the prepositional
phrase unter dem Bett ("under the bed’, dative) in locative expressions (cf
Langacker 2008b). With this in mind, Scheller (2009) justifies the choice
of the case with the crossing or non-crossing of the imaginary boundary of
the search area (ground) by the figure. In the first case, an accusative is
used, while in the second the dative 1s used. In order to test the added value
of this explanatory approach for language acquisition, the pnincipal bound-
ary transgression of the cognitive inguistic approach was implemented 1n
the form of an animation and empinically evaluated in an expenment. Fig-
ure 2.23 15 a screenshot of the ammations: auf der Strafe. dative: the cat
does not cross the boundary of the street; auf die Strafle, accusative: the cat
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runs onto the street. Right screenshot: the correct sentence on top fits the
car travelling on the road, dative, as the car does not cross the boundary of
the road.

Wo ist der Unberschéed ? Waram Beibi es an ersben Satz “auf der Weklie Asmaraise passt 2o dicsan Saz?
Strale” umd i rweiten Satz “auf die Soabe™? Tras Auno Tt amd dir Siealie,

Figure 2 23: Grammar animations of two-way prepositions (based on Scheller
2012: 7T

In order to verify the added value of animations for two-way prepositions,
Scheller (2009) conducted a controlled study and tested the followmng two
vanables: the explanatory approach (traditional versus cognitive linguistic)
and the presentation mode (static versus dynamic) (see Table 2 4). Overall,
four different groups were formed (see Table 2 4): the first group (WS)
used a still version of the traditional explanation paradigm representing the
dynamics with arrows, a second group (WA) used an animated version of
the same traditional paradigm._ a third group (GS) studied using a version
with static pictures to illustrate the cogmitive approach to boundary trans-
gression, the dynamics were symbolized with arrows and the boundary as
well as the target area were explicitly marked, a fourth group (GA) used
an amimated representation of the cogmitive linguistic approach (boundary
transgression).

Presentation mode/ explana- | Traditional boundary trans-
tory approach gression

Static WS WS

Animated WA GA

Table 2.4 Research design of Scheller s study (2009)
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All m all, 89 Belarussian German learners of Gemman participated in the
expenment. The first part of the experiment was a pretest, with the purpose
of determuning the participant’s prior knowledge of two-way prepositions.
Afterwards, the participating teachers worked through tasks involving the
amimations (about 45 minutes). Right after the learning phase, the partici-
pants were retested (about 20 minutes). In order to determine long-term
leaming effects, the learners were retested again one week later (for about
seven mmutes). The evaluation of the follow-up tests shows the group GA
performing sigmificantly better than all other groups. No marked differ-
ences were found m terms of leaming performance between the three other
groups. Overall, the results show that a combination of cognitive linguistic
approaches and a presentation in line with multimedia principles achieves
the most sustainable leaming effects on grammar acquisition. In other
words, this means netther animating traditional explanations of tules nor
presenting the cognitive linguistic approach i the form of still pictures
results in the desired added value for leaming.

234 Summary

- Images and visual tools can, if they are carefully considered, be a
useful medium for language teaching. by helping to explain van-
ous grammatical phenomena.

- Leamers do not necessarily require elaborate linguistic explana-
tions and rules to understand semantic and functional aspects of
grammar. It would be more important and more fruitful to make
language expenential. Image-based representations need to be
cognitively entrenched and initiate conceptualization processes in
order to attamn the desired learming benefits.

- Salience 1s an important dimension of conceptualization. Accord-
ing to the salience principle, we emphasize certain aspects or par-
tial structures of a scene when we verbalize expenences. Individ-
ual concepts (profiles) are grasped before a background of super-
ordinate conceptual frames (bases). Consequently, there 1s always
an element in the foreground which 1s referenced in relation to an-
other element in the background.
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Furthermore, we use bodily expeniences in the same way as force
dynamics to conceptualize psycho-social relationships such as ne-
cessity of permission.

Animations can help make grammar more digestible 1f the medium
adequately reflects the conceptual nature of the grammar.

2.3.5 Review Questions

1.

‘What does the distinction between profile and base refer to? Name
concrete examples.

How would you explain the function of the figure-ground pnnciple
in language? Name specific examples.

From a force dynamics perspective how would you descobe the
meaning of the connector despite in the example sentence The
guests went to the beer garden despite the bad weather?

How 1s the action chain connected to the active and passive voice?
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3 Constructions and Chunks

Leaming a foreign language often appears to be an arduous endeavour. In
addition to bemg a difficult process for many, leamers are not always suc-
cessful, even when they farthfully leam all the important grammar rules.
Teachers will surely have wondered why even the most eager learners are
often not able to express themselves fluently, despite intensive grammar
lessons. As you know, it 1s not enough to simply leam a few words and
tules of a new language. The main challenge in communication in a foreign
language 1s to combine words and rules comectly into meanmgful se-
quences. This task proves to be a great challenge given the numerous dif-
ferences in conceptualization between languages which requires more ad-
equate pedagogical tools and methods. Over the past years it has been
acknowledged that cognitive linguistics — and more specifically construc-
tion granmmar — can offer some avenues to foster the leaming of a foreign
language. The construction grammar framework 1s holistic, it assumes
complex, meamngfiul word sequences or constructions and regards indi-
vidual lexemes as linguistic units meant to fill certain gaps in construc-
tions. Construction grammar models make 1t possible to explain the con-
nection between instantiations of a construction and its abstract form with
the use of concrete examples. Moreover, construction grammar views the
grammar of a language as the mventory of possible constructions. This

chapter highlights the principles of this comprehensive grammar model.
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3.1 Grammar as a Construction Inventory

Sabine De Knop

Whether you are an aspinng or expenenced language teacher, you have
probably asked yourself how you can best encourage students to be in-
terested m vocabulary and unfamilhiar structures, topics that are often
considered dry or stuffy, as well as how to teach these topics efficiently.
The structures taught should also be authentic and reflect actual language
situations in the foreign language. Teachers are often at a loss when it
comes to making decisions on which topics are relevant and how to find
appealing examples. New media. such as the intemet, provide a wide
range of resources but are not orgamized systematically. The search for
relevant examples often proves to be time-intensive and cumbersome.
As a teacher, have you ever dreamed of having at your disposal a list of
the most important constructions in a foreign language? Fortunately,
construction grammar provides the possibility of compiling such lists.
This chapter proposes many examples from various languages other than
English. Many refer to German. The examples from languages which are
new to the reader might be challenging. However, they can also serve to
better illustrate the situation of a leamner acquinng a new/foreign lan-

guage.

Study Goals
By the end of this chapter, you wall:
- be familiar with the construction grammar framework
- understand the assets of this new framework. 1.e., the idea of struc-
tunng foreign language teaching around constructions rather than
individual words
- rtecogmise which constructions are important for leaming, and
which are less so, using examples from German.
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3.1.1 Construction Grammar Models

There are two main kinds of constructionist models: cognitive construc-
tion grammar, and formal construction grammar. George Lakoff, along
with Adele Goldberg (1995), is the major representative of cognitive con-
struction grammar with his 1987 descoption of there-constructions.
Lakoff's analysis of constructions as form-meanmg pairs mnspired Gold-
berg to apply this analysis to argument structure constructions. Croft
(2001) later developed construction grammar mto “radical construction
grammar”, a model based on a comparative approach that rejects syntactic
relations such as subject and object, and word type categones such as verbs
and nouns as abstract constructions, understanding them instead to be con-
stituents of constructions.

Among the more formal models of construction grammar are groundbreak-
ing contributions by Fillmore, Kay and O"Connor (1988) on the expression
let alone as well as “fluid construction grammar™ (Steels 2003), which fo-
cuses on computer-linguistic methods. Another of these models, “embod-
1ed construction grammar” (Bergen/Chang 2005). 1s based on the assump-
tion that constructions result from embodied expenences. E.g., bottles,
houses, and cities are often experienced as contamners, and their percerved
attnbute of enclosing other things i1s expressed accordingly in language
through the choice of the preposition in or into, as i Peter pours water
into the bottle or Lily lives in a large house in Kelowna (cf previous chap-
ter on metaphors).

3.1.2 The Units of Construction Grammar

The vanous construction grammar models have one aspect in common,
despite their differences. These models all ciiticize generative transforma-
tional grammar by postulating a continuum between lexicon and grammar.
Goldberg’s model has been greatly praised over the past few years. She
presented 1t in her books Constructions: 4 Construction Grammar Ap-
proach te Argument Structure (1995) and Construction at Work: The Na-
ture of Generalization in Language (2006). Her model often serves as a
theoretical starting pomnt for the descniption of the structures i a specific
language. Constructions compose the basic units of a language. 1.e., con-
ventionahzed form-meaning painngs: “Constructions are the fundamental
units of language acquisition and reflect the most direct embodiment of
leamers’ commumcative mtentions™ (Ellis/Cadiemo 2009: 111). Goldberg
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Views non-compositionality as a decisive feature in her first book (1995).
The term indicates that the meaning of a construction cannot be denved
from the meaning of mdividual constituents of constuctions. For instance,
the caused-motion construction expresses the meaning “X causes Y to
move Z”. In the famous example Pat sneezed the napkin off the table, the
sneezing causes the movement of the napkin off the table. The meamng of
the construction is so dominant that the intransitive verb fo sneeze 1s used
transitively in this construction. Here we see how construction grammar
differs from valency theory, which postulates that the verb as the core of
the sentence determines a number of arguments such as objects. By con-
trast, in construction grammar “the construction as a whole contributes

with non-reducible aspects of meaning to the meaning of a sentence™
(translated from Ziem/Lasch 2013: 21).

In Goldberg’s model (1995/2006), argument structure constructions build
a special class because they are the constituting elements on the sentence
level. One and the same verb can contribute to the formation of different
sentence structures, such as the verb to push 1n the following constructions:

(1) Peter pushed the cart. (transitive: agent X acts on object Y)

(2) Peter pushed the door open. (resultative: agent X causes object Y
to become state of bemng Z)

(3) Peter pushed himself to the limit (reflexive: agent X acts on
agent X)

Goldberg describes additional constructions: the ditransitive motion con-
struction with two objects, as m Sally gave her sister a cake (X causes Y
to recerve Z); the intransitive motion construction, as m He sat down on
the sofa (X moves along a path Y); and the conative motion construction,
as i Jane kicked at the ball (X targets direct action at Y). As you can see,
constructions vary in their degree of complexity and abstractness. A pas-
sive construction as in The chocolate was eaten by the children 1s much
more abstract than a concrete instantiation of a construction (The children
ate the chocolate).

What we should ask ourselves 1s whether all these constructions exist par-
allel to each other, or if they are mterconnected with each other as a kind
of netwotk. The next section zooms in onto this question.
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3.1.3 Construction Inventory

How are all these constructions be represented in our brains? Are they
stored as general mules, or are concrete examples mncluded? The construc-
tiomist inguistic model postulates that the entirety of the constructions of
a language is organized in a structured inventory. Constructions anse from
generalization and schematization processes and have their own meaning,
even at an abstract level We should not regard them as 1solated. Construc-
tions are mstantiations that surround abstract prototypes and are mtercon-
nected through different relations: polysemy link, metaphorical extensions,
subpart link_ and mstance ink. We will illustrate these inhenitance relations
with the use of several constructions with the German preposition bis ((up)
until/(up) to). This particular preposition 1s often 1gnored in discussions on
prepositions (Carstensen 2000, Cuyckens/Radden 2002, GrnieBhaber 2009,
Lutzeier 1995, Rauh 1991, Zelinsky-Wibbelt 1993) or only described with
imprecize and vague statements. On the one hand, the preposition bis re-
cerwves a problematic special status, on the other the syntactic and semantic
vanation of structures with bis 1s widely overlooked. When taking a closer
look at examples with bis, one quickly notices that the preposition 1s used
in very different prepositional groups and constructions, as the following
examples illustrate:

(4) Der Weg bis an die Grenze ist gleich gefunden. (DWDS Kemkor-

pus) (The path to the border will soon be found )
(5) Grofe Spieler sitzen spit bis in die Nacht. (Cosmas
II:Ioo/DEZ.75273) (Great players sit until late into the night.)

(6) Ich werde dich lieben bis in den Tod. (DWDS Kemkorpus) (I will
love you until death )

(7) Der Prinz bewaffnete sich bis an die Zdihne. (DWDS Kemkorpus)
(The pnince armed himself to the teeth.)

(8) Die Wut steht ihm bis iiber den Kopf (DWDS Kemkorpus) (His
rage has nisen to over his head )

(9) Wir kimpfen bis zum Sieg! (Cosmas II: Koo/OKT.78 443) (We
fight until victory!)

(10y [...] Schnee bis an den See hinunter. (Cosmas II: Aoo/MAR 16
690) (... snow down to the lake)
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Thus short list 1s sufficient to recogmize that most examples of constructions
with bis appear together with a prepositional phrase [bis + PP]. In rare
cases, the phrase appeanng with bis 1s not introduced by an additional prep-
osition. In these cases, the core of the phrase 1s either a noun without a
determiner or an adverb, such as in Wir bleiben bis Morgen (we are staying
until tomorrow) or Bis bald! (until soon).

The selection of the second preposition (PREP2) depends on the meaning
of the ensuing noun, which defines a kind of semantic gnd. In contrast to
other languages (cf. Hottenroth’s (2002) descnption of the French jusque),
a wide range of prepositions 1s possible for the introduction of the prepo-
sttional phrase after the word bis m German: bis an die Grenze, bis in die
Nacht, bis in den Tod, bis iiber den Kopf, bis unter das Dach, bis hinter
den Horizont, bis zum Gartentor, bis ans Knie, bis vor Jahren, etc. Most
prepositions that follow after bis are modal, they express a manner dimen-
sion. We can recognize a prototypical construction within this diversity
that expresses a spatial meaning, either realized as a spatial path asn
(4) Der Weg bis an die Grenze ist gleich gefinden. (DWDS Kem-
kopus) (The path to the border is soon to be found.)
or as a spatial goal as
(9) Wir kimpfen bis zum Sieg! (Cosmas II: Koo/OKT.78 443) (We
fight until victory!).
This meaning also motivates the accusative case after PREP2, if it 15 a two-
way preposition that allows for etther the accusative or the dative to follow.
Since a dynamic process along a path 1s expressed with motion, the accu-
sative 15 favoured after PREP2.
A construction with the preposition bis often expresses a temporal mean-
ing, as i
(5) Grofe Spieler sitzen spit bis in die Nacht. (Cosmas
II:Ioo/DEZ.75273) (Great players sit until late into the night.)
The temporal meaming i1s grounded in the conceptual metaphor
(Lakoff/Johnson 1980) time is space. It justifies the metaphoric extensions
of the construction from the prototype with spatial meaning as well as the
accusative case after PREP2, if it 1s a two-way preposition. The following
example not only expresses a point i time_ but also intensity:
(6) Ich werde dich lieben bis in den Tod. (DWDS Kemkorpus) (Liter-
ally: I wall love you until mto the death )
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Example (6) illustrates the non-composttional character of constructions
(cf Dirven/Ruiz de Mendoza Ibanez 2010: 25).

Furthermore, the construction with bis may also merely express mtensity

as m:

(7) Der Prinz bewaffnete sich bis an die Zdihne. (DWDS Kemkorpus)
(The pnince armed himself to the teeth.)

(11)  Die Alteren sind eifrig und motiviert bis unter die Haarspitzen.
(Cosmas II: MO2/FEB.10 642) (The older ones are eager and mo-
tivated to the hair ends.)

These examples should also be considered as non-compositional, they of-
ten contain the designation of body parts. From a cognitive linguistic per-
spective this i1s not surprising. Through the process of embodiment
(Lakoff 2008) concrete expressions (e.g., body parts or body functions) are
often used for abstract domains of expenences. Here, too, the metaphoric
extension is present.

A complete descnption of the inventory of instantiations of constructions
with bis, needs to encompass the combinations of the preposition bis with
the second preposition auf. A construction with bis and auf1s then able to
express an exclusion or a limitation or a complete enclosure:

(12}  Bis auf einen haben alle Bewdhrungsstrafen erhalten. (Cosmas IT:
RHZoo/TAN. 07 520) (Except for one of them, they all received
probation.)

(13}  Er war nackt bis auf einen langen breiten Lendenschurz und die
Mokassins. (Cosmas II: GR1/TL1. 04547) (He was naked except
for one long and wide loincloth and moccasins.)

The two prepositions in these examples convey the meamng of “all except

for’. The preposition auf 1s followed by a mumeral adjective, such as ein

(one). The numeral should not be confused with the mdefimte article,

which has the same form. The following examples, i contrast, express

completion and complete enclosure:

(14) ... ist der Saal bis auf den letzten Platz gefiillt. (Cosmas II:
Aoo/TAN. 03 295) (. .the hall is filled to the last seat.)

(15}  Wir haben den Fleck bis auf die letzte Spur entfernt (Cosmas II:
Aoo/TAN.00 484) (We removed the stain to the last trace.)
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The disambiguation between the two mterpretations can take place thanks
to the larger context. In Example 12, the signifier alle (all) is found to des-
1gnate a larger group or mass and 1s limited by [bis + PP auf]. According
to Radden & Dirven (2007: 121) these collocations correspond to a full-set
quantifier. The signifier nackt (naked) 1n example 13 metonymuically ex-
presses the notion of complete exposure. When somebody is naked 1t pre-
supposes that all items of clothing were shed. In the examples 14 and 15,
on the other hand, a defimte article appears in front of the noun 1n the prep-

ositional group, meamng that it expresses no quantification.

Experiment

Explain to a friend the use of constructions with the German preposition
bis or choose constructions with a simular preposition in another lan-
guage. What are the difficulties? How can construction grammar help
explain the phenomena?

314 Summary

Constructions including the preposition bis are an mteresting object of in-
vestigation for a number of reasons:

- They illustrate the great vanation i how motion is expressed, a
feature typical to the German language. This diversity does not ex-
1st in many other languages.

- Construction grammar assumes a close interconnection between
language and cognition and views grammar as a cognitive com-
struct. This cognitive construct contams and helps express the un-

derlying conceptualizations of language. Leamers can benefit
from the understanding of these conceptualizations.

- Another advantage of the constructionist model 1s that the mean-
ings of mdividual words are defined in relation to the larger se-
quences they appear in. Constructions are not regarded as isolated
but as a part of a structured construction inventory. This section
has shown how such an inventory is best suited to describe the
potential uses of the preposition bis.
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3.1.5 Review Questions

1.

2.
3.

Which linguistic units do construction grammar models deal with?
How are these units defined?

What are the advantages of construction grammar for language
teaching?

Compare the semantic possibilities of the preposition bis with its
equivalents in English or another language.

Explain how the different instantiations with bis are intercon-
nected.
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3.2 The Role of Constructions in Foreign Language Learning

Sabine De Knop

Before we continue to discuss constructions, we will briefly review the
historical background and discover where this mnterest in longer, com-
plex sequences in language classes comes from. We also want to show
to what extent the construction grammar model differs from earlier in-
sights, as well as the benefits of the new model. There are many ways of
implementing the msights of construction grammar in foreign language
classes. From a constructionist grammar perspective, leaming a new lan-
guage means that the leamer must acquire a list of conventionalised
form-meamng painngs in order to construe certam events or situations
(Ellis/Cadierno 2009: 125). The advantages of descnbing structures
within the bounds of the constructionist models may be illustrated with
the use of the Gemman placement verbs stellen, legen and setzen. You
have already seen. in the previous chapter, how different constructions
form an mventory of structures available to speakers. The following
chapter will explain how learners may be encouraged to work with struc-
tures and how these practices may be mcorporated mnto foreign language

teaching.

Study Goals

By the end of this chapter, you wall:

- become familiar with earher studies on the topic of language se-
quences, bluepnnts, etc.

- understand why it 15 important to deal with language units larger
than individual words i foreign language classes

- recognize that constructions cannot be regarded as 1solated units,
but as interconnected with other constructions

-  become familiar with the example of locative verbs and their
role 1n larger constructions.
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3.2.1 The Audiolingual Method

About 70 years ago, a new approach to foreign language classes emerged
from stucturalism and behaviorism as a countermovement to the gram-
mar-translation method: the audiolingual method. Lado (1943) pioneered
the method when he devised applications for Batish soldiers who needed
to quickly learn a foreign language before their deployment in World War
I For this purpose, Lado developed lists with relevant structures (also
called pattems) in the respective foreign languages. By 1961, this had re-
sulted 1n a method called pattem practice. Pattemn practice, mostly used in
a laboratory setting, was based on the automatic repetition (and dmll) of
language pattems or language templates (Lado/Fries 1967). Lado and his
colleague defined these langnage patterns as “the significant framework[s]
of the sentence™ (Lado/Fries 1967: XV). Lexical elements were seen as
“slot-fillers™ for certain positions within the same word class in a language
pattern. An example of such frameworks are questions mvolving the aux-
ihary verb do 1n the English language. The leamers first practice this tem-
plate by heanng the structure Do you see the train? They then receive other
lexemes such as ship, truck, or car which they are supposed to insert mto
the template, replacing the appropniate lexical element. Leamners practice
the template again and again in repetition. When leaming a foreign lan-
guage with pattem practice, the meaming and even the communicative
function of the template are disregarded. The objective 1s the pure repeti-
tion of language structures in which lexical elements can replace each other
in the same paradigm. The fundamental principle of this method 1s based
on the assumption that the main structures of a foreign language are prac-
ticed regardless of whether leamers know what exactly they are saying
(Politzer 1961: 19). Consequently, foreign language teaching was reduced
to a mechamical process of “habit formation™ (Ellis 1990: 27) 1n accord-
ance with behavionstic models of leaming, which believed that leaming
occurs as an effect of mmtation. Error analysis (Corder 1967) and contras-
tive analysis (Wardhaugh 1970 among others) were later developed based
on the audiolingual method. These methods focused on those language
structures which appeared to be most difficult for leamers (cf the intro-
duction of this book for a detailed descniption of the history of language
teaching).

It 1s not surprsing that the method of mechanical habit formation (Ellis
1990: 27) which is based on near-automatic leammg of language structures
was promptly criticized (Chomsky 1959, Lenneberg 1967 among others).
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The non-authentic character of the language structures presented to leam-
ers in particular prevents them from understanding, or even more signifi-
cantly, producing new sentences. The communicative situations were often
very abstract and non-authentic and did not intersect with the leamer’s eve-
ryday life. Nevertheless, audiolingual methods ultimately inspired subse-
quent foreign language teaching by focusing on longer patterns or dia-
logues.

3.2.2 Focusing on Meaningful Word Sequences

With the movement away from behavioristic views of leaming, it became
clear that language leaming needed to be meaningful and to take place 1
authentic situations and with communicative goals (Nunan 1991,
Widdowson 1992, Savignon 2000). It 1s an insight that comes from the
realization that

fluent and 1diomatic control of a language rests to a considerable
extent on knowledge of a body of »sentence stems« which are »mn-
stitutionalized« or »lexicalized«. A lexicalized sentence stem is a
umnit of clause length or longer whose grammatical form and lex-
ical content 1s wholly or largely fixed. [...] In the store of familiar
collocations there are expressions for a wide range of familiar
concepts and speech acts, and the speaker 1s able to retneve these
as wholes or as automatic chains from the long-term memory.
(Pawley/Syder 1983: 191)

Even leaming vocabulary 1s now often understood as leaming larger se-
quences or so-called collocations (Hausmann 1984). For the same reason,
Gonzalez Rey (2013: 7) emphasizes that “Leamers need to be provided
with a stock of prefabricated units in order to improve their communication
skills™.

Depending on the approach, larger word sequences have been studied as
prefabricated patterns (Wong-Fillmore 1976), collocations (Hausmann
1984), lexical phrases (Nattinger/DeCarrico 1992), formulaic language
(Wray 2002), chunks (Handwerker 2008, Handwerker/Madlener 2006). or
as constructions (Ellis/Cadiemo 2009, Ellis/Ferreira-Tumor 2009a, 2009b,
Robinson/Ellis 2008). to name only a few examples. Wong-Fillmore
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(1976) 1s one of the first comprehensive studies on prefabnicated langnage
patterns m child language acquisition. She exammned data of Spamish-
speaking children learming English and concluded that prefabricated struc-
tures play a central role 1n language acquisition. Based on their research
Nattinger & DeCarrico (1992: 114) see a number of advantages m learning
a foreign language using lexical phrases. The phrases are stored as a whole
and are easily accessible. Lexical phrases are imbedded in communicative
stfuations and are_ therefore, easter to retain and provide efficient ways of
commumcating with other students. Later, when leamers have developed
greater language proficiency, the phrases can be segmented mto smaller
meaningful umts. Nattinger & DeCarmico (1992: 117) descrbe the next
step as: “introducing the students to controlled vanation in these basic
phrases with the help of simple substitution dnlls. which would demon-
strate that the chunks leamt previously were not mvanable routines, but
were instead patterns with open slots™.

3.2.3 Abstract Constructions and Instantiations

Goldberg’s constructionist model (1995, 2006) 1s also based on the 1dea of
language patterns with open slots. However, it 1s the first model that pos-
tulates abstract constructions with their own meaning. The advantage of
Goldberg’s approach is that the leamers can use their knowledge of a con-
struction or construction principle to infer its meaning directly. The mean-
ing of a construction as a whole 1s more important than the meaming of its
constitutive elements. As we noted when we looked at constructions in-
volving the German preposition bis, constructions are not 1solated but are
instead part of an interconnected mventory. Within this inventory, some
constnuctions are profotypes, while others are connected to these proto-
types through inheritance relations. Prototype comstructions are often
more concrete. More abstract constructions are linked to the prototype by
a polysemic, metaphomncal, instantiational. or subpart relationship. From a
pedagogical perspective, it 15 advisable to teach prototypes as stable exam-
ples first, before turmng to metaphoncal extensions. By organizing con-
structions around a prototype, we can greatly reduce the number of excep-
tions that need to be mcluded while explaiming the systematic attnbutes of
language structures.

Even when leamers have acquired a senes of constructional patterns, this
does not automatically mean that they are able to actively and creatively
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produce constructions and their instantiations. The decisive question in for-
eign language teaching and leaming 1s how the use of constructions can be
practiced and take place within a communicative frame. Difficulties in
leaming a foreign language typically result from linguistic and conceptual
differences between the first language and the foreign language: “[...] the
categomisation systems that we build up due to our L1 cause us to form
habits that are hard to break when we encounter a different language with
different categonzation systems™ (Littlemore 2009: 29). This means that
leamers need to reorient their attention and be aware of the conceptual and
lmguistic aspects that are relevant i the foreign language and of the con-
ceptual differences between their L1 and the foreign language. Roberson
(2005: 66) claims that “a cntical component on any category leaming is
selective attentional weighting of salient dimensions™. This 1s reminiscent
of Schmmdt’s (1990, 2001) noticing hypothesis, which states that leamers
can only acquire foreign structures when they have previously consciously
perceived them. We will illustrate how this can be achieved in the follow-
ing examples mvolving German constructions with placement verbs (Gull-
berg 2009).

3.2.4 German Constructions with Placement Verbs

‘While the French language uses general verbs to express the posttioning of
objects and persons. such as mefire (put) or placer (place). the German
language possesses a set of specific positional verbs called placement verbs
(see De Knop 2016, De Knop/Gallez 2013, Fagan 1991). These mclude
legen fora lying position, sfellen for a vertical onentation, and setzen fora
sitting position (cf Serra Bometo 1996: 377). Further positions are ex-
pressed with verbs such as hdngen, stecken (hang. stick), etc. French also
has a senies of verbs which express onentations, such as (se) coucher (lie
down), (se) lever/metire debout (put upnght), (s ") asseoir (sit down), pen-
dre/accrocher (hang up), fourrer (stick/thrust), etc. However, in contrast
to German, French placement verbs are not obligatory for expressing a
placement action (also see Ameka/Levinson 2007, Gullberg 2009). Con-
sider the contrasting examples below:

(1) a. Papa met le journal sur la table. (Dad puts the newspaper on

the table.)
b. Vati legt die Zeitung auf den Tisch. (Dad lays the newspaper
(flat) on the table.)
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(2) a. Papa met le vase sur la table. (Dad puts the vase on the table.)}
b. Vati stellt die Vase auf den Tisch. (Dad gets the vase upright on
the table.)

(3) a. Papa met le bébé dans la chaise. (Dad puts the baby in the high-
chair )

b. Vati setzt das Baby in den Kinderstuhl. (Dad sets the baby down
in the highchair.)

(4) a. Papa met le cadre au mur. (Dad puts the picture on the wall.)
b. Vati héngt das Bild an die Wand. (Dad hangs the picture on the
wall)

Leamers encounter difficulties of a quite different nature here. First,
French-speaking leamers must realize that m companson to the single con-
cept m their L1, a vanety of different concepts 1s available in German.
Littlemore (2009: 29) pomts out that “[t]hings become even more difficult
for language leamers when a concept that 1s drvided into two broad cate-
gones m their own language 1s divided mto, say. three categories m the
target language”. An asymmetry exists in how a placement 15 coded be-
tween the two languages (Narasimhan/Kopecka/Bowerman/Gullberg/
Majad 2012: 3). Leamers often react by simplifying the expressions, which
means that they do not use different placement verbs (Gullberg 2009: 8).
An additional hurdle for the leamer is to be able to differentiate between
the onentation of objects or living beings. This 1s especially the case for
abstract uses of these verbs. Why, for example, does the following sentence
need the placement verb setzen?

(5) Im Deutschen muss man ein Komma zwischen 2 Sdtze setzen.
(Laterally: In German, one needs to set a comma between two sen-
tences_)

Even more difficult 1s the use of placement verbs 1 collocations or light
vetb constructions (cf Eisenberg 2013) such as

(6) in Verbindung setzen (get m touch)
(7) in den Vordergrund stellen (put s th. i the foreground)

Serra Bometo (1995) defined the problem in his description of the related
posture verbs stehen (stand) and liegen (lie) as follows:

[...] locative verbs like stehen and liegen are simply devices the
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speaker uses to convey information about the onentation of the
object(s) s/he 15 refernng to in discourse. Thus, in order to decide
how to characterize the position of an object, the speaker first has
to set his attention on the most relevant dimension of the object
and then must match it with one of the abstract spatial axes. These
cognitive operations of course imply a certain amount of “sche-
matization™ which 1s “a process that mvolves the systematic se-
lection of certain aspects of the referent scene fo represent the
whole, while disregarding the remaimng aspects.” (Talmy
1983: 225), because one particular feature of the overall shape of
the object 1s 1solated 10 order to determuine its onentation. (Bor-
neto 1995: 462)

Accordingly, learming a foreign language means that learners must reonent
their attention and focus on vanous aspects of the visual scenery. Athana-
sopoulos (2009: 92) speaks of a “cogmitive restructuring in the minds of
bilinguals”. Robmson & Ellis (2008) describe 1t as “rethinking for speak-
The challenge this sets out for teachers 1s to redirect learners” attention
towards these differences. It 15 best to begin with instances that deal with
concrete positions, as illustrated by the examples above. Once students are
fammliar with these, teachers can introduce more abstract uses of placement
verbs, such as:

(8) Die Fliege setzt sich auf den Kuchen. (The fly lands (literally: sits

down) on the cake.)

This example provides an opportunity to discuss that the position of msects
and birds i1s perceived as sitting in German, even if they are simply standing
on their legs. An additional example could illustrate that elements of body
parts are regarded as contamners, e.g. the use of sefzen, such as:

(9) Der Chirurg setzte eine Prothese in die Hiifte. (The surgeon placed
(Literally: set) a prosthesis into the hip.)
Or show a type of contact:

(10}  Er setzte seine Brille schief auf die Nase. (He put on (literally- set)
his glasses crookedly.)

(11}  Der Riuber setzte das Messer an ihre Kehle. (The robber put (lat-
erally: set) a knife to (literally: on) her throat.)
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The placement verb setzen can appear in even more abstract constructions

when used metaphonically:

(12)  Er hat volles Vertrauen in seine Schwester gesetzt (He has put
(literally: set) his full trust in his sister.)

(13)  Der Lehrer seizt ein Komma zwischen diese beiden Worter. (The
teacher puts (literally: sets) a comma in between these two words.)

(14)  Hast du nicht vergessen, diesen Diskussionspunkt auf die Tages-
ordnung zu setzen? (Haven't you forgotten to put (literally: set)
this discussion pomt to (literally: on) the agenda?)

An attempt to systematize the vanous occurrences of these verbs 1s cer-
tainly useful. Extensive, prescriptive lists of charactenstics are almost cer-
tain to be incomplete and difficult to grasp. For example, Gerling & Orthen
(1979) provide a defimtion of the following attributes that German stative
and movement verbs can take on: internal location, extemal location, pos-
ture-related position, direction-related position, position with fixed con-
tact, and position with loose contact (1979: 64). These features are very
specific and difficult to distinguish and consequently not very helpful to
leamers.

When searching for examples. teachers should refer to the following se-
mantic categonies shown in the table below regarding the usage of the
placement verb setzen (the following tables are inspired by the descniption
of German and Dutch posture verbs in De Knop/Perrez 2014):
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USAGE DESCRIPTION EXAMPLES

Posture To put mto a sitting | Das Ehepaar setzte sich an den
position Tisch. (The marmmed couple sat
down at the table.)

Die Mutter setzte das Baby auf
die Kommode. (The mother set

the baby on the dresser)
Location Location of small | Das Rotkehichen setzt sich in
amimals (+insects) | den Baum. (The robin sits down
in the tree)

Die Fliege setzt sich auf den
Kuchen (The fly sits down on
the cake.)

Container Die Polizei setzte den Krimi-
nellen ins Gefdngnis. (The po-
lice put the criminal into jail )
Der Chirurg setzt eine Pro-
these in die Hiifte. (The surgeon
mserts a prosthetic into the
hip )

Contact Er setzt die Brille auf die Nase.
(He puts on the glasses.)

Der Bandit setzte ein Messer
an ihre Kehle. (The bandit put
a knife to her throat.)

Metaphorical | Container Er hat sein Vertrauen in seine
Schwester gesetzt. (He has put
his trust 1n his sister.)

Wiritten text Der Lehrer setzte ein Komma
zwischen die Warter. (The
teacher placed a comma be-
tween the words.)

Einen Diskussionspunht auf die
Tagesordnung setzen. (To put
a discussion point on the
agenda.)

Table 3.1: Usages of seizen
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A systematic table which refers to the semantics and usages of a verb can
also be used for other placement verbs, such as stellen und legen:

thing in a canomical,
fixed spatial rela-
tionship of facing or
being exposed to
something else

USAGE DESCRIPTION EXAMPLES

Posture To place down on a | Stelle bitte die Teller auf den
base Tisch (Please put the plates on

the table )}

Location Posttioning  some- | Stelle bifte die Teller in die
thing vertically | Spiilmaschine. (Please put (lit-
when there 1s no | erally: stand/put vertically) the
specific base plates into the dishwasher.)

Metaphorical | Posttionmg some- | For eine Entscheidung stellen

(To face a decision; literally: to
put in front of a decision)

Vor Gericht stellen (To try
someone in court; literally: to
put before court; to make some-
one face court, stand trial)

Table 3 2 Usages of stellen
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The teacher may point out the particularity of the uses of the verb stellen,
as verticality does not always play a pnmary role. What 15 more important
in the use of the verb stellen 1s the conceptualization of a base with the
element meant to be placed. It explains why a non-vertical obyect such as

a bed 1s hingestellt (placed on its base) and not hingelegt (laid down).

USAGE DESCRIPTION EXAMPLES
Posture To place on the | Wo hast du meine Schuhe hin-
side/ not on the base | gelegt? (Where have you put
or proper position | (literally: laid) my shoes?)
(+ possible honzon- | Die Mutter legte das Baby ins
tal orientation) Bett (The mother put the baby
to bed; literally: lays the baby in
the bed.)
Die Henne legt ein Ei. (The hen
lays an egg.)
Location Localization of en- | Er hat den Ball in den Sand ge-
tities without di- | legt. (He has laid the ball in the
Mensions sand.)
Geotopographical | Der Nebel legt sich iiber die
localization Stadt. (Laterally: The fog lays
down over the city.)
Der Wind/Der Sturm legt sich.
(The wind/The storm calms
down (literally: lays itself).)
Metaphorical | Abstract entities (+ | Der Streit/Die Aufregung legt
possible state of | sich. (The fight/The excrtement
rest) fades (literally: lays itself) )
Etwas zu den Akten legen. (To
put (literally: to lay) something
in the files/records.)
Scale Den Fokus/Den Akzent/Den
Schwerpunkt auf etwas legen.
(To put (hterally: lay) the fo-
cus/the accentuation/ the atten-
tion on something )

Table 3.3 Usages of legen
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It 1s obvious from these examples that the context of the placement verbs
plays an important role. The examples also show how useful 1t 15 to de-
scribe and leam these verbs within their respective constructions.

Experiment

You want to show your students how the literal meaning of placement
verbs 1s related to their metaphorical counterparts. To do so. you will
need to conduct a small experiment. Let us take the English verb fo put
as an example. How would you organize/define the different usages of
this verb in English based on the following sentences? Which meanings
are metaphoncal and which are not? Once you have compiled a system-
atic table with the different usages, ask an English leamer whether they

are aware of the wide range of usages of this verb. You wall then see
which meanings would need to be leamed as next m class.

Where did you put the newspaper?

I'wish you hadn 't told me — it puts me in a really difficult position.

The government has promised to put more police officers on the street
She put it very well when she described him as ‘brilliant but lazy”.

They 're so different, you can’t even put them in the same category.

Source: hitps://www macmillandictionary. com/dictionary/british/put (Septem-
ber 2022)
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325 Summary
This chapter focused on the following topics:

The pattemn practice method onginally developed decades ago in
language laboratories has evolved to mtroducing leamers to lan-
guage sequences.

The construction grammar model, which assumes that certain fea-
tures of prototypical constructions are passed on to or “inherited”
by other constructions, provides new possibilities for describing
constructions as a network.

These additional possibilities were illustrated using the most com-
mon German placement verbs setzen, stellen and legen.

Some of the usages of these German placement verbs are purely
metaphonical. For example, the use of a placement verb such as
sefzen in connection with body parts 1s grounded in the contact
metaphor, e g, Er setzt die Brille auf die Nase (He puts (literally:
sets) the glasses on his nose).

Teachers can introduce advanced leamners to other, more complex

sequences via the choice of placement verbs. A description of se-
mantic networks can be useful here as well.

3.2.6 Review Questions

1.

Provide a rationale for the use of larger langnage sequences in for-

eign language classes.
Explamn 2-3 scientific terms used to describe such sequences.

‘What are the assets of construction grammar for describing un-
known constructions?
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3.3 Chunking and Dechunking

Sabine De Knop

In the previous discussion on the uses of placement verbs, we have seen
that difficulties in the learning process of a foreign language often anise
from the conceptual differences between the L1 and the foreign lan-
guage. Leamers are further confronted with constructional difficulties.
This means that it 1s not enough to master the various semantic readings
of a verb 1 isolation. The students also need to learn 1n which specific
structures these verbs can appear and which morpho-syntactic features
these verbs have. As a teacher you have probably already wondered how
you can best develop tasks to foster the acquisition of these specific lan-
guage elements. You are also faced with the challenge of finding appro-
priate material (1.e.. concrete exercises, simple and well-explaned rules,
etc.). The tables discussed previously might be a starting point, but -
dividual lists of examples are too limited and should be supplemented
with additional examples. In spite of the availlabihty of numerous lin-
guistic resources, foreign language textbooks often only offer lexical
descriptions with simplified and unstructured sets of examples. as we
will see in the following chapter.

Study Goals

By the end of this chapter, you wall:
- understand the advantages of teaching constructions
- gain ideas on how certain verbs in constructions could be tanght
- leam how teaching methods based on constructions are integra-
tive methods making it possible to describe several topics sim-
ultaneously.

3.3.1 Placement Verbs in Caused-Motion Constructions

When we look at examples of placement verbs in the tables shown in the
previous section, we see that most of them appear in so-called caused-mo-
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tion constructions (see also Berthele 2012, Hyazo-Gascon/Cadiemo/Tbar-
retxe-Antufiano 2016, Lemmens 2006). Goldberg (1995) represents two
levels of cansed-motion constructions as seen here:

Semantic level: cause-move < cause theme goal =
Syntactic level: Verb Subject Object Oblique

Figure 3.1: The cansed-motion construction according to Goldberg (1995)

At the semantic level, this construction expresses a causation thereby nam-
ing the cause, the theme and the goal. At the syntactic level the subject

expresses the cause or the agent, the object refers to a moving element, and
the obhque element/adverbial names the goal of motion. Placement verbs
appear in constructions such as in the following examples:

(1) Der Brigftriger steckte  den Brief  in den Kasten.

The mailman placed  theletter  in the mailbox.
Subject Verb Object Adverbial
(2) Der Nebel legt sich iiber die Stadt
The fog lays down (“itself”) over the city.
Subject Verb Object Adverbial
(3) Die kleine Tochter stellte die Teller in die Spiil-
maschine.
The young daughter placed  the plates  1nto the dish-
washer.
Subject Verb Object Adverbial

The advantages of teaching placement verbs in combination with construc-
tions lies in the mtegrative character which enables a simultaneous treat-
ment of various hinguistic areas and learming difficulties. Via the process
of dechunking a teacher can point to the individual constitutive elements
of the construction:
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- In English, there 1s a tendency for one single verb to be used with
a high frequency in certain types of caused-motion constructions,
for example put in caused-motion constructions of the type verb-
object-locative or go for the type verb-locative (cf studies by El-
lis/Ferreira-Jumor 2009a, 2009b). Simlarly, in German, caused-
motion constructions usually contain placement verbs.

- Specific prepositions for the expression of motion appear i such
constructions (Schénefeld 2006). In German, the prepositions are
mostly from a group called two-way prepositions. such as an, auf,
iiber, in, hinter, vor, etc. They are used either with the accusative
or the dative case. When the constructions express a dynamic
movement towards a goal, the accusative case 1s necessary.

After the teacher has presented the caused-motion construction in all its
facets (typical verbs or placement verbs, comrect preposition, case), the
construction should ideally be practiced as a chunk, 1., as a whole. Be-
cause the motion expressions are concrete, they are very suitable for a task-
based approach based on concrete interactions and for embodied learning,
a way for leamers to practice new structures through bodily expeniences
(for the integration of stuation-oniented actions and constructionist ap-
proach see Roche et al. 2012 and Chapter 8). Over the past decades em-
bodied cogmtion research has substantially contnibuted to fostermg our un-
derstanding of how sensory experniences in the physical world are linked to
cognitive processes. An excellent review of research on embodied cogm-
tion is found in Skulmowski & Rey (2018; cf also Yoon/Ander-
son/Lan/Elinich 2017 on embodied simulations in augmented reality enwvi-
ronments, Miiller 2017, Ladewig 2019a, 2019b and Hotze 2019 on the ef-
fects of gesture). In the context of foreign langnage leaming and teaching,
the idea of bodily engagement has also recetved some attention (e. g.
Dover 2012, Wik/Hjalmarsson 2009). In most cases, however, mstruc-
tional methods have not been consistently grounded in a theoretical frame-
work motivated by the link between language and embodied cognition. So
far, the application of msights from embodied cognition research m lan-
guage teaching has led to a focusing on whether the integration of embod-
1ed expenences can facilitate access to relevant concepts of grammar that
often remain hidden to leamers and can replace an overemphasis on the
formal aspects of grammar (Sufier/Roche 2019, Bielak/Pawlak 2011, Ja-
cobsen 2018, Kohl-Dietrich 2016, Reif 2012, Tyler/Mueller/Ho 2011, Ya-
suda 2010).
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For the teaching of caused-motion events different exercises are conceiva-
ble:

One type of exercise starts from a senies of pictures representing a mo-
tion event, such as the short movie sequences found in Bowerman, Gull-
berg, Majid & Narasimhan (2004). Leamers view a motion sequence
and after that they are asked to express the presented situations with
caused-motion constructions (also see Handwerker/Madlener 2006,
Handwerker 2008).

A second type of exercise revolves around the mteractive practice of the
caused-motion construction. Simmlar to guessing games, the leamers are
asked to represent a caused-motion situation or a “scenario” (D1 Pietro
1987). A teacher might bring along a number of objects or, altematively,
a senes of images that depict such scenes and scenarios. Some students
are asked to perform certain scenes non-verbally. Other students have to
guess the exact caused-motion construction. Representing a certain
scene helps students to practice their skills m “lhifelike sttuations™ (Dh
Pietro 1987: 3). As we have shown several times already, these types of
situations are not a given for foreign language students as they do not
generally live in the country where the foreign language i1s spoken.
Therefore, the students get the opportunity to become “full participants
in human discourse™ (D1 Pietro 1987: 3) by performing these exercises.
Play-acting also promotes the retention of new structures. A third type
of exercise can feature Playmobil® figures or any suitable toy figures.
A student can use the figures to play out a cansed-motion situation for
the students to guess. For leaming Gemman, the correct choice of the
placement verb and the appropniate case can be a central focus of this

EXEICISE.

On the basis of these suggestions, more exercises for other types of con-
structions may be developed.

These exercises or tasks help the leamers repeat structures and practise
them with a certain frequency to better retain them. According to Ellis &
Cadierno (2009: 118) “frequency of exposure promotes learning”. In their
view, the more leamers hear mstantiations of constructions. the better they
retain the constructions. Although, a agh frequency of repeating a con-
struction 1s no guarantee for effective leaming. After all, classroom lan-
guage leamning 1s relatively limited, and the working memories of leamers
are already occupied with their L1.
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3.3.2 Dechunking Exercises

When the new constructions or chunks have been practised and become
fammliar to leamers, the teacher can provide dechunking exercises.
Dechunkmg means breaking down chunks and constructions into constit-
uent elements for discussion. The teacher could ask, for instance, if substi-
tuting the placement verb with another 1s possible.

Regarding German lessons, for example_ dechunking exercises can also be
apphied to semantically related posture verbs such as sfehen (to stand),
liegen (to lie), sitzen (to sit), stecken (to stick), etc. (see Berthele 2004, De
Knop 2014, De Enop/Perrez 2014) and their respective intransitive con-
structions, such as:

(4) Der Ball liegt im Sand. (The ball lies m the sand.)

(5) Der Schmerz sitzt im Bauch. (The pain resides in the stomach.)
(6) Der Wagen steckt im Schlamm. (The wagon 15 stuck in the mud .}

Posture verbs are etymologically and semantically linked to the respective
placement verbs (see Kluge 1883, 2011), they are used in intransitive-
motion constructions.

Goldberg (1995) represents intransitive-motion constructions as follows:

Semantic level: MOVE < theme goal =
Syntactic level:  Verb Subject Oblique
Example: are lying the children  in bed?

Figure 3 2 Intransitive-motion construction according to Goldberg (1995)

Through dechunking the teacher can point to the posture and placement
verbs mn the respective constructions and note their semantic and morpho-
logical relations. The advantage for foreign language teaching 1s that both
constructions can be taught and leamed simultaneously. It 1s a ime-saving
and efficient teaching method.
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Experiment 1
You want to prepare your students for a debate about the universal

healthcare program in class. Create a list of the most frequent construc-
tions used for arw in debates i the target lan%e.

Experiment 2

Some teachers want to know how the principle of dechunking could be
applied to some constructions contaimning placement and posture verbs
in order to help leamers create meaningful links between the different
constructions. Let us take the following sentence as an example: The
government has promised to put more police officers on the street.

Ask students to create new sentences by using the same verb in combi-
nation with other prepositions. Let them explamn what happens in terms
of meaning. Ideally, students should come across a few (metaphorical)
meanings we discussed in the experiment from last section (e.g., They re
so different, you can 't even put them in the same category).

Source of the examples: https://www macmillandictionary com/diction-
ary/botish/put

333 Summary

This chapter on teaching has illustrated why 1t 1s worthwhaile to teach place-
ment verbs within the larger frame of caused motion constructions for the

following reasons:

- By embedding the placement verbs in constructions, teachers and
students are able to discuss several 1ssues, such as the choice of a
specific placement verb or the appropriate preposition and the ad-
equate case marking.

- The related mtransitive-motion construction can be taught simml-
taneously. It utilizes posture verbs.

- Teachers can expand the themes and adjust them m accordance

with learning levels. They can mtroduce advanced leamers to light
verb constructions with posture and placement verbs.
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As we have seen, the descnption of the vanation in larger sequences and
the communicative sttuations 1s a promising avenue. It 1s also useful and
of the greatest necessity to list the most important constructions in a foreign
language in the form of an mventory with prototypical constructions and
their mstantiations (for more details, see De Knop/Gilquin 2016). We are
still far from a complete realization of such an mventory, but we hope to
have provided some 1deas in that direction. Chapter 8 will show how the
process presented above can be integrated with a consequent task-based
approach.

3.3.4 Review Questions

1. How 15 the topic of placement verbs typically portrayed in leammg
materials?
Which constructions use placement verbs?

In what respect 1s the descnption of placement verbs m constmc-
tions an mtegrative approach?

4. ‘What 1s dechunking? When 1s the best time to use this strategy?
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4 The Multilingual Mental LeXicon

We may not be aware of it, but when we speak, we perform a great feat
with every word we produce. Within less than a millisecond, we need to
find the target word from our mental lexicon, the bank of our language
knowledge that contains, on average, 150.000 word entnes (cf Aitchison
1997; similar also Spalek 2010). Even after locating the word, we must
assemble it in the correct order, add any necessary endings, and plan the
articulatory gestures for executing our message. On top of that, we must
pay attention to the pragmatic aspects of communicative situations in every
phase of speech production. However, handling all those tasks is not al-
ways easy for leamers. A lack of concentration, for mnstance, can lead to
slips of the tongue. Yet, 1t 1s exactly these that give us valuable msights
into the mechamsms involved i successful language processing by
providing evidence of how our mental lexicon is generally organmized.
These msights into language processing are crucial for language teaching
in that they show us how, as language teachers, we can assess leamers’
needs and help them improve their istemng, reading, speaking, and writing
skills. It would be of no use for a teacher to demand a leamer to repeat an
incorrect word in a sentence; it would not ensure that the leamer avoids
making the error in later sentences. The strategies used for language teach-
ing should be tailored towards cognitive processes to help expedite the ac-
quisition of vocabulary, and make the search for words more efficient.
With that 1n mund, this chapter discusses how the knowledge of language
15 orgamized within the mental lexicon and how language is processed dur-
ing each individual phase. Based on that, in the second part of this chapter,
we will present concrete tools and strategies for optimizing the teaching of
vocabulary i new language classes.
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4.1 Language Processing

How do we produce and process language? In what ways are language
processes connected to the cultural aspects of communication routines?
Why are the answers relevant to the practice of teaching in the first
place? These are the questions we deal with in this chapter. In our search
for satisfactory answers, we first explam the main phases of the language
production process. The subsequent discussion of the research on verbal
slips serves to illustrate the mdividual processes of language production.
We will then descnbe the similanities and differences between language
production and language comprehension. Afterwards, you will be intro-
duced to a language processing model which 1s based on current findings
and incorporates cultural specifics as well as contextual factors of lan-
guage processing. These findings are relevant to the extent that they al-
low for the comrection of leamer’s errors where they actually take place.

Study Goals

By the end of this chapter, you will be able to:

- recognize and descnbe the phases of language processing and
their underlying psycholinguistic processes

- understand the specifics of language comprehension and lan-
guage production processes

- provide leamers with target-oniented support for language pro-
cessing and identifying errors where they happen

- explam the relevance of research on language processing for
teaching practice.

4.1.1 How is Language Produced?

Language processing takes place at an astounding pace. You have probably
noticed many times how different tasks anse duning language processing.
Despite the fact that these processes prmanly take place below the level
of conscious awareness, we are able to quickly and appropnately react to
what 1s happening around us. A short reaction time 15 essential when we
want to speak (or wnte), as well as percerve and hear what 1s around us.
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The mnput we recerve influences us, as does the situation m which we find
ourselves speaking or writing, and how we plan our own messages. Forall
these tasks, we need to find the nght words, the nght grammatical con-
struction(s) and appropriate intonation (or, in the case of writing, an appro-
priate orgamization). We plan and produce language m texts and contexts,
rather than syllable by syllable, word for word and sentence by sentence.
Still, even as we plan our utterances, we always have to remain open to
modifying them m response fo changes 1n the interactional circumstances.
When we find ourselves in such a changed situation, we might cease speak-
ing or commumicating, or we might change our way of interacting. Admat-
tedly, different speakers respond to these challenges with varying degrees
of swiftness and elegance. It 15 percerved as annoying, for instance, when
people unwaveringly recite their messages and show no consideration for
the people listening (in other words to talk somebody’s ears off and chatter
at them incessantly); or when the person repeats what they themselves or
the other person has just said. You are probably more than famihar with
sttuations such as these. It 1s also annoying speakers have habits of which
they are unaware. For example, saying ne?, really?, kinda constantly or,
as 1s common among novice speakers always filling pauses with the word
right. The speaker’s monitor 1s not functioning correctly in these cases,
which should normally, as with ships of the tongue, intervene and avoid
these undesirable phenomena or, 1f they do occur, correct them.

Since normal, language production takes place at such a fast rate that plan-
ning, formulating and articulatory processes are barely perceptible. Ac-
cording to the model by Levelt (1999; also cf Levelt'Roelofs/Meyer
1999), an intention to articulate, 1.e_, wanting to put something in words,
15 the starting point of language production. The mtention to articulate trig-
gers the activation of all relevant information in the stored kmowledge
stores of the speaker. Only the information that the speaker deems appro-
priate i consideration of the context, the situation, and the communicative
goals. 1s selected from among the activated information. The result of this
filtering process is the informational content of the message. In the next
step, the information 1s strung together mnto a linear shape. Finally, the
monitor modifies the origmal plan as necessary so that the message 15 suit-
able to the context. These processes demand the brain’s nearly complete
attention, so the speaker will try to automatize language processing as far
as possible. We will explain the individual phases of language processing
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by referning to the model proposed by Levelt (1989, 1999), as it 1s compat-
ible with cognitive linguistic approaches and supported by neurolmguistic
research (cf. Pnce 2010).

4.1.1.1 Conceptualization

The conceptualization phase of language processing 1s charactenzed by the
speakers shaping their intention to speak into a preverbal message (also cf
Levelt 1989, Levelt/Roelofs/Meyer 1999). This transformation from artic-
ulatory intention to preverbal message takes place in two steps. First,
speakers activate all relevant information i their prior knowledge to make
a ‘macroplan’. In a second step, the preverbal message is tailored to the
commumcative situation: the “microplan’. Important aspects of tailoring
the preverbal message are perspectivization, required etther indrvidually or
sttuatively, as well as determining the topic-focus structure (see Dietnich
2007). Perspectivization 1s the possibility of constnung the same scene dif-
ferently for communicative purposes (cf Langacker 2008b, Talmy 2000),
as seen in the following examples:

(1) The scaffold collapsed due to the strong wind.
(2) The strong wind caused the scaffold to collapse.

These examples show how the way a sentence 1s formulated emphasizes
certain elements of the overall scene. It also follows Langacker's principle
of salience (2008b; cf Chapter 2.3). In the examples above, the focus 1s
erther on the scaffold (1) or on the wind (2). Additionally, intonation can
also affect the focus. even if the structure of the utterances is identical, by
effectively shafting the focus to a different element of the utterance. De-
pending on the speaker’s evaluation, the overall scene described in the fol-
lowing examples can be construed m different ways:

(3) John has stolen my bag.
(4) John has taken my bag.
(5) John has accidentally taken my bag.

The speakers also adapt the theme of their utterance to the level of the
topic-focus structure, and with respect to the discourse context. The speak-
ers or writers consider, for example, how much information is already
known to the recipient, based on previous contnbutions or pror
knowledge. Levelt (1999) claims that this 1s possible due to the ‘discourse
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record’, or a type of mental archive. As we have already extensively dealt
with these and other types of conceptualizations from the cogmtive inguis-
tic perspective in Chapter 2, we will not elaborate on this subject for now
but rather focus on how the finished preverbal message 1s now passed to
the formulator for verbal codmng.

Experiment 1

The different ways a scene can be realized hinguistically by vanous
speakers shows how differently a scene may be conceptualized. You can
try it for yourself in a little expenment: Without providing further con-
textual information, ask at least 2 or 3 people to descnibe the plot of the
following 1mage in just one sentence.

Figure 4.1: Scene in a restaurant

Then compare their responses. How do the descniptions differ from each
other in terms of the evaluation of the scene and the emphasis on its
elements? Who or what 15 in focus? How do the vanous descriptions
behave in relation to specificity and perspectivization? How do the de-
scriptions relate to each other?
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4.1.1.2 Formulation and Articulation

As soon as the conceptualization phase 1s completed, the preverbal mes-
sage 15 passed on from the conceptualizer to the formulator and subse-
quently equipped with a concrete linguistic form with the help of the avail-
able lexical knowledge (cf Levelt 1989). The speakers thereby extract the
required lexical knowledge from the mental lexicon m the form of lem-
mata and lexemes. Lemmata contain semantic and syntactic mformation
while lexemes store grammatical information (such as phonemes, mor-
phemes, and syllable structure) (cf Levelt 1999). Durning the act of speak-
ing, the main task of the lexicon 1s to supply the lemmata and lexemes of
the various words with the right meaning and the nght form. In order for
us to understand the partial mechanisms of the formulation phase, we must
consult the msights of research mto ship-of-the-tongue phenomena. This
field of research analyses the causes for faulty utterances and attributes
them to certain (failed) partial mechanisms of language production. These
sub-processes of language production can often best be singled out when a
certain utterance does not take place. When considering the followmg ex-
ample sentence with the word substitution read for seen, “I have read four
of these eight movies " (translated from Spalek 2010: 58), we can assume
that a sub-process of language production has not taken place. In this par-
ticular example, speakers mcorrectly use the related content word read mn-
stead of the intended word seen. We can, therefore, conclude that concep-
tual information activated in this sub-process (fo see or read something) 1s
retained until a certain point i language production, and this can cause
speakers to falsely select lexical concepts. According to Dell, Schwartz,
Martin, Saffran & Gagnon (1997), the most common slip of the tongue 1s
related to word substitution. It seems, therefore, plausible that semantic
aspects are central to word search and production. An additional example
15 The house has escaped from the hens. This example features a word
substitution, 1n which the already selected words are joined in the wrong
order within the syntactic structure: house agrees with has and hens would
require have. We can conclude from this example that word selection and
placement into logical syntactic structures represent different sub-pro-
cesses. Substituted words typically belong to the same grammatical cate-
gory (noun, verb, adverb or sinmlar). An additional type of slip 1s “strand-
ing”, also known as a “morpheme exchange” (cf. Daetnich 2007, Spalek
2010). In the example sentence I'll post you keeped the two morphemes
post and keep- are substituted and adjusted accordingly. As seen in this
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example, the speakers have already selected morphemes dunng their lan-
guage production process but inserted into the incorrect placeholder of the
syntactic structure since the nommal sentence would read I'll keep you
posted. Another phenomenon 1s “word contamnation™, also referred to as
malapropism (cf. Dietnch 2008). In these cases. phonological processes
interact with and alongside semantic and syntactic sub-processes. For ex-
ample, in Why don’t you put the eggs into the bowel? a phonologically or
orthographically ssnilar word, bowel, 1s mserted mstead of the target word,
bowl. Based on this slip, we can deduce that at a certain point in the pro-
duction process, the speakers activate the articulatory features of a word
before they verbally produce it. As evidenced in the example sentence, they
someftimes incomectly select words that are very similar to the target word
with respect to phonological or orthographical features. Another type of
slip of the tongue 1s called a spoonensm. This type refers to two similar
phonemes which are exchanged after their activation (cf Harley 2014:
396). as m a bonderful wook.

All of these slips of the tongue show how several processes play their part
in formulation, which Levelt et al. (1999: 3) descnbe as

- lexical selection (meaning and syntax)
- morphological encoding

- phonological encoding

- phonetical encoding.
The outcome of the formulation phase 1s the phonetic plan of the message
(Levelt et al. 1999). This plan contains exact instructions in terms of artic-
ulatory realization. Only then 1s the message executed mn the necessary
places of the articulatory apparatus i the last and final phase of langnage
production, articulation. During the final sub-process of articulation, van-
ous regions of the neuronal system are activated in the speaker’s brain,
which control the articulatory execution of the phonetic plan (cf Giin-
ther/Petkell 2004). In contrast to the conceptuahzation process, this phase
15 highly automatized and requires little or no conscious attention of speak-
ers.
In Levelt et al.’s model (1999) the vanous phases and processes are de-
picted as modular on the one hand (the output of one phase 1s the mput of

the next phase) and mcremental on the other (see Figure 4 2). Incremental
means that the processes are often not completely concluded before the
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next phase of the language production process begins. While this model
illustrates top-down processing, it ignores bottom-up processes, such as
comrection from the formulator in the direction of the conceptualizer (cf
Plieger 2006).

Levelt et al. (1999) envisioned an additional component for language pro-
duction for the purpose of self-monitoring or self-controlling. called the
monitor. This component enables the self-correction of already uttered
messages (overt speech) as well as of messages not entirely articulated,
such as m the following sentence: “We can take the mot... uh car.” The
speaker can self-correct in earlier phases of language production as well
by evaluating internal speech (Levelt 1983) or even reconceptualizing
(modifymg) the preverbal message. A reconceptualization of the preverbal
message takes place, for mstance, when a speaker. intending to use their
L2 language, adjusts the preverbal message on the level of formmlation due
to lexicalization difficulties, and ultimately needs to simplhify their mes-
sage. The simplification ensures the successful retnieval of the lexical -
formation (see Poulisse 1993). It also shows that the monitor has access to
all levels of the language production process and that it can therefore make
specific comrections on different levels. Figure 4.2 shows the parallel or
incremental character of Levelt et al.”s (1991) model
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Figure 4 2- Phases of language production (according to Levelt et al. 1999: 3)

144



4.1.2 Language Comprehension and Production: Analogous Pro-
cesses?

Up to this point. we have mainly described language processing from the
perspective of language production. But what are the connections between
production and comprehension? Does the listener undergo the same pro-
cesses of language production in reverse order when listening to the
speaker’s utterances?

As mentioned earlier, our language processing apparatus includes a moni-
tor that 1s equipped with certain components for perception and under-
standmg (parser) (cf. Roche 2013b). With the help of our monitor, we can
perceive extemal language and translate it into a kind of message. The lis-
tener then analyses its meaming based on his or her conceptual system. Sev-
eral sub-systems are mvolved with the parser:

One, a word recognition system must have access to the mental
lexicon, two, a sub-system must assume the analyses of the syn-
tactic relation between the words, and three, an addifional sub-
system must provide the semantic mterpretation. (Translated
from Roche 2013: 116)

These three processes — word recognition, syntactic analysis, and semantic
interpretation — are the central focus of the following section. We will ex-
plam each of them usmg the appropnate approaches.

4.1.2.1 Processes of Word Recognition

To this day. comprehension in oral and written language is an area subject
to mtensive research. While the comprehension of both oral and written
language has much i common, these two types of language comprehen-
sion differ particularly in their word recogmition processes. These pro-
cesses result from the different natures of the bearers of hnguistic signs, 1n
other words. sounds versus letters in alphabetic languages (cf Kiirschner/
Seufert/Hauck/Schnotz/Ead 2006). Since Chapter 6 deals with reading pro-
cesses (Le., the comprehension of written language) and therefore, dis-
cusses word recognition, the curmrent chapter will mainly descnibe the pro-
cessing of oral language.
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A relevant model for the description of word recognition processes is the
TRACE model by McClelland & Elman (1986), based on McClelland &
Rumelhart’s (1981) interactive activation model and on earier models,
such as Marslen-Wilson & Tyler's (1980) cohort model. The TRACE
model distinguishes between three levels of representation:

- the feature layer (acoustic input)
- the phoneme layer (prelexical)
- the word layer (lexical).

The TRACE model describes the process of word recognition as follows:
In the first step, the phonetic structure 15 filtered out of the word’s acoustic
form in order to compose sound representations along with their associated
distinctive features (e.g., voice participation, place of articulation, etc.).
These sound representations and their features are available to the speaker
as part of their mental lexicon (cf Dhetrich 2007: 211). Filtenng the sounds
from the acoustic event (also known as segmentation) triggers a senies of
vertical (bottom-up and top-down) and honizontal activation processes on
three layers of word recogmition. First, the distinctive features of the sound
units are assigned to phonemes. Then the phonemes are jomed nto pho-
neme sequences, thereby activating the target word. Dunng all these pro-
cesses, vertically bottom-up activation processes are active, and tngger the
stmultaneous activation of several options at the phonemic as well as at the
lexical level. At the same time, honzontally structured inhibiting processes
are also at work. These processes hamper the activated phonemes through-
out all layers (1.e., phoneme and word layer) if they do not conform to the
features required, if for example, the phonemes mclude a vocalic sound.
Finally, the top-down activation processes are tnggered, starting at the lex-
ical level and contimuing to the prelexical level (phoneme layer) (Sufier
2011: 25).

While the TRACE model has made an important contnbution to descnibing
the factors which hamper (inhibitory) or stimmlate (excitatory) the (audi-
tory) language comprehension process, other approaches heavily cnticize
some of the model’s premises. Sufier (2011: 25) provides an overview of
the mam points of coticism:
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The top-down activation process from the word to the phoneme
layer [...] m competing models of auditory language comprehen-
sion (see McQueen/Normis/Cutler 1999, Noms/Ortega 2000) 1s
not viewed as an integral part of auditory word recognition. It 1s
excluded primanly based on the argument that word recognition
does not require feedback on the lexical layer when the prelexical
layer functions optimally (also compare McQueen et al. 2003).
Furthermore, approaches such as the Metncal-Segmentation-
Strategy (MSS) by Cutler & Norms (1988; also see Cutler/But-
terfield 1992, McQueen/Nomis/Cutler 1994) or the Shortlist
(Norris 1994) emphasise the role of prosodic and metnic features
in prelexical representation. In this case, the strong syllables
accent languages such as English mitiate the segmentation, be-
cause the initial syllable stands for a content word (cf Sal-
verda/DahanMcQueen 2003, SpmnelliMcQueen/Cutler 2003).
(Translated from Sudfier 2011: 25)

The models we have referenced up to this point are known as localist and
should be regarded as distinct from distnbutional models. In localist mod-
els the units of one layer are more strongly mhibited by other units and also
exhibit a higher degree of actvation via honzontal processes. In contrast,
distnibutional models postulate mixed effects of distnbutional lexical ac-
cess (see Luce/McLemnnan 2005: 594). Distributional models operate on a
single layer of lexical access, which houses different sets. Along the same
lmes, the distnbuted cohort model (DCM) (cf GaskellMarslen-Wilson

1997) expresses the following assumptions:
1. Lexical kmowledge is stored distnbutionally.

2. The different forms of lexical knowledge are presented in parallel
form and accessed simultaneously.

3. The acoustic input depicts lexical knowledge in a direct and ongo-
ing fashion.

4. The process of lexical access takes place with maximum effi-
ciency.

(Gaskell/ Marslen-Wilson 1997: 615)

According to the distnbuted cohort model, the acoustic input automatically
and simultaneously activates semantic as well as phonological features,
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which then will match the intended words. Only when the comrect feature
15 filtered out of the entire network of possible, and at times competing
features, can word recognition take place. It 1s only then that the feature
pattern of the target word emerges. In contrast to the TRACE model, the
DCM model does not assume a serial activation of semantic and phono-
logical features, but instead assumes a simultaneous activation of the
acoustic mput.

Experiment 2

MNow that you have learned quite a few things about the word recognition
process, you can reconstruct it yourself with this hittle experiment. Read
the following text out loud:

The itnernet 1s spracding fasetr and fatser. In the psat yaers, this aera
has expenienced rapid developemnts. Pepole possess and use a com-
puter with mtrenet accses at their palce of work as well as in their
hmoes. The mnternet 1s an ideal tool for commnuication and infroma-
tion, espceially for sdutents. (Translated from Roche 2013b: 52)

As you have noticed, many of these words contam scrambled letters.
Was 1t very difficult for you to read the text, or were you able to read it
out loud without a problem? How do you explain your ability for word
recognition in light of the approaches we have presented up to this pomt?
When you consider your students’ language acquisition and their envi-
ronment, what kind of observations support the assumptions of the senal
TRACE model, and what observations support those of the distnbution
and network models? What might the relevance be for language acqui-
sttion and language teaching?

4.1.2.2 Semantic and Syntactic Analysis

The mteraction between semantics and syntax 15 the subject of several pars-
ing theones. Strohner (2003: 524) classifies these theones based on the
criterion of temporal occurrence of both analytical processes (senal vs.
parallel parsing method), as well as on the cnterion of autonomy (autono-
mous versus interactive model). Autonomous models, for example, assume
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that syntax does not depend on semantics arguing that syntax possesses its
very own special status. Nevertheless, the autonomous models are very
distinct from each other in terms of the occurrence of semantics and syntax
over time. According to autonomous-senal models (cf the garden path
model of Frazier 1978) in particular, syntax 1s processed ahead of seman-
tics. Autonomous parallel models (Boland 1997), on the other hand, as-
sume the stmultaneous occurrence of both analytical processes and thereby
challenge the ngid. syntax-onented mind-set of senal autonomous models
(see Strohner 2003: 525). In contrast to autonomous models, mnteractive
models describe syntax and semantics as two processes that mutually m-
fluence each other. Some researchers also distinguish between interactive
parallel (for mstance Tyler/Marslen-Wilson 1977) and interactive senal
approaches within interactive models (such as Altmann/Steedman 1988;
also called incremental interactive approaches, see Pickering/Chf-
ton/Crocker 2000; cf. Strohner 2003).

Autonomous models Interactive models
The processing of syntax and se- | The processing of syntax and se-
mantics are not dependent on each | mantics mutually mfluence each
other other
autonomous autonomous interactive interactive par-
serial parallel serial allel
Autonomous Autonomous Syntactic and | Syntactic and se-
syntactic pro- | syatactic and au- | semantical mantic prO-
cessing before | tonomous  se- | processing are | cessing are con-
autonomous se- | mantic pro- | conditional to | ditional to each
mantic pro- | cessing may | each other and | other and take
cessing overlap take place one | place simmltane-
after the other | ously

Table 4.1 Models of language processing
There 1s no final answer to the question of which approach should be the

nom. Psycholinguistic research up to this point has found empincal evi-
dence that supports each of the four directions the approaches take (cf
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Strohner 2003, Dietrich 2007). We should, therefore, assume an integrative
perspective. Since the four approaches focus on different phases and as-
pects of syntax processing, we consider them complementary. Altmann &
Steedman (1988) for example, used cul-de-sac effects to demonstrate that
syntax processing can also be controlled through semantics. Cul-de-sac ef-
fects appear when the result of the syntactic analysis requires correction
via a subsequent semantic analysis. Researchers like to rely on this effect
in order to argue for antonomous models. Altmann & Steedman (1988),
however, were able to show that the cul-de-sac effect was no longer ob-
servable m ambiguous contexts. It can therefore be concluded that the on-
set of semantics and syntax may indeed be simmltaneous so that interaction
between the two can be assumed. In light of the process of text compre-
hension as a whole and after considering empincal findings, Chnstmann
& Groeben (1999) argue that semantics inhabits a more important position
than syntax. The reason being that syntactic information is fleeting while
semantic information 1s available in the long term (Christmann/Groeben
1999: 157).

4.1.3 Language Processing Model

In this final section we wish to summanze the insights into language pro-
cessing up to this point by usmg the models by Roche (2013b). According
to the author (2013b: 114), the following assumptions are central to the
model:

- The monitor has direct access to the entire production system. As
soon as a speaker detects problems 1n the meaning or comectness
of mternal or extemal language, they can mterrupt the continuation
of the production in progress. The preverbal message 1s etther re-
processed, or a new or different message 15 added (reconceptual-
ization).

- The phases of language processing are, therefore, not completed
one after the other. Their onset can be parallel or incremental (in
modular sub-processes). The processing of an individual phase can
begin before the previous one has concluded.

- The mental lexicon 1s central to language processing. It stores
meanings, important grammatical mformation, different codings,
and the culture-specific usages.
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Cultural specifics connect pragmatic aspects to the encyclopedic
knowledge of speakers and listeners. Pragmatic and encyclopedic
knowledge serve as a basis for the conceptualizer. It 1s barely con-

cervable that conceptualizing and decoding utterances could take
place outside of pragmatic context, 1.e.. in a “culture-free’ zone.

Conceptualization and formulation are closely related. According
to Slobin’s (2003) concept of “thinking for speaking”, formulation
15 actually incorporated mto the process of conceptualization. In
that sense, context conceptualizations are shaped in a way that
makes them compatible with language-specific coding possibili-
ties. An example 1s how the difference between Du and Sie in Ger-
man (Thou and ¥ou, singular) as a marker of familianty versus
formality 1s often not relevant in English Nonetheless, vaned dif-
ferentiations 1n addressing another to achieve similar meanmgs are
possible 1n English and often necessary.

The fundamental influence of context and function on language
production and comprehension 1s especially evident in the heavy
use of ellipsis. anaphora, and cataphora in natural language.
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Figure 4 3: Language processing model based on Levelt (according to Roche
2013b)

Based on Levelt’s model (Levelt et al. 1999), Roche (2013b) compiled all
the aforementioned aspects of language processing into a single expanded
model, which — in contrast to Levelt's model — satisfies culture-specific
aspects of language processing. These culture-specific aspects are not only
relevant for shaping multilingual situation, such as switching languages,
but also relevant to psycholinguistic models, oniginally designed for mon-
olingual speakers and for that reason do not sufficiently consider cultural
dispositions. In summary, we can say that the mental lexicon plays a cen-
tral role 1n language processing and functions as a link between conceptu-
alization and formulation. In other words, even when the preverbal mes-
sage 15 composed on the level of conceptualization, the declarative and
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procedural components of lexical knowledge within the mental lexicon are
still necessary (see Slobin 2003).

414 Summary

The phases of language processing:

Conceptualization phase: a preverbal message 15 created and
adapted to the communicative situation.

Formulation phase: the necessary lexical knowledge 1s retneved
from the mental lexicon and morphologically, phonologically, and
phonetically encoded.

Articulation phase: the phonetical plan 1s created, contaimng all
the information required for the articulatory realization of the mes-
sage.

The processing paths of language production and comprehension
use are analogous: the parser perceives the extemal language and
translates it into a kind of message. Its meanmg 1s then analysed
by the conceptual system.

Parsing encompasses several processes dunng comprehension:
word recognition via the mental lexicon, analysis of the syntactic
relationships between the words, and semantic mterpretation.

The monitor supervizes all processes and can interrupt any part of
the subsequent production, if necessary. to reformulate the pre-
verbal message.

Formulation and articulation errors have negative effects on the
comprehensibility of the message and necessitate corrective pro-
cedures.
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4.1.5 Review Questions

1
2.

‘Which processes take place dunng conceptualization?

How and in what way do slips of the tongue state something about
the process of language production? Give an example.

‘What 1s reconceptualization?

What 15 the cul-de-sac effect and what does 1t say about word
recognition?

To what extent does formulation already begin dunng conceptual-
1zation?
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4.2 The Organization of the Multilingual Mental Lexicon

It 15 commonly accepted that the complete linguistic knowledge 1s stored
somewhere in our brams gradually expanded over time. As you have
seen 1n the preceding chapter, all linguistic knowledge 1s organized and
stored in different ways within the mental lexicon. This mchudes syntac-
tic and pragmatic information. However, one pivotal question remaimns:
how does the mental lexicon organize the different forms and sources of
linguistic knowledge? Furthermore, in the case of multilingual speakers,
how do different languages teract with each other in a multilingual lex-
icon? How does the multilingual lexicon develop with advancing lan-
guage acquisition? To answer these questions, we need to distinguish the
mental lexicon from conventional lexica. We will then present the van-
ous levels of representation within the mental lexicon using psycholin-
guistic experiments. The chapter concludes by showing how an increase
of L2 knowledge affects the type of form-concept connections and how
the resulting effects are represented in the bram.

Study Goals

By the end of this chapter, you will be able to:

- descnbe the structural and organizational principles of the men-
tal lexicon

- explain the dynamic development of the multilngual mental lex-
icon in language acquisition

- formulate implications for the teaching of vocabulary.

4.2.1 Whatis the Mental Lexicon and What Does it Contain?

All of us are probably 1n agreement that every word we encounter during
our lifetime 1s potentially deposited somewhere within our heads. Of
course, we cannot actually retain each and every word, apart from a select
few: we are not genmuses, nor are we computers. It 1s a fact however, that
words find their way into our long-term memory 1n large quantities. The
mental language database expands continually and 1s accessed when we
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converse and search for words and formmlations. This search can happen
consciously or unconsciously. Researchers believe the mental lexicon
stores the linguistic knowledge base crucial to language production and
language comprehension (cf Dietnich 2007). You have likely guessed that
the mental lexicon 1s organized completely unlike common dictionaries
and lexica we know from everyday life (cf. Stork 2003). In fact, a primary
feature of the mental lexicon 1s that 1t 1s 1n constant flux.

First, we should ask ourselves how many words actually exist within the
mental lexicon. As you can imagine, this 1s a question that 1s not easily
answered. It depends on whether we choose to count either a word or an
entire entry of the mental lexicon. Composites and inflectional affixes
(e.g.. comugations, pluralizations, and similar phenomena) are the largest
points of contention in this discussion. In the case of mflectional affixes,
for mnstance, lingwsts distinguish between regular and irregular affixes:
while irregularly inflected verb forms such as went, brought, etc_, seem to
have their own entries in the mental lexicon, there 1s no consensus on the
storage of regular forms such as helped (cf Penke 2006: 51). These con-
tentious considerations aside, Aitchison (1997: 8) conjectures that the av-
erage size of a mental lexicon 1s about 150.000 words in a single language.
Of these, 58.000 are supposedly root words and about 86.000 are deriva-
tions and composites. However, these average values can fluctuate
strongly. It seems a muracle in face of the high number of entries that we
are able to retnieve our desired words 1n about 100-200 mulliseconds. Ef-
fects such as priming, however, may strongly influence the accessing and
processing speed. Primung takes place when the presence of prior infor-
mation (prime) or a relevant context causes shortened access or processing
time spans (cf Donough/Trofimovich 2009: 1). In expenments that spe-
cifically target pnming_ researchers can observe the varnied influence of
certain word levels (phonology, semantics, and so on) duning the speaker’s
search for a certain target word. While nammng the word hot dog, you could
expect a faster reaction time 1 a speaker when providing the image of a
snack joint as a semantic ponme than if you provided them a picture of the
Royal Palace. This 1s a type of context procedure that 1s common m psy-
cholingmstic research of the structure and orgamzation of the mental lexi-
con, such as the composition of semantic networks. You will encounter
more descoptions of vanous pnming experiments in the sections below.
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4.2.2 How is the Mental Lexicon Organized?

For decades, there has been research mnto the organizational ponciples of
the mental lexicon. It was the observation of frequency effects that led re-
searchers to descrnibe the mental lexicon as organized 1n the form of a word
list sorted by frequency (see. for instance, Forster 1976). They imagined
the language storage in our heads as a kind of huge list, headed by the most
frequent words while the rarest words were in the lower regions of the list.
Dunng word activation, a language user would search through the list of
his mental lexicon from top to bottom. This was supposedly why the fre-
quent words 1n the top section were accessed faster than the less frequent
words 1n the bottom section (see Spalek 2010). This idea was, however,
quickly discarded, as, among other things. 1t was not compatible with the
prming effects we mentioned earlier. If the mental lexicon was truly a
mere list of words only sorted by word frequency, then the context infor-
mation provided by primes would not affect the accessing speed as they
do. These context effects show that words or rather meanings are con-
nected with each other in one way or the other. That 1s why researchers
nowadays assume that the mental lexicon is organized more in the form of
a network with multilayered entries (also referred to as nodes). Their con-
tent changes dynamically depending on access or input. The frequency
effect 15 explained through the different degrees of activation It means that
the more often a connection between two words 1s activated, the faster a
langnage user can access the respective words (cf. Experiment 1 in the next
chapter).

Our mental lexicon acts in about the same way when a word 1s activated.
We can also assume that the nodes are strongly connected with non-lin-
guistic perceptory aspects and are, therefore, also activated through our
perception: tactile (touch), gustatory (taste), olfactory (smell), sensonmo-
tor (movement), visual (sight). and auditory (heanng) (cf basic domains
according to Langacker 1987, also see Wildgen 2008). The word banana
would not only mvoke the visual mental image, but also activate gustatory
and tactile aspects (such as the sticky feel of banana peel on the hand),
because all of these conceptual levels contnbute to the meaning of the word
(cf Wildgen 2008: 120). Personal expenences connected with the concrete
word (such as vacationing on the Canary Islands. fruit salads in summer
and similar expenences) also influence the activation of neighbounng
nodes.
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4.2.3 Which Linguistic Levels are Represented in the Mental Lexi-
con?

There are a senies of phenomena which indicate the different levels of a
mental lexicon. The following situation 1s probably familiar to you: you
know exactly what you intend to say, but you cannot remember the word.
It 15 a phenomenon known to psycholinguistics and psychology as tip of
the tongue (TOT). Schwartz (2002: 5) defines the state of TOT as such:
“A TOT 1s a strong feelng that a target word, although cumently unrecall-
able, 1s known and will be recalled”. The TOT phenomenon is relatively
common: according to Schwartz (2002) an individual speaker experiences
about 50-100 TOTs per year. The state of TOT is also charactenzed by
additional aspects, according to Schwartz: language users often do not re-
call individual features or pieces of information regarding an entry, such
as individual letters, number of syllables, or gender. The TOT state is gen-
erally accompamied by great frustration. It 15 especially notable that the
speaker 15 extremely motivated to resolve the TOT state and find the word.
The TOT state 1s mnterestmg in the sense that it 1llustrates the separation of
meaning and form in the mental lexicon (cf. Brown 2012). TOTs exist.
Everyone agrees with that. Yet the definition of TOT states durng expen-
ments proves somewhat problematic: it relies on a completely subjective
assessment of a person’s own access to his or her mental lexicon. That 1s
why the instructions 1ssued to the participants in an assessment are crucial.
In essence, there are three possibilities when reacting to a stimulus (such
as a definition lacking the key word):
1. "Questioning look™ the word 1s not known (no entry in the mental
lexicon).
2. “Utterance of the word™: the word 1s known and can be named
(existing entry in the mental lexicon).
3. “Tortured, introspectively searching look™: the word 15 known, but
the word form cannot be named (tip of the tongue state, existing
entry in the mental lexicon).
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Experiment 1

With this little expeniment, you can attempt to put your friends in a state
of TOT. First, explain to your fnends what a TOT state 15 and how they
can identify 1t. You should also explam to them that not every stimulus
can put them into such a state. It 1s also possible that they are not familiar
with the word at all or that they are simply able to name 1t.

In the next step, show them the following definition and ask them which
word 1s defined here. You are of course welcome to use a different def-
inition.

_____ : behaviour that shows no interest or energy and shows that
someone 1s unwilling to take action. especially over something im-
portant.

Correct answer: apathy

Source: https://dictionary. csambndge.org/de/worterbuch/englisch/apathy (April
2018)

An additional example of the (relative) separation of word form and mean-
ing in the mental lexicon 1s the fact that non-words are processed effort-
lessly. Non-words are letter combinations that, although they are consistent
with the typical grapheme-morpheme correspondences of a certain lan-
guage, do not represent an existing word in the lexicon of the respective
langnage. An example 15 the word fo rudge: it sounds like a possible Eng-
lish word, but it has no meaning. In connection with non-words, Jescheniak
& Levelt (1994) found that word frequency only mfluences the access to
information on the word form level, not on the level of semantics (also cf
Levelt/Roelofs/Meyer 1999). Furthermore, psycholinguistic expeniments
involving speech disorders were able to show that the grammatical features
of an entry in the lexicon are stored separately from the phonological word
form. Badecker, Miozzo & Zanuttini (1995) tested an Italian subject who
had difficulties finding words due to aphasia (anomy): his task was to name
simple objects m pictures. The results showed that the subject was not able
to name all objects (63%). Interestingly. however, he was able to correctly
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name the grammatical gender of 95% of the objects shown to him. The
overall pattern of the results shows, therefore, accessing the grammatical
gender and accessing the word form follow different processes. Beyond
that, the studies of Desrochers & Paivio (1990) and those of Bates, Dale &
Thal (1995) show that the reaction time 1 naming the grammatical gender
of nouns i1s reduced when the noun’s final sound defimtively predicts the
gender (such as German word endings on -ung bemg feminine).

In light of all these findings, it seems sensible that Levelt chose to divide
word entnes mto the two units lemma and lexeme, 1f only for the purpose
of researching the mental lexicon. According to Levelt et al. (1999), the
lemma contains the syntactic information of a word entry m the lexicon,
such as a verb’s prefixes and suffixes or the structure of the associated
construction (nomnal prefix - verb - predicate suffix). The lexeme on the
other hand contains the momphological (inflection, conjugation, etc.) and
phonological information (syllables, articulatory features, etc.) of the word
entry. In addition to the lemma and the lexeme, there 1s also the level of
lexical meaning, 1.e., the word meaning. The word meaning 1s clearly dis-
tinct from the non-lingmistic meamng, which 1s no longer limited by lexical
units (words). In that way, 1t 1s possible for a non-linguistic meaning to be
verbalized m the form of two or more lexical units (words). In literature,
word meaning 1s often perceived as part of the lemma and its practical use
expanded to include pragmatic, stylistic, and affective aspects (cf. Plieger
2006: 12).

Experiment 2

The best way to discover how the mental lexicon works on all these lev-
els of the word entry 1s to conduct expenments. You will need at least 8
to 10 people. It 15 also possible to conduct this expenment with col-
leagues or college/umversity students m a discussion group.

In the following experiment. every person should write down the first
word that comes to mind for the following items:

R....
Ha....

Language ...
Summer. ..
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For what items do the answers overlap the most? How could you explain
the results in reference to the organizational principles of all word entry
levels in the mental lexicon?

4.2.4 How is the Multilingual Mental Lexicon Organized?

Up to this point, we have discussed the mental lexicon from a monolingual
perspective. But how do other languages factor in? Does every language a
speaker masters possess its own lexicon or are they all stored together 1
one single lexicon? The following images (Figures 4.4a-c) depact the dif-
ferent possibilities for representing the bilingual lexicon based on de Bot,
Lowie & Verspoor (2005). Figure 4 4a shows a separate representation of
the lexica; Figure 4 4b represents a shared word network: Figure 4 4c
shows a network involving activation spreading (amrows).
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L'|\“-. '*?.': } -
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| . ___
Ce®
L3 —
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Figure 4 4a, b, and c: The bilingual lexicon (de Bot/Verspoor 2005: 43)

Several older models such as the distributed feature model by de Groot
(1992) assume a separate representation of L1 and L2 word forms (as i
Figure 4 4a), though they envision a shared system for lexical meanings.
In contrast, the newer models assume a shared network with acttvation
spreading (as seen in Figure 4 4c). The lexical meaning along with the
word forms of all languages are jointly represented in this shared network
(cf de Bot et al. 2005). Within the network itself the vanous models as-
sume different language-specific subsets, in which certain word levels (for
instance syntax or phonology) can be represented separately. We will now
examine which research findings support either a shared or a separated
representation of the word levels of the vanous languages in the lexicon.
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The findings that support the (generally accepted) shared representation of
lexical meaning result from cross-lmguistic pnming experiments. Re-
searchers have observed that primes (preceding stimmbhi) in language X do
indeed mfluence the processing of the target item in language Y (see
Kroll/Sundermann 2003, Wartenburger 2010). English-speakmng subjects
leaming German as a foreign language were able to answer the question
whether the word Schwalbe (swallow) 1s an amimate or inanimate object
faster 1f the Enghsh word dog was supplied beforehand, rather than the
word stone. The observed effects are similar to the effects generated by the
German equivalents Hund (dog) and Stein (stone). This means that the se-
mantic feature of being animated has a facilitating effect in the processing
of the target ttem independent from the language.

Whether word forms are represented together or separately m the vanous
languages 1s, as mentioned, contentious. However, it 1s not equally con-
tended for all lexical levels: while researchers assume the phonological
system 15 shared, research has shown no conclusive results for morphology
or syntax in that regard. For instance, Costa, Kovacic, Franck & Caramazza
(2003) conclude from their expeniment that the gender systems of L1 and
L2 must be represented separately: 1n their experiment. they tested the hy-
pothesis that the coactivation of gender features increases the access speed.
According to this hypothesis, the gender of the masculine L1 word Wagen,
(der) (waggon) should be activated faster if preceded by a masculine L2
word (such as the French e papier (paper)). The appearance of such a co-
activation effect would support the notion of a shared representation of the
L1 and L2 gender systems. The results, however, showed that the hypoth-
esis does not apply in this way. The expenment found no positive or neg-
ative influence of the provided words® gender on the 1L.2. However, Costa
et al. (2003) did find a series of reasons that spoke for a shared representa-
tion of gender:
- It 1s uneconomucal to represent words with shared features sepa-
rately.

- The grammatical gender and the semantic gender of some con-
cepts comrespond cross-linguistically (uncle: Germ., masc. der On-
kel, French masc. ["oncle, aunt: Gemm., fem. die Tanfe, French
fem. la tante).
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- The fact that a gender-marked L1 facilitates or complicates the ac-
quisition of the L2 gender system also supports a shared L1 and

L2 gender system (also see Jarvis/Pavlenko 2008, Prodeau 2005).

At present, the overall results indicate an additional possibility: the type of
representation of the gender systems of several languages changes over the
course of the L2 acquisition and should, therefore, be regarded as a dy-
namic system (cf Costa et al. 2003). For more in-depth information, Jarvis
& Pavlenko (2008) and Eichler (2011) provide an overview of the relevant
theonies and approaches in terms of the multilingual gender system.

In terms of the syntactic system. the cumrent state of empirical research
seems to support a shared representation: Hartsuiker, Pickenng & Velt-
kamp (2004) found a pnming effect for the use of passive and active voice
between the languages English and Spanish. They observed that bilingual
speakers (L1 Spanish, L2 English) tended to use an English passive sen-
tence much more often when it was preceded by a Spanish passive sen-
tence. This was not the case if an active or mtransitive sentence was pro-
vided as a pnme. For this to happen, the two languages must share a node
for grammatical voice (active and passive) and, in consequence, the repre-
sentation of L1 and L2 syntax must be shared (cf Hartsmker/Pickering
2008). These results however contrast with those of Loebell & Block's
(2003) study, who did not find any such effects in bilingual speakers (L1
Enghlish, L2 German). Hartsuiker et al. (2004) explain the disparate results
with the fact that the syntax of Spanish and Enghish 1s genemally the same
in terms of placing the participle (English and Spanish: The car was re-
paired by the mechanic, El auto fie reparado por el mecdnico), while Ger-
man differs mn this aspect from both English and Spamsh (German: Das
Aute wurde vom Mechaniker repariert, literally: The car was by the me-
chamic repaired). While the model of a shared syntax representation (see
Hartsuiker/Pickening 2008) 15 compatible with expennmental results, 1t 1g-
nores external mfluential factors such as the L2 level, contextual interfer-
ence effects (distuptive effects through context), and 1s. therefore, not very
‘ecological” (see de Bot 2010). Consequently, it 15 not acceptable to di-
rectly transfer the results into the context of a foreign language class.
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4.2.5 How is the Semantic-Conceptual System Organized within the
Multilingual Lexicon?

As mentioned earier, researchers cumently assume that the multilingual
lexicon has a shared semantic-conceptual system for all languages (cf de
Bot et al. 2005; cf Figure 4 4c). The queston now 1s how this system 1s
orgamzed and how the vanous languages are accessed. De Groot’s (1992)
distribution model, for instance, explains word type effects tnggered by
concrete words in expenments by distinguishing between the formal and
the conceptual level (see Figure 4.5 and Figure 4.6). According to de Groot
(1992), every word possesses a bundle of features on the conceptual level.
While in some languages concrete words share this conceptual feature bun-
dle and are very close equivalents of each other (e.g., casa and house), the
abstract words share fewer conceptual features and, therefore, are only ap-
proximate equivalents (e.g.. femor and fear). For that reason, the speed of
translation largely depends on the word type (abstract or concrete). De
Groot (1992) assumes that cognates (words with identical or similar fea-
tures of form and meaning in two languages) are translated the fastest due
to their shared features.

Lexical
Level

Cancegiual
Level

[A) Concrete Words [8) Abstract Waords (C) Cognates

Figure 4.5 The distnbution model by de Groot (1992; cf Heredia/Brown

2006: 239)

Cazualidad Casualty

e
f",“qk\ Concaptual
Level

{4 False Cognates [B] Homegraphs/ iC) Cancrate Wards
Homophaones

Figure 4.6: The distribution model by de Groot (1992; cf Heredia/Brown
2006: 241)
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The distnbution model by de Groot (1992) may satisfy some of the ob-
served cross-linguistic effects (e.g., word type effects), but 1t 1s not com-
patible with a range of other effects. Levelt et al. (1999) criticize, for in-
stance, that feature-based models, such as de Groot’s, do not resolve the
“hyperonym problem™: when the semantic features of a target word are
indeed activated, then all of the hyperonyms should activate sinmltane-
ously, as the target word contains all features of the hyperonym (Levelt et
al. 1999: 4) (e.g_, poodle: dog, animal, living being). However, this 1s not
the case: Levelt et al. (1999) claim that to this day, there 1s no proof that
target words antomatically activate all of their hyperonyms. An additional
problem of these models, according to Levelt et al. (1999). 1s the fact that
they cannot observe complexity effects. This means that language users

access semantically basic words and semantically complex words at the
same rate, independently from the number of their semantic features.
Pavlenko (2009: 127) has also criticized distribution models and similar
models, pointing out that the circumstances of word acquisttion were 1g-
nored. He also noted how the context could cause effects to change and
how the degree of activation of the involved languages was not specified.
The fact that abstract words are strongly concretized via metaphonization
processes should also not be forgotten (cf Roche/Roussy-Parent 2006). In
conclusion, it means that abstract words are understood as concrete words
in a certain sense and may share features cross-linguistically.

4.2.6 How do Links between the Semantic-Conceptual System and
Word Forms Develop?

In the previous section we learmned how the links between word forms and
the semantic-conceptual system actually depend on many additional fac-
tors. These links should not be viewed as categorically present. because
they continue to develop over time. For that reason, we should regard links
as dynamic. How can we descnbe the multilingual lexicon in a way that
includes all of the contnbuting factors and, most of all, 1ts dynamic nature?
Kroll & Stewart (1994) created the so-called revized lerarchical model
(Figure 4.7). This model takes into account the effects of translation asym-
metry (it 15 easier to translate mnto the L1 than into the L2, see also
Kroll/Michael/Tokowicz/Dufour 2002: 139) as well as the dominant rela-
tions between L1 and L2 (the links between the words and the correspond-
ent concepts are stronger in the L1 than in the 1L.2).
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lexical links

conceptual links

Figure 4 7- Revized hierarchical model (according to Kroll/Stewart 1904: 158)

Even though hierarchical models such as the revized lerarchical model
provide explanations with respect to the difference in the access from the
L1 and L2 to the concepts depending on the language level, they ignore the
possible dependence of the observed effects on other influencing factors.
The degree of a word’s concreteness, the function of the word in language
use, or the word’s cognate status itself are all possible and sigmficantly
influential factors (French/Jacquet 2004). Another important point of crit-
icism for hierarchical models 1s the simplification of the conceptual level.
The representation of the conceptual level within a single box gives the
impression that the concepts 1in the L1 and the L2 are identical. In that
sense, the concept for mountain would be congruent in Dutch and in Ger-
man However, if you consider that there are actually no mountains in the
MNetherlands except for hills of about 300 meters, and 1f you compare these
hills to the Alps in South Germany, whose largest mountain 1s roughly
3000m ligh. 1t seems only logical that different concepts of mountain exist
1n Dutch and German.

Language acquisition is more than links at a conceptual level. It 15 a matter
of building on already existing concepts, creating new cultural-specific ou-
ances, identifying the conceptual differences between the L1 and the L2,
and using them productively.
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With this in mund Pavlenko proposed the modified hierarchical model
(MHM) (see Figure 4.8), which assumes that L1 and L2 words are repre-
sented on the conceptual level in completely shared categones, in partially
shared categores or m language- spemﬁc categories. Consider the follow-
ing examples: while the word laptop 1s almost completely represented
within shared conceptual categonies, words such as privacy barely share
categories on a conceptual level in muliiple languages due to great cultural
differences. By assummng that words exist in exclusively language-specific
camgnnes, Pavlenko’s (2009) model recognizes that a certain word mean-
ing in language X cannot be simply translated, using the appropnate lexical
units, into language Y. The words need to be paraphrased (cf Grosjean
2010: 180). Partial translation equavalents represent a third scenario. These
are words which only (partially) share categonies. This is the case for the
German word Getrdnk (beverage) and the Italian word bibita: whereas
Wein (wine) or Bier (beer) are a Getrdnk m German, the Ttalian word bibita
15 limited to non-alcoholic, cold beverages (soft dnnks, lemonade). In this
sense, the German word Getrénk and the Italian word bibita only partially
share the conceptual categonies. The modified hierarchical model 1s also
able to sufficiently explain cultural-specific metaphonc extensions of con-
crete words and the comresponding conceptual differences between the lan-
guages (cf Plieger 2006).
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Figure 4 §: Modified hierarchical model (according to Pavlenko 2009- 147)

Another mnovative aspect of Pavlenko’s (2009) model is the transfer of
concepts. This apphes mainly to partial translation equivalents, 1.e., those
words which only partially share conceptual categones (such as Getrink
and bibita). In such cases, 1t can happen that a speaker transfers the com-
plete conceptual network of the German word Getrdnk to the Italian word
bibita. According to Pavlenko, this can happen from L1 to L2 and vice-
versa. The successful acquisition of the L2 has the consequence that such
types of conceptual transfers are cnnoepma]l},r restuctured m the L2 Tt
means that the conceptual representation in the L2 becomes more vaned
by removing the conceptual elements onginally transferred from the L1
and addmg L2-specific conceptual elements. The foreign language leamer
attains conceptual competence in this way (Roche 2013b; cf conceptual
fluency, Danesi 2008).

Interacting conceptual differences and common features as well as the
links between conceptual areas of languages form the basis for the peda-
gogical concept of transfer difference discussed at length m Chapter 8.
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4.2.7 Summary

The mental lexicon 15 structured like a network and organized dy-
namically.

As evidenced by vanious language phenomena (such as TOT,
speech disorders and slips), the mental lexicon contains several -
terconnected levels (semantics, syntax, morphology, phonology).
Word entries are divided into two large categones: lemmas and
lexemes.

In the case of multilingualism, all of the languages are stored in

the same mental lexicon and m the same semantic-conceptual sys-
tem.

The modified hierarchical model (MHM) by Pavlenko (2009) pro-
vides an explanatory approach on how word forms are hinked to
the conceptual level.

The following aspects should, therefore, be taken into account: the
changeability of lexical and conceptual links between the lan-
guages and the conceptual level over the course of L2 acquisition,

the differences between language-specific and shared conceptual
categones as well as cross-lmguistic effects (such as word type
effects).

The novelty of Pavlenko’s model 1s the vaned consideration of the
varnious possibilities for conceptual overlap between the lan-
guages: no overlap, partial overlap. complete overlap.

This is the basis for Pavlenko’s descnption of the processes taking
place with progresses i L2 acquisition: conceptual elements are
transferred from one language to the other and, through restructur-
ing, the conceptual representations are varied and further devel-
oped.
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4.2.8 Review Questions

1.

‘What insights contradict the representation of the mental lexicon
as a list of words?

‘What 1s the TOT state and what does it say about the mental lexi-
con?

‘What parts of a lexicon entry does Levelt distinguish?

‘What are the shortcomings of feature models such as de Groot's
(1992) distributed feature model?

Which aspects of older models does Pavlenko (2009) incorporate
into her model and which aspects are new?

‘What could these msights affect how you plan your language clas-
ses, especially m terms of vocabulary traning
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4.3 Teaching the Multilingual Lexicon

In texts and conversations, learners are often confronted with a slew of
new vocabulary and are not able to retamn all of the new words nght
away. The same is true for words that are explicitly taught and practised
in class. It 1s sometimes frustrating for leamers when they, for instance,
converse with an structor but are unable to access words they have al-
ready leamed. In other cases, leamers may remember exactly those
words that have not come up in class or have not been explained before
their use. These examples show how difficult 1t is to manage the learming
of vocabulary. Still, empinical research provides important msights mto
how leamers can improve the acquisition of new words through mstruc-
tional measures 1n class and how they can leamn more efficiently. There-
fore, this chapter will discuss under what conditions vocabulary 1s ac-
quired mcidentally and to what extent an instructor can influence vocab-
ulary acquisition through pedagogical action.

Study Goals
By the end of this chapter, you will:

- understand to what extent the teacher can influence the process
of vocabulary acquisition in the L2

- become familiar with word-finding strategies as well as with the
different phases of teaching these strategies

- be able to propose supportive teaching strategies for vocabulary
building.

4.3.1 Incidental Vocabulary Building and Explicit Vocabulary
Teaching

In the preceding units we studied several models of the bilingual lexicon
and saw that less advanced L2 leamers are more likely to create connec-
tions between the newly learned words and the words of the L1 via formal
lnks (cf Kroll/Stewart 1994, Kmoll/de Groot 1997). Language leamers

begin forming conceptual links and the respective new conceptual catego-
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ries when they advance in language acquisition m order to be able to ob-
serve the 1L.2-specific aspects of a word’s meaning. Therefore, knowledge
of the L1 vocabulary 1s central. Despite the fact that this knowledge may
support L2 vocabulary acquisition in some cases, 1t may hinder 1t in others
(cf Wolter 2009: 134; also cf Schmaitt 2008). It 15 worth noting that vo-
cabulary acquisition cannot be completely planned. The teacher is only
able to guide this process to a certain extent. Keeping this in mind, 1t ap-
pears useful to nquire what the actual role of explicit vocabulary building
activities 15 and to what extent incidental learning can contribute to vo-
cabulary acquisition.

Even though research cumently considers incidental vocabulary acquisi-
tion to be important, 1t has also shown that explicit vocabulary building 1s
often more efficient and more endunng (Schomtt 2008: 341, though in
guided contexts). We should note, however, that the share of words learned
dunng explicit vocabulary building in class 15 usually much lower than the
share of words leamed through incidental leaming . in “real life” or in con-
textual settings: in a study, Tang & Nesi (2003) found that only 2—-12% of
leamed words were explicitly taught in the context of class activities. From
a quantitative perspective, explicit vocabulary building may be viewed as
less important, but it 15 extremely important from a qualitative perspective.
Schmmtt & Schmitt (2014) observed in their studies that teachers and text-
books often exclusively use high-frequency words, whereas mid-frequency
and low-frequency words barely appear. However, mud-frequency words
are crucial for understanding authentic texts. For that reason, Schomtt &
Schmmtt (2014) recommend introducing mid-frequency words after the stu-
dents have acquired a certain basic vocabulary. Only then are language
leamers able to make qualitative progress in the acquisition of vocabulary.
In order to explain the process. we should add that 1.2 textbooks are be-
comung increasingly onented toward abstract and standardized word lists,
which were developed following the establishment of the Common Euro-
pean Framewotk of Reference for Languages (CEFR). In addition, lan-
guage classes tend toward simplification and generalization: the content
and exercises of language classes rarely offer much to occupy a student’s
attention. An alternative to the above mentioned methods for the introduc-
tion of mid-frequent words could be to ssmply reintroduce more interesting
and relevant topics and tasks for leamers to tackle. It would make the ques-
tion of mtroducing words of differing frequency less relevant.
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Incidental vocabulary learming tends to take place within authentic situa-
tional contexts. In reading comprehension of the L2, therefore, 1t 15 the
context of the sentence that must be viewed as an important factor (cf.
Webb 2008). According to Weis (2000; also cf Ehlers 1998),

L2 leamers are more tied to context when determiming unknown
words. L1 leamers have independent access to some word mean-
ing and are, therefore, capable of automatic and context-free
word mterpretation. (Translated from Sufier 2011: 72)

In terms of a L2 leamer’s onentation toward context, empincal studies
have found that the mnformativity of the context 1s especially crucial to be
able to leam a given word (cf. Webb 2008) and 15 almost completely inde-
pendent from the vanous frequencies of word occurrences. Before these
insights, varying word frequencies had been proposed to be a prerequisite
for mcidental. but typically highly instructive, leaming (cf. Hulstiyn/Hol-
lander/Greidanus 1996, Horst/Cobb/Meara 1998, Wanng/Tataka 2003,
Webb 2007). According to Webb (2008), the context of some sentences
encourages the analysis of new words and 1s considered more informative
than sentence contexts that are more mhibiting and reveal less contextual
information. In an experiment, Webb (2009; also cf Webb 2007) was able
to show that the repeated occurrence of the target word m mformative con-
texts helped the leamer achieve better leaming results.

Having looked at how learners deduce the meaning of unknown words
while reading, the following chapter will discuss how difficulties in finding
words m a foreign language are resolved and how strategies to facilitate
this can be tanght.

4.3.2 Communication Strategies for Word-Finding Difficulties

The fact that foreign language leamers expenience difficulties when trying
to express themselves precisely i the foreign language (especially at the
lower leaming level) 1s not surpnsing. For foreign language leamers to
overcome small lexicalization problems. they must be capable of using ap-
propriate strategies in order to maintain conversations. The teaching of
these communication strategies and their implementation in the L2-context
have preoccupied researchers up to the present day (cf. Poulisse 1993,
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Smiath 2003, Lafford 2004, Rabab’ah/Bulut 2007). Poulisse (1993), for in-
stance, developed a taxonomical model of communication strategies that
has been used in numerous studies (cf Littlemore 2003). The model is stm-
ilar to Levelt’s language processing model (1989; also Levelt 1999) in pro-
posing a senies of strategies which consider the distinction between the lin-
guistic and the conceptual level. The first strategy (not often the preferable
option) 1s ending the conversation (strategy of message abandonment).
A second option 1s asking the conversation pariner(s) for assistance.
Poulisse (1993) also describes a series of strategies which she categonizes
as compensation strategies: the substitution strategy refers to a word’s
substitution with a general term or a L1 word. Durning the substitution plus
strategy the word being searched for is also replaced, but with a morpho-
logically altered L1 word or a word creation. In the reconceptualization
strategy the ongmal message is reconceptualized m the conceptualizer (cf
Levelt 1989), enabling the speaker to express their message more easily in
other words. Poulisse (1993) also names code-switching as a possible strat-
egy when encountering word retrieval difficulties. Other authors such as
Démye1 (1995, 1997; also cf Démye1/Scott 1995) proposed additional cat-
egonies such as stalling strategies: in this case, the speaker attempts to
bnidge the lull mn conversation to gain additional time for the word finding
process (for instance with gap fillers such as hm, well, maybe, I mean,
untieh). The use of the strategies vanes strongly and depends on the
leamer’s mdividual vanables such as cultural background. language level,
cognitive style, etc. (cf. Littlemore 2001, 2003).

In language leaming outside of the classroom, the use of such strategies
strongly cormrelates with the leamner’s willingness to maintain communica-
tion and 1s, therefore, considered to be a positive thing. Despite this, the
use of strategies mvolving the L1 1s frowned upon in some classroom sit-
uations and the L1 1s actively excluded. Consequently, it should not come
as a sumprise that L2 leamers with low leaming levels find speaking diffi-
cult under these circumstances. In fact, many studies in the past have
avoided the term code-switching by substituting it in altemative terms such
as ‘recourse to L1" (cf Macaro 2006). Research nowadays usually views
code-switching as a particularly productive strategy from a communicative
perspective and, in some cases, explicitly encourages 1t (cf Roche 2013b,
Macaro 2006). Recent studies show that L2 leamers successfully use code-
switching as a strategy depending on their roles and relationships, topics,
and interactions (Masna 2020). Horasan (2014) studied the use of code-
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switching strategies by students and teachers and the attitude of the stu-
dents toward this particular strategy. The results showed that leamers used
intersentential code-switching (code-switching at the sentence boundary)
comparatively more frequently than intrasentential code-switching (code-
switching within a sentence). The analysis of the discursive function of
code-switching during classroom interactions indicated students as well as
teachers most commonly switched languages during metalinguistic expla-
nations (for mstance when explaining grammar or setting tasks). The leam-
ers themselves stated that, m their opinion, the use of such a strategy had
the goal of encouraging language leaming at beginner’s levels and to main-
tain the attentiveness of the students during class.

‘We should also not forget that the use of code-switching in authentic com-
munication has its limits. The researcher Grosjean, for mstance, assumes
in his language mode model that the activation and mhibition of one or
more languages constitute a continuum which oscillates between a bilin-
gual and monohngual mode. According to Grosjean (2010: 45), the factors
that influence the choice of mode are the language competence of the -
teraction partner, the commumcative lingmstic biography of the speaker,
the communicative situation, the inguistic prestige, and the domain spe-
cifics.

Overall, we can conclude that the use of communication strategies 1s an
important aid for lexicalization problems at all leaming levels and depends
on different factors. L1 speakers regularly utilize communication strategies
of every kind, depending on which strategy 1s appropriate for a given situ-
ation (cf Council of Europe 2001: 63). Bachmann’s (1990) model views
the successful implementation of communication strategies as an important
component of pragmatic competence (knowledge of speech acts, language
functions, etc.), which are an important prerequsite for the acquisition of
commumcative competence. Current empirical research has rehiably
shown that the acquisition of pragmatic competences in a foreign language
15 more effective with explicit rather than implicit instruction (cf Kasper
1997, Takahashi 2010, Glaser 2013). In light of these insights, Démye1
(1995: 80; also cf Rodrguez/Roux 2012: 115) formulated several recom-
mendations for teaching communication strategies, which we have sum-
manzed below:

- The tramning sessions should direct the leamer’s attention to the
different strategy types as well as to their commumicative potential
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by discussing the possible usages of the strategies already known
to the language leamers.

Teachers should generally encourage the students to be bold, take
risks. and try new strategies when commumcating.

The traming sessions should provide audio and video matenal with
numerous examples of the use of commumication strategies on be-
half of L1 speakers or of other 1.2 learners. The students should be
encouraged to identify, categornize, and evaluate the strategies. Re-
cording and analysing conversations between L2 leamers and L1
speakers 1s also recommended.

Overall, the traming sessions should help the leamers achieve a
certain degree of automatization i communicative situations by
providing the opportumty to engage m hands-on practice.

Certain communication strategies are regarded as transgressive or
considered bad form 1n some cultural circles, so teachers should
also discuss the intercultural dimension of communication strate-
gies and their use.

Implications for Vocabulary Building in Foreign Language
Classes

Taking mto consideration the empincal findings we have presented here,
we can make several recommendations for encouraging mcidental vocab-
ulary leaming as well as explicit vocabulary building i classroom situa-

tions:

Teachers should provide opportunities for mmcidental vocabulary
leaming and for expenmenting with situations where it 1s neces-
sary for leamers to deducte the meaning of unknown words from
context. If possible, this should go hand 1n hand with a discussion
on metacogmtive strategies (cf Hunt/Beglar 1998).

After ensunng that learners possess a basic vocabulary of high-
frequency words, teachers should also focus on mud-frequency
words (cf Schmitt/Schomatt 2014).

The goal of explicit vocabulary building should not primanly be
the quantitative expansion of vocabulary. Explicit vocabulary
building should also encourage the qualitative expansion of word
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knowledge, e.g., exploning the metaphonical meamng of words (cf
de Bot. Lowie/Verspoor 2005, Hunter/Beglar 1998, Schmitt
2008).

- Teachers should convey a wide spectrum of strategies to help stu-
dents deal with unknown words: for example, the use of different
types of dictionaries or evasive strategies to bndge gaps in their
vocabulary while they speak (cf Hunt/Beglar 1998, Roche 2013b).

- Depending on the degree of language proficiency, different strate-
gies of vocabulary acquisition are suitable: for mstance, an -
creased use of the L1 to ensure that learners at a lower level make
the correct connection between form and meaning (cf. iang 2000,
2002, Roche 2013b, Schmaitt 2008).

- As far as possible, leamers should create connections between re-
lated words (such as conceptual, taxonomical) to ensure that word
access can take place through several channels (cf Dixon/Thom-
son/Fricke 2020, Roche 2013b, de Bot et al. 2005).

- Finally, the use of words m appealing, relevant and demanding
contexts (or tasks) should provide the necessary motivation and
incite enough interest for sustamnable leamming (see Chapter 8 for
task-based learning).

You might be asking yourself how can a teacher directly implement all of
these aspects m his or her teaching? First of all, we present semantization
aids that are able to explam unknown words. Koeppel (2010) distinguishes
categonically between nonverbal and verbal semantization i the L2,
though semantization m the L1 1s often also a solution within the context
of many classroom situations. According to Koeppel (2010: 135), the cat-
egory of nonverbal semantization mcludes strategies involving the use of
objects m the classroom (such as realia/show-and-tell objects, picture
cards. and visualizations) and mvolves representations executed via facial
and gestural expressions. On the other hand, verbal semantization in the
L2 is somewhat more varied and combines criteria that, to a degree, trans-
cend semantics. Koeppel (2010: 135) names the following examples of se-
mantization aids i the L2 (also Webb 2020):

a) Naming known words that stand 1n a paradigmatic and syntagmatic
relationship to the target word.
- synonym: almost means the same as nearly
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- antomym: the opposite of narrow 1s wide
- general temm striding 1s like walking, but more purposefully
- hyponym (subordinate words): season — spring, summer
b) Defimition: A statue is a freestanding figure of a human or an animal,

usually made of stone or metal. Paraphrase: The raven is a quite large
black bird with a loud but ugly voice.

c) Use of parallelism- 4 human has nails, a cat has claws.

d) Embedding in one or more example sentences: Someone who works
all day is tired at night, someone who is tired wants to sleep.

e) Morphological explanation of word formation products: Slegpwalk-
ing consists of the words sleep and walking. People who suffer from
this medical disorder do simple repetitive activities, like walking,
while they sleep.

Figure 4 9. Semantization aids in the 1.2 translated and adopted from Eoeppel

(2010: 135)

In order to create connections to related words, prefabncated lexicons 1n
the shape of dynamic word nets are useful aids. Word nets can serve as a
tool for visualizing semantic relations. such as seen in the FisualThesaurus
below (see Figure 4.10). Leamers can click their way through the entire
lexicon and explore different constellations by clicking the semantic nodes.
The leamer can also add another language, simulating a type of bilingual
lexicon.
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Figure 4 10: Visual Thesaums (Visual Thesanms 2021)

Experiment 1

Try the Visual Thesaurus for yourself. Go to http://'www visualthesau-
ms.com/ and enter a random word m English. In the language menu you
can add additional languages to create a bilingual lexicon. You can
change the languages at any time. When the free tnal has expired you
can start over. What do you observe in terms of correspondence between
the vanous languages?

Word nets can also be taught to leamers as a strategy: word nets can help
leamers represent and further develop their growing vocabulary. Leamers
are meant to make additions to word nets. The network-like idea of the
bilingual lexicon 1s defimitely based on the type of representation one ex-
penences with word nets. However, according to Neveling (2004: 87),
such word net strategies should only be used when the process of under-
standmg and semantization has concluded, as he says there can be no
meaning-based mcorporation into the mental lexicon without a preceding
mental process of creating meaning. We should also note that the word
entries in the mental lexicon are not orgamized exclusively by semantic
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criteria, but also according to syntactic, morphological, phonological, and
phonetic critenia. These cntenia are also crucial to the respective as well as
flawless uses of a word. It seems a good 1dea to include additional word
aspects m these word nets, pethaps when the leamer has reached an ad-
vanced stage of vocabulary acquisition. Examples of such word aspects are
morphologically related words, cooccurrences, homophones or similar
sounding words, affective word nets. and so on. as well as the considera-
tion of the vanous contexts of word use (cf Roche 2013b, de Bot et al.
2005). According to Neveling, (2004: 88; also cf Neveling 2005) the
word-net strategy 1s particularly effective for several reasons: one, word
nets encourage the use of verbal and 1mage-based information (spatial rep-
resentations of terms, color coding, etc.) and consequently the activation
of several processing channels. These in tum provide several access points
when retneving target words. Two, in contrast to word lists, the word net
strategy wnitiates the elaboration of word entries on several levels (lemma,
lexeme, etc.). The leamers are also encouraged to actively create connec-
tions. Word nets can be extended at any time and are a good depiction of
the leamer’s advancing language acquisition, as they reflect more nuances
and more depth of intrmlingual and interlingual lnks. Fmally, word nets
motivate leamers and encourage a creative handling of language while
stmultaneously demanding an autonomous learning effort.

434 Summary

- Owerall., it 15 recommended to support vocabulary acquisition
through a combination of explictt instructional measures and suf-
ficient mput in the form of authentic texts.

- Successful vocabulary acquisition includes formal aspects (word
form, orthography, morphology, etc.), semantic aspects (concep-
tual features, associations, etc.), and pragmatic aspects (grammat-
ical functions, collocations, register, etc.).

- Even though the context of a sentence 1s an important factor for
the mncidental learming of new vocabulary, deducing word meaning
from context 1s often unsuccessful when reading m the L2 due to

inadequate language competences and a lack of semantic
knowledge about the words in context.
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When a leamer expenences word finding problems, the teacher
should encourage them to take risks in communication and to try
reconceptualization strategies or bridging gaps to solve word re-
tneval problems effectively while speaking Tramning sessions
should direct the speaker’s attention to the different types of strat-
egies as well as their potential uses in commumication.

When building their vocabulary, leamers should create links to re-
lated words where possible (for mstance conceptual, taxonomic)
so0 that they can access the word through vanious channels.
Embedding the words n task-based contexts which leamers can
expenence for themselves will ensure the sustamability of the ac-
quired vocabulary.

4.3.5 Review Questions

1.

How would you explain the phases of vocabulary acquisition ac-
cording to Jiang (2000)?

Which aspects influence ncidental vocabulary leamning?

How would you descnbe the advantages of communication strate-
gies for foreign language acquisition?

‘What are the advantages of the word net strategy for vocabulary
building?
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5 Text and Textuality

It 1s not uncommon for foreign language leamers to look up every un-
known word in the dictionary while reading, even when the sentence’s
context could be easily deduced through encyclopedic knowledge. Foreign
language leamers are often strongly fixated on the word level, because they
rarely focus on global textual coherence. They often forget that text only
forms m the heads of leamers, mamly by drawmg on different prior
knowledge inventories and less through only decoding mdrvidual words
and stringing together meamngs. As humans, we automatically feel the ne-
cessity to search for meaming and to create coherence with all means pos-
sible, even when the entirety of the information 1s not available to us. In
this way, readers can, for instance, get a general picture of the contents of
a whole text merely by reading titles such as Nuts: hard outside, healthy
inside: based on our previous world knowledge, we immediately form hy-
potheses. Only when we read the complete text do we revize the hypothe-
ses we previously and continuously form regarding the content of the text.
While reading, the reader can consult new inventories of prior knowledge
to better interpret the text In order to make these types of interactions be-
tween reader and text possible 1n a classroom situation, foreign language
leamers should utilize their knowledge on the structure of certain text types
and their typical pattems of argumentation as well as their own encyclope-
dic knowledge intensively. For this reason. in this chapter we will look at
how reading processes take place i a foreign language and investigate the
special features of texts from a contrastive perspective. In the final section
of this chapter, we will discuss the added value of so-called hypertexts for
teaching on the basis of empincal studies.
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5.1 Text as Mental Construction

Reading does not merely consist of decoding words and contemplating
how they are strung together. On the contrary: the reading process tng-
gers a senes of cognitive procedures which cause the reader to create
word meanings and a coherent mental presentation of the text. The dif-
ferent cognitive procedures usually take place so quickly that we are
hardly aware of them. Only knowing the sub-processes mvolved can tell
us more about how reading as a specific task may be efficiently sup-
ported and optinused for foreign language leamers. For this reason, the
first part of this chapter revolves around the cognitive foundation of the
reading process and also attempts to ascertain the initial consequences of
teaching methods that encourage reading in foreign languages. We will
explore additional aspects more deeply in later units of this chapter.

Study Goals

By the end of this chapter, you will be able to:

- descnbe concepts such as text-guided and knowledge-based
reading processes and to use the resulting practical conse-
quences (such as tasks to activate prior knowledge) in your own
teaching

- explam the pnnciples and possibilities of reading enhancement
and to use them practically i the form of concrete tasks m your
own teaching

- recognize the different sub-processes of reading as a descriptive
instrument of reading competences m the foreign langunage.

5.1.1 Text-based and Knowledge-based Reading Processes

It 1s commeon for leamers as well as teachers to assume that reading is a
lmear process of simply recognizing word meaming . For this reason, many
tasks mvolving reading comprehension are focused on the reconstruction
of the meaning of the text. Teachers often overlook that reading 1s a process
which 1s used 1 creative and mteractive ways (cf. Schnotz 2006). On the
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basis of their individual preconditions (prior knowledge, strategies, inter-
est, etc.) readers try to create coherence from textual meamngs and to cre-
ate a mental representation of the text (cf Kintsch 1998). What exact cog-
nitive procedures are necessary for the purmpose of reading comprehension?
The research on reading 1s 1n agreement that the following sub-processes
actively take place duning the reading process (cf Rawson 2007: 156):

- word recognition processes
- syntactic sentence processing

- identifymng the syntactic relations between the concepts among
sentences

- identifymg the semantic relations within and among sentences

- identifying relations that are not explicit in the text.
Especially for the first few sub-processes of reading, the reader’s linguistic
knowledge 15 of extreme importance. Word recogmition, without the
knowledge of the word meaning, would otherwise be impossible (cf
Schnotz 1994). Netther would 1t be possible to identify relations that are
not explicitly named in the text without drawing on the general encyclope-
dic knowledge of the reader (cf making inferences according to Rick-
heit/Strohner 2003). New text mformation, however, also determines
which knowledge should be activated, or, if necessary_ whether the already
activated knowledge 1s suitable for understandmg the described situation
in the text. In this fashion, the hypotheses the reader has formed prior to
reading a text are tested against the content of the text and modified where
necessary. Even when reading only the title of a text, readers are able to
form a comprehensive prediction of the content of a text. Of course, this
prediction may be instantly revized in the following step when they read
the first text passage (cf. Treichel 1996). The reading process, essentially,
15 a kind of mterplay between text-based (bottom-up) and knowledge-
based (top-down) processes (cf Whitney/Budd/Bramucci/Crane 1995;
also cf. Chnistmann/Groeben 1999, Schnotz/Bannert 2003 ; see Figure 5.1).
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Figure 5.1: Ilhustration of the reading process as a combination of bottom-up and
top-down processing (based on Bildungsserver Berlin-Brandenburg 2021)

Experiment 1

Let's conduct the following expenment with a text taken from a typical
textbook. Imagmme yourself in the position of a student. What do you
know after reading the first text excerpt? What do you know after read-
ing the second text excerpt? How does your prior knowledge change 1
relation to the text and what are possible consequences for teaching read-
ing competences i class?

Text Excerpt1

They saw it, but they couldn’t or wouldn 't understand. They were dis-
contented. They shouted. They threw fomatoes.

Text Excerpt 2

They saw it, but they couldn’t or wouldn 't understand. They were dis-
contented. They shouted. They threw tomatoes. In the middle of the pro-
gram they left and banged the doors behind them. They could not imag-
ine experiencing the advent of a new age. A few years later, the dancers
no longer had to fear an angry audience here in the Liverpool dance
theatre[...].

Despite the fact that you were able to produce many hypotheses after read-
ing the first part of the text, none of them could be really confirmed. Only
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after reading the second part that placed the action mn the context of a dance
performance were you able to gain an accurate picture of the content of the
text. We can, therefore, assume that as a reader you were already actively
searching for meaning begmning with the first sentence onward and that
you were also interacting with the text The more mformation you pro-
cessed, the more accurately you were able to revize or reassess your hy-
potheses. These types of interactions are the foundation for sustainably
leaming from texts, and that 1s why we will now discuss how a teacher can
encourage the formation of hypotheses 1 a classroom settmg.

5.1.2 Practical Consequences

The reason that learners put all of their energy towards laboniously decod-
ing individual words 1s often due to a lack of language competences in the
foreign or second language. It 15 also the reason learners make little use of
their subject-based prior knowledge base (cf Jenkin/Prior/Rinaldo/Wain-
wright-Sharp 1993, Horiba 1996. Oded/Walters 2001). It is important.
therefore, to find a balance between text-based bottom-up processes and
reader-centred top-down processes. This is achieved by encouraging read-
ers to form hypotheses through set tasks that are carefully prepared for this
purpose. An example of such a task 1s the predictive text (Westhoff 1997).
Readers first recerve individual text passages dunng this task and are en-
couraged to formulate hypotheses i terms of the text’s continuation. After
reading a section, the leamers discuss their results in a group and then con-
tinue to read the entire text. A vanation of this task 1s reading the first and
last words of a section and to let the leamer guess the content of the text
passage based on the given mformation. Here 15 an example of such a task:

Text1

There are Asian and African elephants. Asian elephants have smaller ears
than African elephants and overall a smaller physique. Both species be-
long to the proboscidea family. Many elephants have been and still are
killed in the hunt for ivory.

Keywords of a text passage can also be deleted, so that the leamer has to
guess the word from 1ts context:
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Text 2

There are Asian and African . Asian have smaller ears than
African and overall a smaller physique. Both species belong to the
proboscidea family. Marny have been and still are killed in the hunt

for ivory.

In another vanation of the task_ the key word is replaced by an artificial
word (see Text 3). Based on the description m the text, the leamer has to
guess which concept the artificial word represents. The goal of all of these
tasks 1s a balanced reading process involving both the processing of -
comung text information as well as the reader’s existing prior knowledge
base.

Text3

There are Asian and African antanzukis. Asian antanzukis have smaller
ears than African antanzukis and overall a smaller physique. Both species
belong to the proboscidea family. Many antanzukis have been and still are
killed in the hunt for ivory.

Images can also initiate the process of hypothesis formation, such as i the
form of word clouds (see Figure 5.2). The browser-based application
Waortwolken (www. wortwolken com) can quickly and easily create word
clouds by assembling all of the words in a collage and representing the
words m different sizes depending on their frequency. Similar to the tasks
we just presented above, a reader can hikely guess the subject of a text or
its title by lookmg at a word cloud created on its basis. A teacher should
ensure that, if they use such images, that only thematically relevant words
are depicted larger in the word cloud and make adjustments to the word
cloud where necessary. This avoids, for mstance, certain thematically n-
significant words that usually appear frequently in texts (such as preposi-
tions), so that they are not represented in the word cloud and cannot detract
from the actual key words.
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Figure 5.2: Word cloud (hitps/www wortwolken com”) based on the website of

the World Health Orgamization (hitps-//www who.int/emergencies/dis-
eases/novel-coronavims-2019 (September 2022))

5.1.3 Mental Text Representations

Reading research currently assumes that the reader creates three different
mental text representations while reading: the textual surface. the prop-
ositional text base, and the mental model (cf Kintsch 1998, Schnotz 2006).
The reader creates these mental representations of a text for the purpose of
combining the text’s vanious word and sentence meanings into a coherent
ensemble. The different mental text representations can be created simml-
taneously and are amanged 1n a continuum which oscillates between being
strongly text-bound (textual surface) and being weakly text-bound (mental
model). This means that depending on the mental text representation, there
15 a smaller or larger distance between the content presented by the text
and the mental representation of this same content. How these types of
mental text representations can be characterized and how they interlock 1s
the subject of the following sections.
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5.1.4 Textual Surface

On the textual surface, processes of word recognition take place on the
basis of graphemic, syntactic, and semantic word information and produce
a mental text representation of the exact linguistic form of the text (cf
Schiefele 2004: 199; also cf Griitz 2010). It means that the exact order,
dechnation, and orthography of the words are represented on the level of
textual surface. This mental text representation exists only briefly within
our heads before it 1s overwntien or elaborated on by the next processing
step, the propositional text base (cf Sufier 2011: 27). The fact that we only
retain recently processed imnformation for a short time 1s obvious when we,
for instance, attempt to repeat a text we have read up to that moment word
by word. Under normal circumstances we would likely only be able to re-
produce the last two sentences successfully. In cognitive psychology, this
effect 1s known as the recency effect (cf Hoffmann/Engelkamp 2013).
Chapter 6 discusses the recency effect alongside other effects in more
depth.

Over the course of the discussion on the number of tems a human 1s capa-
ble of remembenng, the psychologist George Miller (1956) proposed the
number seven + two. Later studies, however, showed that the memory span
depends on indrvidual differences (such as the ability to connect various
items with each other) as well as on the text features or the mdividual leam-
ing tasks (cf Taatgen/Anderson 2008). As a rule, words that are randomly
strung together are less likely to be retammed than words that are read m a
carefully worded and meaningful sentence. You can observe this phenom-
enon yourself in the following experiment.

Experiment 2

We are going to conduct another experiment: how many words are you
able to repeat after reading Text 1 and Text 2 respectively? How could
the results of this experiment aid you when teaching reading?

Textl

Biologists have attempted to fathom the mass mortality of bees for years.
The insects are not only dyving in Europe and America, more than 85
percent of the colonies in the Middle East have died as well.
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Text2

the brewing feathers found over pretty house gurgle opera communica-
tion while narrating hope praficient only the left cellphone grey the bub-
bling unified bed waiting sphere explicit is examine on contra trombone
investigate

The main result of this expenment 1s that words are more easily retained
when they are percetved as part of a meaningfil unit. This 1s why it 1s
equally as important to know the individual meaning of the words as 1t is
to know their relation to the other words 1n the same context. This finding,
however, contradicts the notion that a text emerges from merely stringing
together mdividual word meanings.

5.1.4.1 TextBase

At the level of the text base the linguistic form 1s no longer relevant, the
semantic content 1s (cf Kintsch 1998). It means that the language user
mainly retamns the meaning they extract from the textual surface. Asa con-
sequence, things such as word order are no longer mentally represented.
Most researchers of reading assume that text processing operates with
propositions as elementary units of meaning on this level (cf Kintsch
1998). Propositions consist of two components: a relation and one or more
arguments, wherein the relation 1s usually expressed through verbs (but
also adverbs or adjectives) and arguments are usually expressed by nouns
(Tapiero/Kintsch 2007). Accordingly, the sentence Eva goes to the movie
theater contains a relation (fo go) and two arguments (Eva and movie the-
ater). These propositions can be represented in the following form: P: GO
[EVA, MOVIE THEATER].

Due to the limited processing capacity of the working memory, the reader
does not retamn all text propositions in the long term but summanzes and
reduces them through special mechamisms (cf van Dyk/Kimntsch 1983).
Based on the processing strategies described earlier, the reader forms more
general and more abstract propositions, macropropositions. A novel, for
instance, 1s more easily summanzed by macroproposttions than by indi-
vidual text propositions, called micropropositions (cf Kintsch 1998). The
efficient use of these processing strategies makes tasks such as summanz-
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ing, paraphrasing and problem-solving easier, as they reduce the large n-
formation volume, making it easier to handle (cf Louwerse/Graesser
2006). The existence of these strategies for processing text mformation 1s
not meant to give the impression that the reading process can be gmded
through controlling mechanisms or that 1t 1s limear and, therefore, predict-
able. Quite on the contrary, many gaps in coherence in the text base are,
depending on the prior knowledge of the reader, carmed through several
processing cycles only to be revized. supplemented and confirmed at a later
point 1 time (cf Sufier 2011: 33). This means that mcomng text mfor-
mation can affect the remterpretation of past propositions and the activa-
tion of other bases of prior knowledge which had not been deemed neces-
sary up to that pomt (cf Linderholm/Virtue/Tzeng/van den Broek 2004).
In this sense, reading can be a highly interactive, individual, and cyclical
activity (cf Kintsch 1998). In Chapter 6.2 and Chapter 6.3 you will learn
in detail how to encourage these processing strategies at the text base level
in terms of advanced reading processes.

5.1.4.2 The Formation of Mental Models

As a final step, readers can create a mental model of a text. The mental
model transcends the content of the text and integrates pnor knowledge
bases into the reading process to a very strong degree (cf
McNamara/Kintsch 1996: 249). In contrast to the textual surface level and
propositional text base level at the level of the mental model prior
knowledge serves the purpose of mterpretation and augmentation of tex-
tual content, not necessarily the actual formation of coherence (Seel 2003).
Hence, prior knowledge 1s not used to, for mstance, fill a certain gap 1n
coherence. Rather, the use of pnor knowledge enables the reader to form a
mental picture of how the situation depicted in the text might actually look
(cf migliche Welten/possible worlds according to Seel 2003: 260). Con-
sider the following text on a scientific topic as an example:

Tsunamis are flood waves which are usually triggered by seismic activity
on the ocean floor. These marine earthquakes cause fast-moving flood
waves which hit the coastlines at a high velocity and cause devastating
damage there. A tsunami’s force and water mass are capable of destroying
entire cities and land areas.

At the text base level, the reader creates a mental representation of the 1s-
sues discussed regarding tsunamis and their devasting consequences.
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Based on the text content, the reader might imagine the specific conse-
quences of tsunamis for the population of nearby villages and necessary
safety precautions. Researchers call this a formation of mental models,_ be-
cause the reader continues to elaborate on the content of the text with their
own pnor knowledge and mentally ssmulates possible worlds (cf Seel
2003). An analogous character 1s often attnbuted to mental models. mean-
ing to say that they are very close to an image-based representation of con-
tents or 1ssues (Schnotz 2005, Dutke 1999)_ In the current example, we can
assume that the reader imagines a concrete picture of a tsunami with the
appropnate details (place of origin, velocity of the flood waves, number of
houses in the nearby villages, number of people 1n the streets, etc.). As you
see, mental models are intemal and comprehensive with the depictions of
the situation i the text being as realistic as possible. In contrast to the text
base, the mental model’s subject 1s often depicted mncompletely. Depend-
ing on the goal, certamn elements of the depicted subject or situation are
emphasized while irrelevant ones are omitted (cf. Dutke 1999). Mental
models conduct a type of relevance test on all of the elements and allow
for a depiction of a concrete issue with varying foci. Due to their apparent
incompleteness and purpose, mental models have a preliminary character
allowing them to revize earlier hypotheses on the content and to simulate
possible altematives (cf. Ehlers 1998, Schnotz/PreuBl 1999). Mental mod-
els are very dynamic in this way and allow a comprehensive understanding
of the indrvidual details.

5.1.5 Learning from Texts

The three possible types of mental text representations descnbed prewi-
ously are associated with the varying depths of the reading processes.
While only processes of word decoding are necessary at the textual surface,
the reader requires processes of coherence formation at the level of the
propositional text base. These are necessary to recogmize, among other
things, mtersentential relations within a text and to mentally represent the
text meaning mndependently from the exact presentation form of the text
(cf Louwerse/Graesser 2006). If a reader uses their own (expenence-
based) knowledge during the reading process and forms a mental model of
the text, then the reading performance is considered to be even more mten-
sive (cf. Lutjeharms 2010, Schnotz 1994). In this case, researchers assume
that the nformation extracted from the text 1s further processed at the
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reader’s own discretion or in accordance with subjectively plausible crte-
nia and can, therefore, better connect to existing knowledge structures. This
15 why research considers the formation of mental models to be the most
sustamnable form of learming from texts. The creation of mental models 1s,
therefore, often the goal of a more mn-depth reading (cf Schnotz 1994).
Expenments have shown that the formation of mental models results in a
more efficient storage and an increased retention of text content than the
formation of a proposthonal text base. Kintsch, Schmalhofer & Zimmy
(1990) showed, in an older study, how the retentive effort of the respective
mental text representations decreases or remains stable over time. For the
purpose of their study, the authors used a text in combination with three
types of tasks to target the various mental text representations after the
study participants read the text. The three tasks mnvolved the recognition of
sentences with the same wording as in the text (textual surface), identifi-
cation of paraphrased text passages (propositional text base), and the
recognition of sentences whose comectness readers can indirectly deduce
from the context of the text (mental model). The following graphic illus-
trates how the retentive effort of the mental model proves to be the most
stable mental text representation over time. Recognition at the text surface
on the other hand shows a strong decrease in retention trace strength, it
drops significantly within the first 40 munutes after reading the text (cf
Figure 5.3).

|}_3 1 ﬁ
0z - s
07 - i
Retentive 5 | Y ~—
trace , —
05 - -
strength 3 Ay Smodel

0.4 \\ -~ Text base
03 4 *, _ Surface
0,2 - —
01 4 s

Instant  A0min 2 days 4 days
Distance in time 10 lext representation

Figure 53: Decrease of retentive trace strength over time according to level of
mental text representation (Kintsch et al. 1990: 139)

193



Which text representation 1s created always depends on the goal of reading
a specific text or the specific task (cf van den Broek/Young/Tzeng/
Linderholm 1999). If the goal of the task 1s to give a structured reproduc-
tion of the content of the text, for mstance, then 1t 1s sufficient to form a
propositional text base. However, if the reader 1s expected to draw conclu-
sions from the theory presented in the text with respect to, for instance,
possible application problems, then it 1s necessary to fonm a mental model.
When reading or reciting a text out loud, such as for a play, it 1s even suf-
ficient to merely create the textual surface without a need to trigger any
greater understanding processes.

5.1.6 Summary

The reading process interactively oscillates between bottom-up
and top-down processmg.

The reader can create three different types of mental text represen-
tations while reading: textual surface, propositional text base, and
the mental model.

At the level of textual surface. aspects such as word order, dech-
nation and orthography of the text are bnefly represented.

At the level of text base, the inguistic form 1s less relevant. The
semantic content 1s of sigmficance here.

A reader creates mental models of a text when prior knowledge
bases are mntegrated extensively for the interpretation, assessment,
and expansion of text content.

With respect to the reading process, these three mental text repre-
sentations are connected with a varying depth of comprehension.
‘While merely processes of word decoding are necessary for textual
surface, mental model formation requires executing deeper com-
prehensive processes.

5.1.7 Review Questions

1
2.

How would you define the different mental text representations?

Why aren't all types of mental text representations created every
time we read a text?
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5.2 Contrastive Textology

Mananne Hepp & Manna Foschi

Contrastive textology conducts comparative analyses of languages and
cultures in accordance with empincal cnitena (among others, cf Hart-
mann 1980/Adam=zik 2001). So-called parallel texts reflect different
cultures, by using comparative communicative frames of reference. They
are texts produced in different languages, which can be seen as examples
of equivalent text types. Contrastive textology 1s based on three main
principles. The first two principles onginate in texthinguistics, and state
that:
- every text substantiates itself as a product of a certain text type
(cf Bnnker 2010: 16)
- text types exhibit different cultural traits as typical communica-
tive forms of different language communities (cf
Fix/Habscheid/Klemn 2001).

The third ponciple states that text types are not 1solated and limited to
certain linguistic subject areas, but rather they are products of text type
networks (cf. Adamzik 2001: 37). Text type networks anse from the
interconnection of similarly structured and overall sioilar functions used
in different text types. They are located within discourse systems which
can vary dependmg on the linguaculture.

Study Goals

By the end of this chapter, you will:

- be fammhar with, and develop concepts which promote reading
comprehension, based on examples of parallel texts of different
language cultures

- be fammliar with, and use inferential reading strategies, which
help readers to recognize linguistic devices in a foreign langnage
text, and to comprehend them using their intuitive knowledge of
text types

- recognize special features m certain text styles and their func-
tions within parallel texts of different language cultures.

195



5.2.1 Text Tvpes and Textuality

Foreign language students tend to read wnitten texts word-by-word or sen-
tence-by-sentence. This can lead to misinterpretations of the text and dis-
couragement for the reader. As we explained in the mtroduction, reading
comprehension 1s a complex cognitive process. Pnior knowledge about the
conventional structuring of texts, among other things. 1s crucial Fortu-
nately, text types are often similarly designed across languages and cul-
tures. With this knowledge, we can collect transcultural features of text
types by companng texts of different hinguacultures. These features often
display transcultural traits and develop dynammcally from social and lin-
guistic interactions. There are similar conventions oftext structuring across
vanous text cultures (for more on the multfaceted term of transcultural-
1sm; cf Roche 2013b: 254). Language pedagogy can, therefore, make use
of the L1 basic knowledge on text types structure, in order to hughlight
what in foreign language texts appears famihiar, rather than focusmng on
unfamiliar words and structures. An example of parallel texts are the mul-
tilingual entries in the online encyclopedia Wikipedia. The mitial access to
foreign language texts 15 made easier using compansons such as those
found in Wikipedia entnies, as it promotes the basic activation of the text
patterns (Heinemann/Hememann 2002: 135) of the L1 culture. You will
leam exactly how basic activation takes place in the next section.

5.2.2 Common Features of Texts in Comparison: Transcultural Fea-
tures of Text Types

Have you noticed how text types are influenced transculturally ? Undoubt-
edly, the formal and pragmatic features of different text types (communi-
cattve functions, situational circumstances, external structural features,
thematic aspects. linguistic devices (Heinemann 2000: 512)) depend on
historical and social circumstances, and these differ depending on the lin-
guaculture. Since individual languages and cultures have no clear bounda-
nies and partially overlap, mterwoven constructs and text types also display
transcultural features. Wikipedia articles are excellent and easily accessi-
ble examples of this phenomenon. By companng several versions of the
same entry in different languages, a specific organization of the Wikipidia
text 1s clearly visible. The building blocks of the typical Wikipedia entry
are: title, subtitle with source citation, continuous text and picture(s) with
captions.
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Even for beginning leamers of a foreign language, the articles of the mul-
tilingual encyclopedia present a suitable exercise in reading comprehen-
sion. By comparning simlarly structured texts, leamners can determine at
first glance which type of text they are faced with. In the case of Wikipedia,
1t 1s an encyclopedic entry, mn other words, a descniptive text which has the
pragmatic-commmunicative function of providing information on a particu-
lar subject. The informative function 1s realized through hinguistic and
image-based means. Regardless of their skills in (foreign) langnages, read-
ers can easily classify this type of text as a descnption. The quick determm-
nation of a text type relies on the readers’” knowledge about the structure
and function of this text type. Readers can deduce additional information
due to the special mterplay of their knowledge on text types, text observa-
tions, and recognition of text function. Leamers can, for instance, under-
stand the meaming of individual words by close observation of the mmlti-
lmgual context. Speakers of any language would thus instantly recognize
which part of the Wikipedia entry 1s the name of the pictured object, even
if the title word over the image 1s m another language.

Based on what we have discussed up to this point, the question 1s: how can
text structure create an mitial pomt of access to foreign language text com-
prehension? This occurs because of our expenence with text types in our
own linguaculture. We are able to use these expenences consciously when
reading foreign language texts, because text types. as mentoned previ-
ously, are transculturally influenced. Intmtive and acquired knowledge on
how various text typologies are shaped enable beginning leamers to cate-
gonze texts as belonging to a certain text type. Thereby they can tngger
expectations, in terms of functions and informative content, and eventually
(at least partially) fulfill them.

Experiment

Tty to deduce at least the basic information from the three concert post-
ers (Figures 5.4-5.6) below. All of these posters origmate in typologi-
cally different languages (German, Japanese, and Lithuanian). You will
expenence how, even with an unfamiliar writing system, you are able to
draw mformation from these foreign language texts and thereby create a
certain level of coherence.
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What a day, halleluja

Magnificat
von Chr. Schénherr
Sonntag,

7. Dez. 2008, 18.00 Uhr
§t. Katharina, Aachen-Forst

Jugendehor 51 Lowreatius
Projekichor 5t. Severin
Tekarchar 5t. Hatharing

Gesamdleitveg; Frank Sibum

Heribert lawchter (sax) - Gora Martens [voo)

Peter Schwls (pionn) - Klonkwa Biie (plass)
Eimrit frai - Spandle srbaon

Figure 5.5: Beethoven (E.tzhfistmnKﬁ]n 2014)

198



FANIVERICY EApONT SUTIRDS MOKTELL
2013 BIREELIY 16 D, 12.00 VAL

KUFISKIO
KRISTALS KARALIALS ENGIMCE | DWRNGY
BAFNYCIONE

T Samirsivwo
S PR, AT

VAIKL IR JAUNIMO
SIMFONINIO ORKESTRO

Mlenu vashreus ir dingiertay Kewlutis Muncideas

Figure 5.6: Sacra Musica (2014)

MNewspaper articles are also text types which are composed simularly 1n
many linguacultures and are, therefore, well-suited for promoting inferen-
tial reading comprehension in beginning lemers of a foreign language.
This 15 especially applicable when studying foreign languages of the same
language family as the L1 uses the same chamacters for writing. When at-
tempting to appeal to inferential reading comprehension, learners can be
asked to analyse the text for information m terms of known 1tems (such as
intemational words). Teachers can specifically mstruct students to follow
the promnent Anglo-Saxon model (as a text pattern) of asking mterroga-
tive questions, questions fundamental to newspaper reports. Foreign read-
ers can deduce the information of the important aspects from the excerpt
of a newspaper article below (Figure 5.7) without difficulties by asking the
interrogative questions one would expect answered 1n a joumalistic report:
who? (Amy Winehouse), when? (July 23, October 2011). why? (alcohol).
The reader has to infer the answer to What? (death — second exammnation)
or fall back on prior knowledge.
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Zwatly Urterssciung

Alkohol-Tod won Amy Winehouse hestiatgt

. Jarumr 2044, 194 U

Ay Winehouse starh an eingf Afkonolvergiung. Das engad =3 ene Zeeie gerichiliche Uniersuchung in London, Der
Todwsfall dur S3mgann istdamit aboeschiozsen

Amy Minatoucs Dei sineen Surrs i Jahr 3007 In Eatimons. Die Tingern et im Somimer 2011 in Ihner Lanconas: idohnung.

Die Sangerin Amy ¥Winehouse i3 an einer Akohobrergifung geasforben - das hat sine zweits
gerohlliche Untersuchung bestitigt. Winehousse [Back to Black®) hatta 4,18 Promille Alkohaol inn
Blut, ak ge am 23 Juli im Alar von 27 Jshren it in fhrer Waoknung in London gefundan waurda,
bekrafigis der Richier am Diensiag das Unterse ngsargebnis vom Okiobar 2011 Es sei gin von
Wirehouse nicht beabsichiigter "Unglicksfal™ g zem

eWe

st ey e e Nt cte gt Taeiteopt e e-aiohok tocyor-amy-win e house- hesnakiss- S5 T3 el 79 30.2013)

Figure 5.7- Amy Winehouse (Stern 2016)

(Second examimation

Alcohol-related Death of Amy Winehouse Confirmed

8th January 2013, 16:41

Amy Winehouse died of alcohol potsoning. This has now been determined by a
second court-ordered examination in London All speculation summounding the
death of the singer has now come to an end.

Caption: Amy Winehouse dunng a performance in Baltimore in 2007. The singer
died in the summer of 2011 in her London apartment.

The Singer Amry Winehouse died of alcohol poisoning — this has now been con-
firmed by a second court-ordered examination. Winehouse (“Back to Black™) had
a blood alcohoel content level of 0.416% when she was found dead in her London
apartment on July 23, at the age of 27. The judge confirmed the findings of the
exanmination that took place in October of 2011. It has been determined to be an
“accident” which Winehouse had not intended )

Empincally, leamers will recognize mstantly that this example depicts an
online news article. It conveys information on the person pictured on the
left side. This indicates the mental activation of the text pattern which usu-
ally takes place subconsciously. Carefully guiding the leamers toward an
awareness of this activation process helps them extract information from
the text with more precision. Making leamers conscious of the fact that the
title contains the pnmary mformation or that the images in mformative
texts are usually not pnmanly decorative, but they rather contnibute to the
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function of the text, 1s just an example of how to raise awareness on text-
strucuturing.

5.2.3 Textual Features in Intercultural and Intertextual Comparison

Certamly, the structure of texts does not only follow the same general con-
ventions found in many linguacultures. On the contrary, it also exhibats
many differences which depend on the culture. These culiural differences,
just as the common features, have also been systematically identified and
will be presented in detail. Before we take a look at these, 1t 1s important
to consider how the access to texts may be complicated by certain concepts,
attitudes or values, or the existence of a conceptual divergence despite a
similar textual surface structure (cf Roche 2001: 15). Making language
leamers aware of these divergences can help them overcome such difficul-
ties and recognize the special expressiveness of texts showing particular
unconventional structures. What 1s perceived as conventional or not con-
ventional can only be tuly determined by comparnison. Companng a text
with the most typical example of 1ts text type helps learners understand that
all texts follow specific pattems. The following table 1 Figure 5.8 depicts
an example of the prototypical pattemns of academic texts: the three col-
umns on the nght list the designation of pre-scientific text types produced
by students of German Studies in Germany, France, and Ttaly 1 similar
sttuations and with equivalent functions. The scientific text types, which
serve as models for the aforementioned text types produced by students,
are to the left. The scientific text types also go by different designations 1n
all three countries. In this case, we are using the German terms as the lin-
gua franca (with English translations added in parentheses for context).
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Akademische Textsorten (academic text types in German, French, Ital-
1an)
wissenschaftliche | vorwissenschaftliche Textsorten
(scientific) (pre-scientific text types)
deutsch  (Ger- | franzdsisch italienisch (Ttal-
man) (French) 1an)
Vortrag/Rede Referat Exposé Realdone
flecture/speech) {presentation)
Aufsatz/Facharti | Seminararbeit Devair Tesina
kel (term paper)
(paper/scientific
paper)
Traktat Bachelorarbeit | Mémoire Prova finale
fessay/short trea- | (bachelor’s the-
tise) 5is)
Abhandlung Masterarbeit Mémoire Tesi magisirale
{major treatise) {master’s thesis)
Monographie Doktorarbeit Theése de doc-| Tesi di  dotto-
{scholarly book) (doctoral thesis) |torat rato

Figure 5 8: Academic text types (adapted from Foschi 2009- 121)

On a structural level, all of these text types follow the textual pattem of
argumentative speech which 1s typical m the Westem culture. Part of the
prototypical pattem of arpumentative speech i1s the thematic structure,
which comprehends several parts: introduction (exordium), narration
(marratio). evidence (argumentatio), refutation (refutatio), and conclu-
sion (conclusio). We can, therefore, assume that all the text types listed in
the table above follow this basic structure, especially because the mterna-
tional scientific commumty, for the most part, attempts to operate in ac-
cordance with universally accepted conventions.

202



However, we can also perceive major differences in the conventions of
argumentative text in the ‘real’ text world. Just like any other text type,
even the structure of wrntten texts of the academic “network™ (to continue
using the same example) is partly due to different cultural traditions. Ac-
cording to Sa’adeddin (1989: 48), Ambic scientists tend towards using a
different argumentative structure than the traditional Western one when
composig English texts. These texts often exlubit a more frequent use of
implicit facts, abstract generalizations and a higher frequency of repetition
and paraphrasing. While sohd expectations can be helpful 1n traditional
text pattems to understand a foreign language text, they can also incite a
certain mnsecunty in understanding foreign cultural features. Overall, lan-
guage learners are challenged by what has been called transfer differences.
In the context of comparative text analyses (reading a foreign text) the task
requires comparisons between the readers” existmg linguacultural
knowledge and the target language 1 order to construct meaning. It 15 1m-
portant to make foreign language learners aware that texts can only be un-
derstood in detail duning the act of reading if the social and time-contingent
conventional features of 1ts ongin are known.

This phenomenon of parallelism mn texts exists beyond the intercultural as-
pect. The text type networks also include a diverse range of similar and
mixed text types withm a single linguaculture. Text specimens always ex-
hibat text type specific features and thereby reveal their affiliation to a cer-
tain text type, but other texts might diverge from the prototypical pattern.
When the structure of a text type 1s not institutionally regulated, texts can
exhibit a very low degree of standardization and show a great vanability
in form such as in the case of dianes.

In fact, the text type ‘diary’ 1s only marked by the following features (in
Gemman; cf Fandrych/Thurmair 2011: 264):

- A diary consists of chronologically progressing entries by one and
the same person.

- The chronology determines the external textual structure.

- A large number of expenences and thought processes form the
subject.

- The main function 1s the documentation of and reflection on what
has been expenienced.
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- Introspection 1s the traditional communicative situation, which
leads to great freedom 1n the choice of subject and spontaneity in
expression (a charactenistic nowadays rarely found in public online
dianes or blogs).

- Typical linguistic devices mclude a change of tenses between past
and present with respect to different time penods and a high fre-
quency of temporal expressions and verbs which express feelings
and judgement. A common stylistic phenomenon m diarnies 1s syn-
tactic ellipsis.

We will now study vanous examples of personal diary entnes: the first
example (Text 1) 1s taken from the diary of Franz Kafka. The second ex-
ample (Text 2) shows the diary entry of a thirteen-year-old girl from an
upper-middle-class family dunng the same time penod. Sigmund Freud
recommended the publication of her records through a psychoanalytical
publishing house for scientific purposes. He regarded it as an authentic
documentation of the Seelenregungen (emotional reactions) of die
Entwicklung des Médchens unserer Gesellschafis- and Kulturstufe in den
Jahren der Vorpubertit (the development of a girl in our society and cul-
ture level in her prepubescent years). All this 1s noted in the foreword of
the edition. while also emphasizing that tleine Unebenheiten des Stils und
Verstifle gegen die Rechtschreibung (small deviations of style and orthog-
raphy) were maintained as they were duferungen affektuéser Stromungen,
als echte Fehlleistung aus dem Wirken des Unbewufiten (expressions of
affective tendencies, as authentic errors onginating in the machinations of
the unconsciousness). The third and most current example (Text 3) was
published by a female student in a blog. All three texts belong to the same
text type. Text 1 and Text 2 are also parallel texts in terms of their chron-
ological order, as they are from the same peniod. Text 3 was composed
roughly a hundred years later, but can be considered a parallel text to Text
2. due to the age and gender of the authors.

Text 1:

19. Dezember [1910]. Im Bureau zu arbeiten angefangen Nachmuttag bei
Max.

Ein wenig Goethes Tagebiicher gelesen. Die Feme hilt dieses Leben schon
beruhigt fest, diese Tagebiicher legen Feuer dran. Die Klarheit aller Vor-
gange macht sie geheimnisvoll, so wie ein Parkgitter dem Auge Ruhe gibt,
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bei1 Betrachtung weiter Rasenflichen, und uns doch i unebenbiirtigen Res-
pekt setzt.

Gerade kommt meine verheiratete Schwester zum erstenmal zu uns zu Be-
such.

(Franz Eafka Tagebiicher 1910-1923. Quelle: Projelt Gutenberg,

https //www projekt-gutenberg org/kaflca‘tagebuch/tagebuch html, Stand Mai
2022)

(Started working at the bureau. Afternoon at Max’s.

Read a little of Goethe’s dianes. The distance has a calming hold on life,
and these dianes fire it up. The clanty of all these procedures makes them
mysterious, as the park fence gives the eye tranquility when regarding lawn
areas and yet still infuses us with unparalleled respect.

My married sister 1s now comung to visit for the first time )

Text 2:

20. September: Nur ein paar Worte. Heute hat die Schule wieder angefan-
gen. Gott se1 Dank, als Klassenvorstand haben wir wieder die Frau Dr. M.
Das Frl. Steiner ist jetzt auch Doktonn, am Ende des Schuljahres hat sie
das Doktorat gemacht. Dann haben wir eine neue Fran Dr. In Geschichte,
wir wissen aber nicht, wie sie heifit. Die Vischer hat nimlich in den Ferien
geheiratet!!! Das 1st zum Kugeln, die!!! Die Dora sagt, der ithr Mann
mdchte sie nicht sein; wahrschemlich 1Bt er sich bald wieder scheiden von
ihr. Uberhaupt Augengliser bei einer Frau. Emen Zwicker lasse ich mir
gefallen, den kann man wenigstens weggeben. Aber Augengliser! Die
Dora kann auch nicht begreifen. wie ein Mann ene mit Augenglisemn hei-
raten kann. Und die Hella sagte oft, ihr wird zum Brechen, wenn die Vi-
scher so mit thren Augenglisem funkelt. In Naturgeschichte haben wir e1-
nen neuen Professor. Ich bin nesig froh, daB wir drei Doktonnnen und e1-
nen, eigentl. zwei Professoren, nimlich doch auch in Religion haben. In
der ITI. haben sie bloB 1 Doktorin, das drgert sie sehr, die Dora hat 2 Dok-
torinnen und 3 Professoren.

(Unknown author, diary of a teenage girl (from 11 to 14 1/2 vears old), Tagebuch
gines halbwiichsigen Mddchens, Leipzig/Wien/ Ziinch, Internationaler Psycho-
analytischer Verlag. 1921 (1010). (Source: Projekt Gutenberg, http:/suten-
berg spiegel debuch/-7110/1. Dezember 2016))
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(September 20th: Only a word or two. School began again today. Thank
goodness Fran Doktor M. still takes our class. Fil. Stemer took her doctor’s
degree at the end of the school year. In lustory we have a new Frau Doktor,
but we don’t know her name yet. The Vischer woman has been married in
the holidays!!! It’s enough to make one split with laughing that anyone
should marry her!!! Dora says she wouldn’t like to be her husband; but
most likely he will soon get a divorce. Besides, spectacles in a woman are
awful I can put up with a pince-nez for one does not wear them all the
time. But spectacles! Dora says too that she can’t understand how a man
can marry a woman with spectacles. Hella often says it makes her feel quite
sick when Vischer glares at her through her spectacles. We have a new
natural history professor. I'm awfully glad that three of our mistresses have
doctor degrees and that we have one or really 2 professors, for we have the
Religion professor, too. In the Third they are frightfully annoyed because
only one of their nustresses has a doctor’™s degree. Dora has 2 doctors and
three professors. (Source of Translation: 4 Young Girl's Diary https://waw_ gu-
tenberg org/files/752/752-0/752-h htm_September 2022))

Text 3:

Samstag Einweihungsparteceey!!!

25. Febmiar

WIR haben es ENDLICH ENDLICH geschafft. Keiner hat es fiir méglich
gehalten: ABER!!!! WIR HABEN UNSERE ERSTE UND SUPERHUB-
SCHE WG gefunden :D. Daher laden wir fiir Fr. Ab 20 h ein und feiern
den abgewandten Untergang. Fiir G/E 1st gesorgt. Es diirfen aber natiidich
trotzdem alle etwas mitbringen @ .

(Saturday house warmng parteeeey!!!

Febmary 25th

WE have FINALLY FINALLY done it. Nobody thought it was possible:
BUT!!I WE FOUND OUR FIRST SUPERCUTE APARTMENT :D. We

invite you to join us on Fr. Starting 8 o’clock to celebrate the lucky escape.
We are providing D&F. You may still all bring something yourselves @ )
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We can observe features specific to the text type in each of these very dif-
ferent texts. Among these features are the date as a sign of the chronolog-
ical arrangement of the text, the unreflected ‘spontaneous’ text structure,
and the choice of topics i relation to personal expeniences. On the linguis-
tic level, we see an altemating use of past and present tense forms and
vanous expressions of time. Implicit utterances appear much more fre-
quently than elliptical constructions, even though we encounter them 1n all
three example texts.

The most conspicuous differences of the example texts are found mainly
in the area of the situational frame. The first two texts (with a stmilar back-
ground m terms of era and society) were ongmally created for introspec-
tion, the third one was created for a publicly accessible blog from the be-
ginning. Still, this last fact does not change anything about the aforemen-
tioned features relating to the freedom and spontaneity of expression. Of
course, the universal relevance of the subjects of a Kafka text cannot be
compared with those of the two followmg authors. We also see situation-
dependent differences. though mainly on a graphic level: Text 1 and Text
2 were realized as blocks of text while Text 3 consists of individual build-
ing blocks which are separated by prominent punctuation marks or unusual
capitalization or even emoticons. Incidentally, these final charactenstics
are also viewed as features of the texts of new media. In this regard, 1t is
interesting to observe that Text 2, produced by an apparently well-educated
student one hundred years ago, exhibits similar markers of youth langnage
as Text 3. Both tend toward emphasis and expressiveness like other every-
day languages. The cursive emphasis of the word geheiratet (mamed), the
two mcidents of tnple explanation marks and the colloquial expressions
zum Kugeln (split with laughmg) und zum Brechen (feel quate sick) can
also be counted among such features.
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524

Summary

Contrastive textology performs comparative language and culture
analyses i accordance with empincal critena.

The objects of these analyses are parallel texts produced 1n differ-
ent language contexts. These texts are examples of equivalent text
types.

Parallel texts mimmor different cultures in comparable communica-
tive circumstances.

The intercultural and intertextual companson of parallel texts
builds and strengthens an awareness of how texts are constituted
as realizations of text types and products of text type networks.

Promoting reading can be based on:

- concepts which increase competence in finding known
items m foreign language texts (1.e., create 1slands of com-
prehension)

- concepts which help recogmze unconventional elements
in texts as particularly expressive devices.

Contrastive textology also introduces strategies for inferential
reading or strengthens these strategies through textual compan-
50ns.

With the aid of the knowledge about the text type of the L1 lan-
guage, unusual features of style in foreign language texts can be
recogmized alongside text function(s) and linguistic devices, and,
therefore, can be attnbuted to meaning.

The results should be implemented m your own foreign language
classes and tailored to the profiles and needs of your leamers.
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5.2.5 Review Questions

1.

How does contrastive textology operate and what 1s the object of
comparative analyses?

What type of awareness does the intercultural and mntertextual
comparison of parallel texts inspire?

‘What 15 the role of L1 text type knowledge for reading compre-
hension in a foreign language?

How do beginning learners of a foreign language build “islands of
comprehension’ when accessing a written text?

‘What 1s inferential reading comprehension?
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5.3 Hypertext

In the preceding chapters, we have seen how textuality 1s mentally con-
structed and we have become familiar with the relevant contrastive as-
pects of texts. The followmg chapter 1s dedicated to hypertext. Hyper-
text as a form of text which can illustrate the constructional character of
a text. For this reason, it 15 particularly well suited to language teaching.
In this chapter, we ask questions such as "What exactly 1s a hypertext,
and how can we distinguish 1t from conventional texts?”, “What 1s so
special about coherence formation when reading hypertexts?‘, and “What
are the advantages and disadvantages of hypertexts m language teach-
ing?. In order to answer these questions. we will first discuss the dis-
tinctive features of hypertexts followed by a discussion of the potentials
and disadvantages of a hypertextual learning environment. Finally, we
present practical examples intended to illustrate the added value of using
hypertexts in language teaching.

Study Goals

By the end of this chapter, you will be able to:

- 1dentify hypertexts among other text forms

- describe the potentials and disadvantages of hypertexts for teach-
ing language and culture

- conceptualize hypertexts for your own teaching.

5.3.1 The Basics of Hypertexts

In his essay 4s we may think Vannevar Bush (1945) describes the fragmen-
tation of a stock of textual and image-based mnformation as well as the flex-
ible mnterhnkage within them as the most important features of a type of
text we nowadays refer to as hypertext (although Bush never exphcitly
uses the modem term). Afier revisiting these two features years later, Nel-
son (cf Wedeles 1965) descnbed hypertext as a non-sequential text form.
He was refemnng to the possibility of a mmlti-lineanization of text and pic-
ture stocks as well as their flexible interlinkage. Following Nelson's de-
scriptions, hypertext was regarded as a text form that allowed readers to
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choose the order in which they processed text umits. DeStefano & LeFevre
(2007: 616) offer a more up-to-date definition of hypertext: “Hypertext can
be defined broadly as a collection of documents containing links that allow
readers to move from one chunk of text to another”. Hypertexts are funda-
mentally comprised of nodes and references. The nodes contain content we
genemally refer to as texts. Basic, nuclear and self-contamed mformation
units are deposited within the nodes in varying amounts (cf. Unz 2000: 19).
The references, also known as links, connect the nodes through different
content cotenia (cf Plotzner/Hirder 2001). According to Kuhlen (1991),
hypertexts use referential (or associative) and orgamzational references.

Organizational references are motrvated semantically (for instance in
contrast to) or pragmatically (for instance in the next section, finally) and
mainly fulfil a hierarchical and structured function of hypertext organiza-
tion, despite it being associative references which make the conceptual re-
lations between nodes explicit (Kuhlen 1991: 104, Lackerbauer 2003: 48).
Associative or referential links cannot be justified semantically or prag-
matically, and for this reason are also referred to as unlabelled references
(Kuhlen 1991: 1104; also cf Unz 2000: 20). The Wikipedia entry Univer-
sity of Munich contamns a mynad of referential links: a large number of
words (for instance university, Duke Ludwig IX) in the text body are linked
to the respective Wikipedia entnes (nodes). Not only 1s the Wikipedia text
a hypertext, but so 1s the online encyclopedia Wikipedia itself The refer-
ential inks form a kind of associative, non-hierarchical, and i parts cha-
otic structure that 1s charactenstic of many hypertexts (cf Huber 2002).

The structure of hypertexts strongly depends on the types oflinks the nodes
connect and are decisive for how much freedom the reader has to choose
the order of the nodes (cf Sufier 2011: 126). When a hypertext contains
referential links, then it exhibits a predomunantly network-like structure
(see Figure 5.9d). This type of structure mirrors the diversity of conceptual
relations and allows the reader tremendous freedom in choosing their read-
ing paths (Tergan 2002: 102, Gerdes 2000: 203). However, the reader must
also possess a high degree of pnior knowledge on the topic 1n order to be
able to find their bearmgs within this kind of open stucture. For this rea-
son, introductory works on certain subjects often prefer linear hypertext
structures with predomiantly organizational references (such as 1o guided
tours or instructions). In hnear hypertext structures, the reader’s freedom
of choice 1s strongly limited by the predetermined path (cf Tergan
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2002: 102, Gerdes 2000: 203). Despite this, the linear nature of these hy-
pertexts should not be confused with the limear nature of normal texts. Lin-
ear hypertexts are still divided mto nodes and offer the reader the possibal-
ity of jumping forwards and backwards linearly on these nodes, or even
skip one. Finally, hierarchical hypertexts present a middle ground between
network-like and linear text structures. They illustrate different levels of
abstraction and meamng, as well as contextual coherencies (Tergan 2002,
Gerdes 2000). We can_ therefore, say that while hierarchical hypertexis
provide pre-structured reading paths, they do not offer a lineanzation of
the content. The following figures illustrate four possible types of hyper-
textual structures:
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Fipure 59a: Linear hypertext Figure 5 9b: Hierarchical hypertext struc-
stucture (based on Lackerbauer ture (based on Lackerbauer 2003)
2003)
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Figure 5 9c: Hypertext with flat hierarchy (Tung et al. 2003: 70)
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Figure 5 9d: Network-like hypertext structure (based on Lackerbauer 2013)
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5.3.1.1 How are Hypertexts characterized?

The definition of hypertext often identifies other aspects alongside non-
lmeanty, such as their electromic realization or mmltimediality. Storrer
(2008), for mnstance, defined hypertext in reference to an expert survey by
Flender & Chnstmann (2000), wnting that: “hypertexts are non-linearly
orgamzed texts which are managed via computer technology™ (translated
from Storrer 2008: 318). While these cnteria have also been attributed to
the precursors of hypertext, they do not present actual factors that differ-
entiate them from conventional texts, except for perhaps the reference to
digital technologies. Positions such as this have led to a kaind of media craze
in the language classroom. For this reason, the next section will discuss
problematic aspects of focusing only on the media aspect.

5.3.1.2 Is Every Electronic Text a Hypertext?

A purely electromc form of realization 1s often falsely cited as the distine-
tive feature of hypertext. E-books or electronic magazines are not struc-
tured in a significantly different manner compared to conventional texts.
They could basically be printed as well These are merely cases of linear
texts which have been realized electronically. The resulting difference in
the reading expenience 1s in no way qualitatively different. Of course, read-
ers can also simply skip lines or mdividual sections just as i a hypertext
and thereby, in a certain way. control the sequence or amount of mfor-
mation themselves. However, the authors of linear texts do not expect such
pro-active behavior on behalf of the reader, and so skipping lmes and sec-
tions of a hinear text often happens at the expense of textual coherence.

When the sitnation i1s reversed, we find that not every printed text 1s actu-
ally a linear text. Text types such as encyclopedias, cookbooks, holy scrip-
tures such as the Bible or the Talmud or even city maps or rapid transit
maps expect the reader to process the content 1n a non-linear fashion. For
this reason these text types are regarded, from a semiotic perspective, as
hypertext-similar text specimens (cf Scholz/Eisenlauer 2008, Roche 2006,
2007, 2008). In fact, Conklin (1987) speaks of manual hypertexts in this
context. Even though manual hypertexts possess a strongly mterlinked
structure and modulanty, they are not digitalized. and their references are
somewhat more tedious to access. In other words, the reader has to flip
through the pages of a book or article to locate a particular reference. It 1s
simple to realize manual hypertexts in electronic form.
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5.3.1.3 Is Every Multimedia Collection of Material a Hypertext?

The use of differently coded matenals (cf. Chapter 7) 1s often cited as a
distinguishing factor when companng hypertexts to conventional texts (cf.
Berk/Devlin 1991, Hallet 2008). The composition of multimedia content
within an organized network 1s easily and primanly achieved electromi-
cally: the simmltaneous depiction of different content, jumping to and be-
tween vanous media (videos, text, andio etc), the rapid sorting or search
for great amounts of information using keywords and criteria, and so on
(cf Hendnich 2003) are all possible through computers. Stll, hypertexts
cannot be distinguished from conventional texts only based on the coterion
of multimediality (combining images and text). Multimedia content such
as picture stories or movies are generally conceptualized in a certain way
that causes recipients to process the information linearly without any alter-
natives, for mstance. This type of feature comresponds more with conven-
tional texts than hypertexts. The critenon of multtmediality alone does not
make a hypertext. Instead, hypertexts are located within a possible descrip-
tive dimension (cf. Storrer 2008). In that sense, narrations of picture books
aimed at children and based on text fragments, 1images, representations of
gestures and facial expressions, different forms of articulation, as well as
references to the worldly expenience of the listeners, would count as typical
hypertexts.

5.3.1.4 Is the Whole World a Hypertext Consisting of a Single Node?

When we compare an online course by the platform Babbel with the web-
site of the garden association Kleingartenverband Mimchen e V., we m-
stantly see that the nodes contained in these websites are on completely
different scales, despite the hypertextual character of both intemet pages.
It makes one wonder how large a single hypertext node 1s allowed to be to
still count as only one and not as an independent linear e-document (cf
Storrer 2002). Schulmeister (2007) discusses the problem of too large or
too small hypertext nodes in terms of text processing as follows:

An excessively large segmentation of the text units may counter-
act the hypertext pnnciple, meaning to say that the user 1s no
longer aware that they are encountening a hypertext. [...] splitting
the information into information units that are too small may lead
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to an atomization of the information This could affect the text
user’s cognitive reception: they can no longer determune any co-
herent connections and cannot comprehend. (Translated from
Schulmeister 2007: 245)

Even though an ideal scale of hypertext nodes cannot be determuned. Hom
(1997) revisited several cognitive psychological findings (cf Miller 1956)
in an attempt to quantify the text amount of the chunks 1n the form of m-
formation units. According to Horn, hypertext nodes are ideally processed
at a size of seven plus/minus two sentences (chunks) (cf chunking princi-
ple. Hom 1997; cf Chapter 6). Hom formmlates additional principles based
on this formula, such as the labeling ponciple or the relevance principle.
The use of these pnnciples 1s meant to ensure optimal mformation pro-
cessing (such as emphasizing relevant aspects, attributing types to links,
etc.). The gramulanty of the nodes, in the sense of how strongly they are
differentiated and 1f the pnnciples are applied. strongly depend on type,
purpose and total extent of the information meant to be conveyed. Accord-
ing to Lackerbauer (2003

Smaller information units are formed for lexicons and other ref-
erences, in which the mdividual entnes are clearly deliminated
and rarely read i a general context. When certain argumenta-
tional structures are meant to be preserved, larger information
nodes are created. We cannot however apply overall rules to de-
termumng the granulanty of these chunks. (Translated from
Lackerbauer 2003: 32)

Beyond these findings, empincal research of hypertext comprehension has
shown that apart from the granularity, factors such as the presentation (ver-
bal versus pictonial), the pnior knowledge of readers, the tasks, etc., play
decisive roles (cf Sufier 2011, Amadieu/Tricot/Manné 2009, Cangoz/Al-
tun 2012, DeStefano/Lefevre 2007). Section 5.3.3 (Learmng with Hyper-
texts) discusses to what extent hypertext comprehension can be success-
fully promoted through mstructional design measures in terms of all of
these factors. However, first we will determune what the distinctive fea-
tures of hypertexts actually are.
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5.3.2 Whatis Actually New About Hypertexts?

After we have attempted to ascertain the characteristics of hypertexts in
comparison to traditionally composed texts, we must now ask what exactly
15 new about hypertexts, and to what extent the circulating defimtions of
hypertext name any unique features. According to Hendrich (2003: 54) the
following three aspects are what 1s really new about hypertexts:

- mamifestation of textual links

- anew form of connecting texts with each other

- their operationalization and the resulting mteractivity.
The mamfestation of textual links refers to the visibility of the interlinkage
of the individual text or partial text nodes, as well as the references to other
texts (intertextuality). Hyperlinks make apparently hidden text links visible
on a macrostructural level and are usually implicit or mcidentally recog-
nized when reading conventional texts. As mentioned earlier, hypertexts
contain comparatively more associative references than conventional texts.
Associative references ensure a honzontal assembly of information, while
hierarchical references make a vertical assembly of information possible
(Hendrich 2003: 46). (Discursive) deictic expressions such as in the next
section, at a later point, in the following are rarely found m hypertexts.
Due to the atomization of a text through h}"pertext nodes and the many
information sequencing options deictic expressions can only represent the
information structure to a certain extent (Huber 2002: 29).

This new form of connecting texts with each other is. according to Hen-
drich (2003) based on the fact that information i hypertexts does not fol-
low a specific order due to its charactenistic network of nodes and links, at
least not physically. This fact leads to the third and most important char-
actenistic of hypertexts: namely, their operationalization and the resulting
interactivity (Hendrich 2003). As hypertexts do not predetermine a certain
reading sequence due to a lack of physical bonding within the text, readers
must create their own sequence by making navigational decisions at the
macrostructure level. This means in consequence that the actual text is only
created when the reader composes the hypertext nodes mn a fashion coher-
ent to them. In other words. the comprehension process 1s markedly more
active and more dynamic than in conventional texts (Hendnich 2003: 42).
The multiple sequencing and the resulting predominant incompletion (the
reader must compose the content) are considered an advantage. especially
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in foreign language teaching (cf Roche 2007). Hypertexts are able to de-
pict the mental and mteractive character of mental text constructions, but
such high demands may overwhelm the reader and lead to a cognitive over-
load, as the readers are forced to make navigational decisions alongside
their typical tasks. Working with L2 hypertexts in foreign language classes
has cognitive consequences, and these will be discussed in the next two
sections.

5.3.3 Learning with Hypertexts

The new medum offers a new method of processing information, which
differs from pnnt media 1n several ways. In order to assess whether hyper-
texts are more effective for learming than conventional texts, we will look
at cognitive-psychological aspects of text comprehension and at learming
processes mvolving hypertexts i the context of L2 acquisition.

5.3.4 The Potentials of Hypertexts

As mentioned in Chapter 5.1, text comprehension 1s an mteractive and con-
structive process (Schnotz 2006). It represents the initial interaction be-
tween text knowledge and the readers” knowledge leading to the construc-
tion of a mental text representation of varymng depth. Constructing a mental
text representation mvolves decoding processes of text mformation (bot-
tom-up) as well as making inferences based on pnor knowledge (top-
down) (cf Louwerse/Graesser 2006). Hypertexts make the constructional
and interactional character of text comprehension more transparent, as the
readers make navigational decisions on how vanious pieces of mformation
are composed, effecting a step-by-step constmiction of a mental text repre-
sentation. In this overall process, readers have to carefully consider which
piece of information they attach next in order to form a coherent text
presentation together with the text information processed up to that pomnt.
However, these decisions often prove to be unsuccessful at a later point
and must be revized. Only when the readers take charge of their own read-
ing or learning processes, can coherence be created (Roche 2007: 172).
The following diagram by DeStefano & Lefevre (2007) shows how com-
plex the process of coherence formation through navigational decisions 1s
from a cognitive perspective:
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Figure 5.10: Process model of the reading of hypertexts (DeStefano/TeFevre
2007: 1619)

As hypertexts generally allow the reader to perform multiple mformation
sequencmg, the different preconditions (prior knowledge, mnterests, leam-
ing types) are taken mto consideration more than m linear texts, as the latter
provide only a pre-structured path towards information (cf Roche 2007,
Schmmdt 2006). The freedom to make mdividual decisions mn temms of se-
lection, organization, and mtegration of information 1s evident m hyper-
texts, for instance in the great vanety of the visited websites with respect
to navigational paths (cf Britt/Rouet/Perfett1 1996). Some approaches (cf
cognitive flexibility theory, Spiro/Coulson/Feltovich/Anderson 1988; con-
nectionist approaches see Koch 1992) assume an equivalency between the
type of knowledge representation in hypertexts and the mental knowledge
structures in the human brain and. for this reason, hypertexts are alleged to
facilitate knowledge transfer. Accordmg to the cogmtive flexibility theory
(CFT), hypertexts promote multiperspectivity as well as an appropriate
representation of complexity in terms of solving problems i non-transpar-
ent subject areas. According to these theones, hypertextual leaming envi-
ronments offer different ways of accessing the leaming matenals and sup-
port multiple solution paths. Compared to linear texts, the use of hypertexts
leads to a more flexible application of new knowledge. Current hypertext
research heavily crticizes the central assumption of cognitive flexibality
theory (CFT) in regards to the supposed similanty between knowledge
presentations m hypertexts and mental knowledge structures (cf Unz
2000, Bannert 2007, Zumbach/Rapp 2001). The pomnt of criticism 1s that
the information within the hypertext node 1s arranged sequentially, just as
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with conventional texts, and considers certan synfactic regulanties
(mainly word order, punctuation, etc.) at the level of the textual surface. In
other words, before the reader integrates the vanous hypertext nodes m a
network-like fashion into the mental knowledge structures, they must pro-
cess the information on the textual surface senally (cf Bannert 2007). Ac-
cording to Rumelhart, Smolensky, McClelland & Hinton (1986) schemas
are not necessarily orgamzed in a networked form but rather in a hierar-
chical form, a form which produces additional sub-schemas. In this partic-
ular way, mental text representations at the textual surface level are 1den-
tical to conventional texts. However, the network structure encourages the
reader to exit the predetermined lineanty and enter into altemative the-
matic threads.

Beyond this type of knowledge (re)presentation, hypertexts are associated
with a senies of additional advantages. For one, hypertexts provide the pos-
sibility of conveying additional key competences (such as research com-
petence or media competence) which, among others, are relevant to an ed-
ucational setting (Roche 2007, Roche/Reher/Simic 2012). Consequently,
teachers can use hypertexts m class as tools to organize large data amounts
in one subject area in an interlinked form (see hypertext example according
to Sufier/Springer 2012). In addition, they can incorporate hypertexts into
teaching matenals which the leamer works through or expands on in col-
laboration with others (cf Cmaps Tool 1 Chapter 6.3.3 for creating con-
cept maps). Two, language and images can be combined in hypertexts to
promote comprehension (cf. Roche 2007, 2013a) and to enable the con-
struction of comprehensive mental models through the inclusion of picto-
nial and verbal channels (cf. Mayer 2009, Schnotz 2005). Providing word
explanations in different modes (image + text, image + andio, only 1mage),
for mstance, helps address different needs of vanous leamer types
(Plass/Jones 2005). Three, hypertexts fundamentally provide a higher de-
gree of leamer adaptability through their openness in terms of the individ-
ual differences principle (Jones/Plass 2005). The presentation of the n-
formation 1s adapted optimally to the leamers’ leaming preferences and
their indivadual trats through appropriate mstructional design measures
(for instance, with respect to interests and attitudes, Leutner,
Barthel/Schreiber 2001 also cf Leutner 2002, Roche 2007, 2013a; on the
capacity of the working memory, Lee/Tedder 2003).

Despite the apparent advantages, there 1s no definite proof that indicates
leaming from hypertexts 1s preferable to learmng from linear texts (cf
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Henry 1995, Chen/Rada 1996, Unz 2000, Naumann/Wamek/Krems 2001,
McEneaney 2003). Rather, it has become evident that hypertexts may pro-
duce an added value but that the extent of the added value cannot be deter-
mined solely through the companson of different formats of texts (Miiller-
Kalthoff 2006; ¢f Roche 2008, Plass 2005). For this reason, the research
of the last ten years has focused more mtently on the problems surrounding
leaming with hypertexts and possible solutions with respect to the interac-
tion of leamer and medium (cf Cuddihy/Spryndakis 2012, Calisit/Erya-
zici/Lehto 2008, Antonenko/MNiederthauser 2010, Klois/Segers/Verhoeven
2013, Madnd/van Oostendorp/Puerta 2009, Salmeron/Baccino/Canas
2009, DeStefano/LeFevre 2007, Brunstemn/Krems 2005, Briinken/Seufert/
Zander 2005, RichterNanmann/Brunner/Chnstmann 2005, Maller/Miil-
ler-Kalthoff 2000, Potelle/Rouet 2003, Gegets/Scheiter/Schuh 2005). The
current state of research 1s the subject of the following section.

5.3.5 Problems and Solution Approaches

Hypertexts place high demands on leamers in terms of structural and con-
ceptual complexity, under some circumstances such pressure can have an
inhibitory effect on leaming. Leamers have to perform a kind of dual task
activity (cf. Wenger/Payne 1996) when handling hypertexts: in addition to
forming a mental model of the text, leamners also need to develop a mental
map to onent themselves within the structure of the hypertext (Schnotz
2005, Ohler/Niedmg 2000). If the dual task activity exceeds the memory
capacity, the leamer 1s easily disoniented (called ‘lost in hyperspace’; cf
Conklin 1987), leading to a decline of leaming results. There are several
partial aspects contnbuting to disonentation, according to Gerdes (1997:
103): difficulties in determining the standpoint within the hypertext, inde-
cision in terms of the optimal reading path and how to continue, lack of
oversight over the extent and size of the hypertext, insecunty in terms of
reading all of the relevant nodes in the hypertext, forgetting the planned-
out path, impossibility of retuming to a previously perused node, etc. (also
cf EKuhlen 1991). We must also differentiate between conceptual and
structural disonentation in this regard (Tergan 2002, Calvi/de Bra 1997),
even though, from a cognitive perspective, types of disonentation are not
always clearly distinguishable from one another (cf Miiller-Kalthoff
2006).

m



Conceptual disorientation mainly involves difficulties in creating global
coherence (also cf. macrostructure) between the hypertext nodes via navi-
gational choices. Conceptual disonientation 1s, therefore, connected to the
conceptual difficulty of the presented matenals. For this reason, Sweller &
Chandler (1991) view it as a partial aspect of intninsic cognitive load. Even
though the creation of global coherence 1s also a necessity for conventional
texts, it takes place under completely different circumstances due to the
(pre-)lineanization of the text parts (Conkhn 1987, Wenger/Payne 1996;
also cf Ohler/Nieding 2000, Krems 2001). With hypertexts, readers are
encouraged at every node to contemplate the different options for continu-
ation and to imitiate appropnate anticipatory processes in the form of hy-
potheses and search quenes (cf Roche 2007: 169, Foltz 1996; also cf_ pro-
cess model according to DeStefano/LeFevre 2007). In order to promote
this process and to avoid an excessive use of cogmtive resources during
navigation, Antonenko & Miederhauser (2010) studied how providing a
preview in form of a small summary of hypertext nodes (“leads”; cf Figure
5.11) affected text processing and cognitive load. In the leaming phase, the
study participants worked with texts with and without leads. The partici-
pants’ cognitive load was measured with an electroencephalogram and the
leaming performance was tested with three different performance tests
(free reproduction of content, a concept mapping task on structural
knowledge and a multiple-choice test on knowledge specific to the do-
maimn). The results of the study were that the use of leads significantly re-
duces the neuronal activity in the brain areas that are associated with di-
viding attention and, therefore, are also associated with higher cognitive
load. In addition, the study partictpants were able to achieve sigmficantly
better results in terms of acquinng structural and domain-specific
knowledge. A simular study by Madnd et al. (2009) tested to what extent
the presence of navigational hints and the increasing number of links per
node affected cognitive load and leaming performance. The results showed
that navigational pointers accompany significantly higher learming perfor-
mances and that the number of links per node had no effect on learning
performance. The authors found imnstead that the sequential order of the
links plays a much more important role than origimnally thought. In addition,
Bezdan, Kester & Kirschner (2013) found that limiting links within a hy-
pertext, in order to let the reader control the navigation, results m a poorer
leaming performance.
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The research field that mvestigates the effect of hypertext structures as well
as graphic overviews of navigation surfaces on leaming 1s very broad. In
this field of research. pnor knowledge as a dimension of learmng 1s very
important. With respect to the aspect of pnor knowledge, the study by
Amadieu et al. (2009) shows that mamly hierarchical hypertext structures
with orgamizational links (see Figure 5.9b) are suitable for leamers with
little prior knowledge, network-like hypertext structures with referential
links (see Figure 5.9d) are, on the other hand, especially appropnate for
leamers with a high degree of prior knowledge. Salmerdn et al. (2009) also
observed that the use of graphic overviews results in significantly better
leaming performances, as simpler hypertexts are pemused towards the end
of the learning phase. Overall, we can say that leamers with a low degree
of prior knowledge profit more from hierarchically stmuctured and less de-
tailed navigational mterfaces than leamers with a high degree of pnor
knowledge (cf Méolles/Miiller-Kalthoff 2006, Calisit/Gurel 2003, Po-
telle/Rouet 2003). This is also true for hypertext stuctures in general (cf.
Dee-Lucas/Latdan 1995, Gerdes 1997, Schnotz/Zink 1997, McNamara/
Shapiro 2005, Suier 2011).
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Figure 5.11: First part of a text with a mumber of hypertext nodes (Antonenko/Nie-
derhauser 2010: 144)
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In contrast to conceptual disonentation, structural disorientation refers
to the lack of knowledge in terms of outline, 1.e.. on the organizational
structure of a hypertext (cf Miiller-Ealthoff 2006: 30, Tergan 2002).
Structural disonientation may, therefore, have the effect that the leamer1s
unable to pinpoint his or her position within the hypertext and 1s unable to
tell which nodes have already been wisited (cf Plotener/Hirder 2001).
Within the cognitive load theory by Sweller & Chandler (1991; cf Chap-
ter 7.1) this type of disonentation 1s connected to “extraneous cognitive
load”. Extraneous cognitive load can be reduced by the implementation of
appropnate mstructional design measures. However, many different m-
structional solutions have been tested m this regard, with varying success.
Walhout, Brand-Gruwel & Jarodzka (2015) have studied whether naviga-
tion usmg a “tag cloud” (of a varying size depending on the importance of
the items) results in better leaming performances than a navigation with a
hierarchical navigation menu. Their results show that tag clouds lead to a
comparatively stronger goal-oriented navigation than hierarchical naviga-
tion menus, but have no effect on leaming performance. Cuddihy & Spyr-
1dakis (2012), mn contrast, were able to show how study participants at-
tained better results when the navigation within articles of a website was
clearly visually distmguishable from the global navigation of the page (see
Figure 5.12).

224



Hypertext fietion
20 s af
WIKIPEDIA F T p——
Hypariwat fiction is 8 geas ol 1
Ve agm P

Definiticns

Figure 5.12: Example of a wvisual emphasis of the menn within a website article
(Wikipedia 2021)

In terms of leaming with this form of media, hypertexts demand a higher
cognitive effort from the leamer in companson to linear texts. This 1s par-
ticularly true with respect to onentation within the leaming matenal, as
well as with respect to creating coherence at a macrostructural level
(OhlerNieding 2000, Krems 2001; also cf. Bannert 2003). Learning with
hypertexts 1s, therefore, more likely to result in the memory capacities be-
ing exceeded and in the leaming-mhibiting effects associated with cogm-
tive overload. Furthermore, current research has shown that mere compar-
1sons of text formats (Miiller-Kalthoff 2006) are not very enhghtenming.
Factors such as hypertext structure and a leamer’s prior knowledge are
much more important when researching interactions with hypertexts. This
last factor, however, only pertains to domain-specific knowledge on a sub-
ject. Today, we can expect readers to have at least a bare mimmum of me-
dia expenence in our mncreasingly hypermedialized societies (cf Bamnert
2007: 87). As we have already seen, research attributes special meaning to
the aspects of disorientation and their respective solutions. Despite many
studies, we know relatively little about the actual effect of disonientation
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on leaming. This 1s in part due to the heterogenous operationalization of
the constructs of disorientation and the constructs of text comprehension
in studies up to this point (cf. Heill 2007: 103). In particular, the different
dimensions of text comprehension (textual surface, text base, and mental
model; cf Kintsch 1998) are rarely named 1n a clear manner, resulting in a
strong reduction of the construct validity of tests on text comprehension.

5.3.6 Using Hypertexts in Class

Hypertextual collections of matenal also provide the possibility of being
expanded by the reader in the form of an externalized knowledge network.
In this context, Sufier & Spnnger (2012) presented a proposal for the hy-
pertextual processing of historic sources on the subject of “the Euro cnisis™
for teaching culture. The authors assume that the hypertextual form 1s es-
pecially appropnate to the multimediality of histonic sources alongside the
often network-like character of histonical 1ssues. In this hypertext example
(see Figure 5.13), the macrostructure of the topic 1s presented by means of
a concept map which functions as a navigational interface and. at the same
time, as an onentational aid for the leamer. Every clickable node contains
erther text, audio, or video matenials and tasks. The many different export
options make 1t possible to use the entire hypertext as a website, or as an
interactive PDF in class. The most attractive feature, however, 1s the fea-
ture enabling leamers to use the provided hypertext through the server of
CMaps Teel to individually or collaboratively supplement and expand 1t at
will. Hypertexts are open and dynamic knowledge structures providmg the
possibility of multiperspectivity and access to complex subjects, as well as
integrating the leamer’s individual mnsights into the knowledge structure,

through which “the construction of an indvidualized and strongly mter-
woven cultural understanding by the learner can be encouraged™ (trans-
lated from Sufier/Springer 2012: 13). Also, the use of such hypertexts as
visuahizations and representational tools for additional research tasks can
promote media and methodological competence (conceptional abilities,
problem-solving abilities, holistic thinking). Still, we must emphasize that
these types of hypertextual learming environments are not always immedi-
ately accessible to the leamer, due to their complexity. Therefore, we rec-
ommend using hypertexts as teacher-led presentations and to add mstruc-
tions for a worked example gradually. It 1s only as a subsequent second
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step that leamers should be encouraged to produce visualizations them-
selves (cf Sufier/Spnnger 2012: 13).

History of the Euro

AN

Figure 5.13: Hypertext “the Furo crisis™ (based on Sufier/Springer 2012)
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Experiment

Tty to depict the hypertextual structure underlying the followmng hyper-
textual nodes as an example. These nodes describe the features of a
mind map tool for educational purposes.

LEARN

Train your mind and learn new things even faster.

TEACH

Use Mind Maps with your students for brainstorming, essay planning,
book summaries, evidence-gathering and more.

WORK TOGETHER

Team colleagues learn from each other, some identify important points,
others recognize the connections and generate new ideas.

ENROLL

Easy registration for students without e-mail or with an access code.
LTI, Google Classroom and Office 365 integrations available.

Mind Map Tasks

Create assignments where students can work alone or in groups to cre-
ate mind maps that are shared instantly.

Change History
Track all the changes each student makes on a mind map: added topics,
Hew connections, uploaded pictures and videos, and more.

Student work rating

The grading feature allows you to evaluate student activity and save all
grades in a downloadable report.
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Real-time collaboration

Students can work together on the same mind map at the same time and
see the changes in real time.

Order feedback

Provide timely feedback to students to clearly inform them about their
performance and improve it.

Live chat

If you are working from a different location, students can discuss di-
rectly on the mind map in the chat area.

Understand the course material

Understand how concepts are interrelated and discover new relation-
ships and patterns.

Review and memorize

Use mind maps — short words, images and links improve the way you
store and retrieve information.

Plan and wrife essays

Structure your essays in a mind map format. Create a real-time editable
structure from the mind map and start writing.

Use evidence to support theses

Develop a thesis by adding branches with preofs of its correctness. Then
add files, web links, pictures, and videos as supporting evidence.
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together
| ~| Order feedback
Live chat

Source: www.mindomo. com
Sample Solutionr Mind-Map depicting the features of the tool mindomo
(www.mindomo.com)

5.3.7 Summary

Hypertexts consist of nodes and references. The nodes contain
content that 15 connected by links according to varying content-
based cnteria.

The structure of hypertexts strongly depends on the type of links
connecting the nodes and 1s crucial to how much freedom the read-
ers have mn choosing the order of the nodes.

A purely electromc realization 15 not sufficient as a distinguishing
feature of hypertexts and should not be regarded as such. E-books
or articles of electronic magazines, for example, are not substan-
tially different to conventional texts, as they could just as well be

printed.
The manifestation of text links. a new form of connecting text, and
the requirement of readers operationalize hypertexts themselves as
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well as the resulting interactivity are the constitutive features of
hypertexts.

The high requirements a hypertext demands on the reader with re-
spect to structural and conceptual complexity may in some circum-
stances have a leaming-inhibiting effect.

Through the fragmentation of information, multiperspectivity, and
the required text-leamer interaction, hypertexts provide diverse
applications for teaching practice.

5.3.8 Review Questions

1.

What i1s the difference between organizational and referential
linlks?
Why is electronic realization not a constitutive feature of hyper-
texts?

What features define the term hypertext?
‘What are the potentials of leaming with hypertexts?
‘What are the problems of leaming with hypertexts?
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6 Text and Image Processing

Human commumication 1s rarely purely language-based. In fact, we can
assume OUf communication mcorporates at least one additional coding sys-
tem apart from the lingumstic system. In verbal communication, gestures
and facial expressions fulfill an essential function and create coherence.
An example for this 1s how we usually illustrate spatial aspects using our
hands. However, it sometimes happens that gestures are musmterpreted
based on different cultural backgrounds. Shaking one’s head. for instance,
15 a gesture of agreement in many cultures but a gesture of disagreement 1n
many others. Wntten communication also mcorporates different coding
systems, pictures (photographs, diagrams, symbols, emojis. etc.) being es-
pecially important. This 1s especially evident in the fields of advertisement,
press, or virtual communication. It seems logical, therefore, to promote ad-
equate strategies and skills for dealing with 1mages and other elements of
nonverbal communication in the context of language and culture teaching.
After having dealt with the cogmitive aspects of the lmguistic system, lan-
guage acquisition, and text processing in previous chapters, we now want
to tumn to the question of what special features text and visual image pro-
cessing exhibit i a foreign language. At the centre of this chapter are L2-
specific aspects of text and image processing in the context of general com-
munication, as well as success factors m the use of text and 1mages in leam-
ing matenals. In order to discuss those aspects, we will first descrbe the
basic processes of image and text processing m the working memory, while
at the same time refernng back to relevant models of cogmitive psychology.
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6.1 Images, Language, and Memory — Basic Theories of the
Working Memory

The terms multimedia and multimodal seem to be everywhere nowadays
when software developers try to determine the most important features
of new media in relation to language teaching. In doing so, some people
tend to confuse basic concepts, as the terms are so similar. In reality, the
terms denote completely different aspects of text and image processmg
(cf. Mayer 2002): multimediality refers to the use or processing of dif-
ferently coded mformation (such as hinguistic information and image-
based information); multimodality, on the other hand, refers to the infor-
mation processing of two or more sensory modalities (such as the visual
modality or auditory modality). The mterplay of differently coded mfor-
mation and different sensory modalities may provide great potential from
a cognitive pomt of view, but can result 1n impeded information pro-
cessing. Combining text, imagesand learming with the use of all our
senses 15 seductive and sounds promising. However, many teachers and
authors of online courses cannot explain exactly under what circum-
stances we may expect actual success. It 1s often neglected that the mul-
timodal enhancement of learmng matenals may lead to the opposite ef-
fect and actually hamper learning. For this reason, this chapter tackles
mechamsms within the working memory responsible for assembling the
vanous pieces of information to a coherent ensemble dunng text and 1m-
age processing. Also, it addresses the circumstances responsible for the
processing of overload capacities.

Study Goals

By the end of this chapter, you wall:

- understand and be able to explain the processing of language and
images

- be able to evaluate what forms of nformation presentation is
most effective in terms of comprehension and learming processes

- be famihar with empincal findings on these 1ssues.
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6.1.1 Basic Terms of Text and Image Processing

Before we discuss selected models for text and image processmg, we will
look at the greatest differences between pictonial and hinguistic mfor-
mation. According to Schnotz (2005), language is often much more suita-
ble for descnbing abstract concepts than pictures. Abstract terms such as
Jjealousy and friendship are more effectively put into words than into pic-
tures, as these often invoke other interpretations. An additional difference,
according to Paivo (2007), lies in the type of processing: at the textual sur-
face (cf Kintsch 1998), language is processed sequentially, among other
ways. due to the spatial hneanzation of visnal stimuli m written texts as
well as the temporal sequencing of auditory stimuh n verbal communica-
tion. In contrast, images are processed synchronously. A simultaneous pro-
cessing of several elements 1s possible and a processing from left to nght,
as with text. 1s not necessary (Parvio 2007, Schmitz 2011). Furthermore,
images can be stored and retrieved holistically (Engelkamp/Zimmer 2006).
Image-coded mnfommation 1s more easily retneved in its complete form as
a mental 1mage than i the form of language-based mformation, which
needs to be made available by reconstructing the propositional content (cf
Scheller 2009; also cf the levels of text comprehension according to
Kintsch 1998 and Schnotz 2006). After all. images establish concepts m a
direct way (expenences can be stored as mental images), while langnage
as a system of symbols can only refer to them indirectly (cf
Engelkamp/Zimmer 2006).

However, processing and storage, as well as the processes of retrieving text
and visual information, can only be truly understood by refernng back to
the various components of the human memory. When we memornize some-
thing. the memory capacity used may be very different. depending on the
place of storage. Information 1s only temporanly stored in the working
memory, while the long-term memory retains information for longer pen-
ods. The most influential model of the human memory to date (Baddeley
1986) refers to several previous models (Broadbent 1958, Atkn-
son/Shiffrin 1968) and makes a distinction between the sensory memory
(perception), the working memory (focus of attention) and the long-term
memory (see Figure 6.1). Baddeley’s model focuses on the descnption of
the wordang memory: a link between the sensory memory register and the
long-term memory (cf. Baddeley 2003: 829) (see Figure 6.1). Baddeley
distinguishes between two components responsible for language and im-
age processing respectively: the phonological loop and the visuo spatial
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sketchpad. A third component of the working memory 1s the episodic
buffer, a component lhinking necessary knowledge from the long-term
memory. The necessary knowledge 1s then available for further processing
for a short peniod of time. The central executive, a component responsible
for all complex processing tasks. coordinates the phonological loop and
visual-spatial sketchpad and 1s also responsible for deciding which 1m-
pulses or tasks to focus on. The central executive in particular springs nto
action when the routine controls are overtaxed (cf Baddeley 2003: 835).

Central
executive

Visuospatial Episodic Phonological
sketchpad buffer loop
f t 1
‘u"+ I Episodi X
isua pisodic L
semantics LTM o

Figure 6.1: Model of the working memory (according to Baddeley 2000: 421)

How do the vanous components interact with each other? According to
Baddeley (1986, 2003), the successfully perceived stimmli are first trans-
ferred to the working memory 1 the form of information units. There, they
are generally processed further with the aid of prior knowledge repositonies
from the episodic buffer. If the newly acquired information 1s easily pro-
cessed through existing information from the prior knowledge reposttory,
assimilation takes place (new knowledge 1s processed m the context of
existing knowledge structures). However, if the new information strongly
diverges from prior knowledge, accommodation (adaptation) of the prior
knowledge repositonies sets m. In both processing directions a deliberate
act of directing the speaker’s attention 1s necessary for information pro-
cessing to occur. If the percerved stimuli are not further attended to i the
working memory, they are usually lost, even if they are available for sev-
eral seconds.
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The fact that such mformation remains available for a few seconds even
when a speaker 1s not fully concentrated on the task can be seen m situa-
tions where the conversational partner 1s not really hstemng to a speaker
(this sometimes happens in classrooms, too). If the addressee 1s then asked
to repeat what the speaker just has said, an addressee 15 often able to recite
the last few words or a sentence. According to the recency effect (Hoff-
mann/Engelkamp 2013), the last few words are retained in the working
memory as they are perceived as stimuli i the sensory memory without
necessitating any particular attention processes. Consequently, this means
repeating the last few words of an utterance generally does not reliably
prove attentive histening. Also, a person usnally retains items processed
first rather than items in the middle of a senes according to the primacy
effect (Hoffmann/Engelkamp 2013). In other words, the position of the
items in a series often mfluences memory.

Hoffmann & Engelkamp (2013) present these two senal position effects as
seen here:
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Figure 6.2: Memory performance and number of cormrect recalls in terms of the
position in the presentation (following Hofmann/Engelkamp 2013: 148)

In the second graph, we see how the serialization of rtems while listening
and acting (execution of action phrases) affects memory in different ways.
The listening results exhibit a greater effect m the beginning than action. It
15 only after the fourth or sixth position that the effect of action surpasses
the effect of isteming. A simmlar phenomenon in word processing 1s known
as the bathtub effect (cf Aitchison 1997). This leads us to an important
question regarding the application of these findings to teaching: are teach-
ers really supposed to monitor such things as the senalization of mnfor-
mation or mdrvidual words m a text? Defimitely not: the relevance of these

236



results are of a more general character. First of all, these effects show how
important it 1s to connect language with concrete actions. Furthermore,
fundamental linguistic principles can be explained by these effects. For in-
stance, mnitial and final positions 1n sentences usually draw the most atten-
tion. Some languages, e.g., German, provide the possibility to place virtu-
ally any element in a sentence in the first position m order to make 1t sali-
ent. Similarly, various post-positions, including extensions after the com-
pletion of a sentence, can produce the same effect (cf Chiarcos 2011,
Vinckel-Roisin 2011).

Experiment 1

We will now introduce you to an additional processing phenomenon of
the working memory. Conduct the following expenment: ask a foend to
think about a random number consisting of ten digits you have written
down on a piece of paper beforehand. Afterwards they also have to wnte
down the number, but only after you have covered the number for about
five seconds. Then ask your friend, what they were doing dunng those
five seconds? How do you explain their behavior duning these five sec-
onds?

As you have probably realized dunng this expenment, mner speech can
contribute to the memory performance of the working memory (cf Hayes
2006), especially for elements with no apparent correlation and no relation
to information stored m the prior knowledge repositories, so that the digits
cannot be reconstructed later. To a certain degree, elaborative memonza-
tion can ensure the retention of such elements in the working memory. For
example, in the case of a work telephone number the first three digits are
often the area code, the next approximately four digits are the fixed order
of all numbers in the company or in a particular unit of the company or
institution, and only the last few digits represent the phone extension. This
type of processing strategy i1s known as chunking (cf Encsson 2003:
Chapter 3.3). The following chapters present additional processing strate-
gies, for example the clustermg effect.

237



6.1.2 Organization and Integration of Text and Images into the
Working Memory

In this section. we will first outlime two specialized components of the
working memory, the phonological loop and the visuospatial sketchpad.
Only then do we turn to scrutinize the interaction between the processes of
text-based and visnal information.

The phonological loop possesses a storage capable of retaiming words for
several seconds, as well as an articulatory control process, with the abality
of possibly increasing memory performance through internal speaking and
other processing strategies. Vanous effects. such as the word-length effect
(cf Longoni/Richardson/Aiello 1993) or the phonological similanty effect
(cf Baddeley 2003) give mnsight mto the circumstances of our memory
span (memory performance), enhanced or decreased by the phonological
loop. The first effect shows how the memory span of the phonological loop
15 reduced for qualitatrvely agher articulatory complexity (cf for instance
Longoni et al. 1993). The phonological stmilanty effect, on the other hand,
explains why the repetition of phonologically similar ttems 1s more diffi-
cult due to the greater effort mvolved when differentiating between them,
compared to when phonologically non-similar tems are reproduced (cf
Baddeley 2003). What 1s considered to be the most important function of
the phonological loop 1s the second-by-second memory of phonological
information (such as sounds), as well as refreshing the information through
inner speech as well as processing and stonng words recorded in wniting
(cf Grabe 2009: 34). Several examinations (cf Carpenter/Miyake/Tust
1995, Gathercole/Baddeley 1993) found that this function of the phono-
logical loop typically takes effect when storing the phonological mfor-
mation of new words, but 1s insignificant for the retention of known words
(cf Baddeley/Gathercole/Papagno 1998, Eysenck 2004). The phonologi-
cal loop, therefore, seems to be mainly important to the acquisition of new
vocabulary.

The second specialized component, the visnospatial sketchpad. 1s respon-
sible for processmg mformation such as colors, forms, and spatial repre-
sentations of objects and 1s, similar to the phonological loop, limited in the
number of items it can process (cf Baddeley 2003). According to Logie
(1995) the visnospatial sketchpad also includes two suhcnmpunﬂnts visual
information on objects, such as colors and forms, 1s stored m the visual
cache. The inner scribe, on the other hand, processes spatial and dynamc
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aspects, such as the spatial relations of objects or the dynamic aspects of
movement sequences (also cf Kelle/Grnimm 2005). Analogous to the pho-
nological loop, the inner scnbe has the function of refreshing the nfor-
mation m the visual cache and, afterwards, transfernng it to the central
executive (cf. Eysenck 2004: 299).

In the next section, we will see how Baddeley’s (1986, 2000) model serves
as a basis for subsequent models of multimedia leaming. However, 1t
leaves several questions unanswered, according to Sufier (2011: 91): one,
the model descnibes the functioning of the pethaps most important compo-
nent of the working memory, the central executive, quite vaguely. Two,
the model says little about the relationship of coding (language and 1m-
ages) and sensory modalities (auditory and visual) to each other. Three, the
model does not explain through what processes language and images are
joined together to a holistic mental representation (cf Allen/Hitch/Badde-
ley 2009). Paivio’s (1990) dual coding theory predommantly focuses on
the last two aspects. According to Paivio, we must distinguish between two
basic types of information representation processed in two separate sub-
systems: logogens (words) and imagens (images). The respective mfor-
mation units can not only be descnbed in relation to the format of their
representation, but they also contain a sensory-motor coupling component
allowing for a modality-specific form of processing (visual, anditory, hap-
tic, gustatory, and olfactory). By distinguishing between coding and mo-
dality, the model opens up a broad palette of combinatory possibilities,
whose complexity does more justice to multimedia processing than Bad-
deley’s model. Even though mformation 1s initially processed concretely
and modality-specific, it can be later joined with or combined mto more
complex entities, independent from modalities (cf Paivio 1990: 59). Such
an enfity is created, for example, when we read a brochure on evacuation
procedures in the case of fire contaming both text and pictures, and subse-
quently imagine how we would act in a concrete situation.

How exactly does this assembly of information take place? Pairvio (1990;
also cf Sadoski/Paivio 2004) proposes three types of processes all 1n all:
representational, referential, and associative processes. Representational
processes take place when linguistic stitmuli evoke the appropniate verbal
representation in the working memory (for example when reading a text or
when heanng words). In the case of referential processes, verbal stimuli
activate non-verbal representations and vice-versa. This means, in other
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words, the mental image subsequently generated as a result of the pro-
cessing of the respective stimuli in the nonverbal system evokes the re-
spective word 1n the verbal system through referential processes. In con-
trast to words, images. as a rule, also evoke linguistic denotations (Paivio
1990). They are, therefore, often processed dually. This explains the pic-
ture superiority effect (also cf Hoffmann/Engelkamp 2013: 168). On the
other hand. words are less often double-coded. As a consequence, they are
less strongly connected to the respective mental images. Other approaches,
such as the mmltimodal memory theory by Engelkamp & Zimmer (2006),
explain the superionity effect of visual information by refernng to the direct
access of images and their referents in the episodic memory. Finally. asso-
ciative processes for other representations are activated within the same
subsystem (verbal or nonverbal), such as the activation of various words
shanng certain phonological charactenstics, or the activation of mental 1m-
ages of objects genemlly found in offices (cf Pamwvio 1990: 69,
Sadoski/Paivio 2004: 13). All of these processes are incorporated into later
models 1 order to derive concrete mstructional design principles (cf
Schnotz 2005, Mayer 2009).

6.1.3 The Limits of Text and Image Processing in the Working
Memory

As we have seen, the working memory cannot process information simul-
taneously to an unlimited degree. In this section, we will discuss under
what circumstances the working memory 1s overtaxed and what mstruc-
tional measures can be used to alleviate this. In this regard we will refer to
the cognitive load theory, CLT) by Sweller & Chandler (1991; also cf
Sweller 1988, 2005).

The cogmtive load theory by Sweller & Chandler (1991; also
Sweller/Chandler 1994, Sweller 1988, 2005) deals with the use of cogm-
tive resources in leaming situations (mamly in problem-solving situations)
to formulate nstructional design ponciples for the optimal use of the work-
ing memory s limited capacity. In that sense, cognitive load theory should
not be regarded as a general leaming theory like Anderson’s adaptive con-
trol of thought theory (ACT 1983). but as a capacity theory (cf
Briinken/Plass/Leutner 2004). While the cognitive load theory utilizes its
predecessors from the same field as a foundation (such as Baddeley 1986),
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it refines the older theories in many ways. Sweller (2004, 2005) for in-
stance, rejects the existence of the central executive in working memory
due to a lack of empincal evidence, a concept Baddeley postulated. In-
stead, he attnibutes monitonng and control functions, i addition to others,
to existing knowledge stuctures. The existng knowledge structures use
these functions to check their compatibility with new mformation using
prior knowledge, which then imititates the appropriate assimlation or ac-
commodation processes. In this sense the cognitive structures of long-term
memory, often regarded as schemas, fulfill three important functions (Seel
2000; also cf Mandl/Fnedrich/Hron 1988): first, they supply knowledge
templates for drawing purposeful conclusions from new information and
in this way avoid unmhibited associating (such as through anticipatory
thinking processes while reading). Second. they supply a type of recogmi-
tion pattern the leamer can use to onent themselves when processing in-
comung new information and help focus the leamer's attention on relevant
features with more precision (such as the search for new information within
a text). Third, they support the storage and retneval of mformation by
providing an interpretational frame creating coherence. Through the use of
such schematic-theoretical findings, cogmtive load theory can explamn the
transfer of knowledge from the working memory to the long-term memory
more precisely and 1s able to formulate more reliable statements on leam-
ing.

The cognitive load theory assumes that the leamers use up cognitive re-
sources when working on leaming exercises, which results 1n a cognitive
burden or load. According to this theory, three types of cognitive loads are
relevant (Sweller/Chandler 1991; also cf Sweller/Chandler 1994): extra-
neous cognitive load, intrinsic cognitive load, and germane cognitive
load. Extraneous cognitive load refers to all types of cognitive resource
expenditure, even when used while working on a task. which do not con-
trbute to knowledge acquisition. When a map does not provide a map leg-
end on the same page. the reader nmst use additional cognitive resources
in order to mentally mtegrate the facts in their entirety. A physically mte-
grated representation of all mformation of a situation 1n terms of the con-
tigmty principle (cf Mayer 2009) would contnbute to reducing the extra-
neous cognitive load. In this regard, the use of superfluous effects in the
presentation of content 1s to be avoided, as they do not directly contribute
to a better understanding of the leaming matenial. Next, the intnnsic cog-
nitive load refers to the difficulty of the newly leamed matenal or 1ssues
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and the associated consumption of cognitive resources (Sweller 2005). As-
pects such as the extent and the complexity of the matenal or issues plays
an important role. As we have already leamed. the complexity or the extent
of the information meant to be processed 1s reduced depending on the level
of prior knowledge, for example, through chunking (cf Encsson 2003).
Intrinsic cogmitive load is, therefore, also dependent on a leamer’s prior
knowledge (cf Renkl 2005: 242, Sweller/van Memménboer/Paas 1998).
Tasks demanding a simultaneous processing of several elements (such as
working out the argumentation strategy of a text) are principally connected
to a higher intrinsic load than tasks enabling senal processmg (such as fill-
ing out an application form). Finally, all cognitive resources used for
schema construction and are, therefore, most relevant to the leaming pro-
cess, represent the germane cognitive load. When reading scientific texts,
we expend certain cognitive resources for tasks beyond merely decypher-
ing a text, such as drawing conclusions from research results and thereby
gaimng a more thorough understanding. As the three types of cognitive
loads are additive, the mstructional design should ensure that the capacity
of the working memory 1s not exceeded as a whole. In other words, m case
a leaming task demands a high germane cognitive load, the extraneous
cognitive load should be kept as low as possible (cf Sweller 2005; also cf.
Briinken et al. 2004). With its three types of cognitive load. the cognitive
load theory provides a productive theoretical framework for developing
leaming matenals. This framewotk supports various specific aspects of the
leaming process. However, the success of these instructional measures de-
pends on additional dimensions of leaming, mamly the leamer's prior
knowledge. In the next section, we will look at how the level of prior
knowledge affects the different types of cognitive loads and what mstruc-
tional consequences may follow from such effects.

6.1.4 How Does Instructional Design Influence Cognitive Load?

As we have seen, cognitive load 1s not always a factor that inhibits leam-
ing_ In many cases, 1t 1s an important foundation for setting deeper learning
processes into motion and thereby enabling sustanable leammg. In con-
trast to the extraneous and intrinsic cognitive load, the germane cognitive
load produced by instruction can often only be influenced mndirectly. For
this reason, mstructional design often revolves around issues concerning
the extent of the germane cognitive load and how it can be increased by
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reducing the two other types of cognitive loads. For example, researchers
have tried to integrate multimedia leaming maternials temporally and phys-
ically to reduce the extraneous cognitive load as much as possible and
thereby free up cogmtive resources for increasing the germane cognitive
load (cf. Seufert/Briinken 2006). However, Mayer (2009) notes that merely
freemng up cognitive resources does not automatically result in them being
used to mcrease the germane cognitive load. Researchers also found that
the leamer’s pnior knowledge level creates great differences in the cogm-
tive load. For instance, experts can retrieve knowledge relatively automat-
ically dunng problem-solving tasks and. therefore, can devote more cog-
nitive resources to solving learming tasks than novices (cf Plass et. al.
2010). The possible negative effects of extraneous cognitive load during
leaming would be very low m cases such as these (cf Sweller/Chandler
1991, Sweller et al. 1998). With this in mind, mstructional design measures
were developed and evaluated empinically. They can be used to mcrease or
reduce the different types of cognitive load. They are meant to be tailored
towards the leamer’s level of prior knowledge.

Experiment 2
Be honest: which of the following sentences 1s easier to understand?

A business is a systematically orga- | The CEFR has been criticized for not
nized economical unif which produces | giving enough consideration fo cul-
material goods and provides services. | fural competences.

Several studies have shown how presentations in the form of worked ex-
amples, for instance, are especially effective (cf Paas/van Meménboer
1994, Millet'Lehmann/Koedinger 1999). According to Ayres
(2012: 3467), a worked example 1s defined as,

provid[ing] a step-by-step solution to a problem or a task. The
worked example effect occurs when learmng 1s enhanced by stud-
ying ‘worked examples’ to problems rather than by trying to
solve the ongmal problems. It 1s a form of direct instruction.
(Emphasis m the onigmal, also ¢f Renkl 2005: 242).
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The use of these steps and the presence of a solution promotes the storage
and orgamization of knowledge in the form of complex schemas and re-
duces the cogmtive load 1 the working memory, especially for novices
(cf Sweller et al. 1998, 273, Sweller 2004, 2005, van Meménboer 1990,
van Mermeénboer/de Croock 1992, Paas 1992, Paas/van Meménboer 1994,
van Meménboer/Schunrman/Croock/Paas 2002). Regarding the role of
prior knowledge, the empinical state of research so far clearly shows the
positive effect decreasing m leamers with high levels of pnior knowledge.
This decrease, in part, results in performance losses because providing
worked examples in this case generates unnecessary redundancies (cf Kal-
yuga/Chandler/Tuovinen/Sweller 2001, Kalyuga/Ayres/Chandler Sweller
2003, Reisslein/Atkanson/Seeling/Reisslemn 2006). This counter-effect 1s
also known as expertise reversal effect (cf Kalyuga 2014) and underlines
how important prior knowledge 1s for planning and implementing mstruc-
tional design measures. Researchers have observed simmlar effects m many
studies meaning to reduce the complexity of hypertexts by representing
vanous graphic overviews as functioning in the form of navigational sur-
faces. The results also show how stuctured overviews are more likely to
be helpful for novices whereas network-like overviews were more likely
to be helpful for experts (cf Amadien/Tricot/Manné 2009). The authors
formulate mstructional design measures specifically for promoting or re-
ducing the various types of cogmtive load, often i the form of principles
(cf Mayer 2009, van Meménboer/Sweller 2010). All 1n all, we can count
about 30 identified principles for optimizing cogmitive load. However, ap-
plymg these ponciples 1s associated with certamn problems in the context
of language teaching. For one, the efficiency of most of the principles was
only tested in studies in which the L1 speakers occupied themselves with
specialized subjects such as chemistry, biology, physics, and so on. A few
later studies found such results could not be automatically reapplied to the
sttuation of leaming foreign languages (cf for mstance Sufier 2011, Mat-
terer’McQueen 2009). Secondly, it 1s not always evident in the research
literature which type of cognitive load can be increased or reduced with
which mnstructional design feature. According to Mayer (2009), the modal-
ity prnciple (arguing that the presentation of text and 1mages in two. rather
than one sensory modality 1s more beneficial for learning) reduces the -
trnsic cogmtive load (c.f Mayer 2009 essential processing). However,
according to van Meménboer & Sweller (2010) this principle 15 used for
reducing extraneous cognitive load.
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Overall, empincal research on mnstructional design shows that leaming is
dependent on leamers” prior knowledge and comresponds differently to mn-
struction and construction measures (cf. Remnmann /Mandl 2006). If com-
plex tasks with high mtninsic cognitive loads are not supported by mstruc-
tional aids or adapted teaching and learning arrangements, a decrease in
performance can be expected, especially 1n novice learners. On the other
hand, if expert leamers are offered too many aids, construction processes
are unnecessanly delayed. For this reason, instructional design pnnciples
are the subject of the next chapter, specifically mn terms of their interaction
with a leamer’s prnior knowledge. The relevance of instructional design
prnciples and their applicability to language leaming will be elaborated

upon in the following chapter.

6.1.5 Summary

- In image-processing, we differentiate between multmediality
(processing differently coded information) and mmultimodality
(processing information using two or more sensory modalities).

- Earlier models of the working memory described the individual
components of the working memory but 1gnored the interaction of
the components.

- These and other gaps are filled by subsequent models by Paivio
(1990} and Engelkamp & Zimmer (2006).

- According to Paivio, language and images are joined together i
three types of processes: representational, referential, and associa-
tive processes.

-  Engelkamp & Zimmer (2006) posit a picture supenonty effect
through the more direct access images have to their referents 1n the
ep1sodic memory.

- The cogmtive load theory descnbes different cognitive load effects
that anise through mteraction between leaming matenals and leam-
ers’ cognitive structures.

- There are three types of cognitive load: intninsic, extraneous, and
germane cognitive load. Optimally, they are balanced so that the
capacity of the working memory 1s not exceeded, an aspect also
influenced by instructional design.
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6.1.6 Review Questions

1
2.

‘What are the greatest differences between images and language?
What main components does Baddeley's model of the human
memory include?

How would you descnibe the pimacy and the recency effect?
How, according to Paivio, can image and language information in
the working memory be related to one another?
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6.2 Reading Processes on the Text Surface

As explained in Chapter 5, text comprehension has a very distinct inter-
active character: creatng coherence i1s only possible when textual
knowledge and the reader’s prior knowledge interact. In order to con-
strue textual knowledge successfully, the reader must accomplish a se-
ries of processes at the text surface level, such as word decoding or syn-
tactic analysis (cf. Kintsch 1998/Schnotz 2006). The subject ofthis chap-
ter 1s the process of word recognition. It 1s the foundation for additional
building processes at the textual surface as well as for the formation of a
propositional text base, which in tum feeds into the formation of mental
models. The development and the direct intervention of word decoding
processes in the second language are therefore central topics of this chap-
ter.

Study Goals
By the end of this chapter, you wall:

- be able to descobe the process of word decoding

- know and use the competences necessary for efficient word de-
coding

- be able to determine and explain the distmguishing factors of
reading in the 1.1 and L2

- efficiently support and implement the word decoding ability
through targeted measures in class.

6.2.1 Fundamentals of Word Decoding During Reading

As reading usually takes place at an incredibly fast pace, even we as prac-
ticed readers are barely aware of the processes necessary for decoding
words. The knowledge of mdividual words., m particular knowledge of
their standard orthographic form 1is, of course, an important requirement
for decoding words. But how 1s the reader’s knowledge of indwvidual words
utilized when reading? Which phases of word decoding can we distin-
guish? Research on the phases of word decoding has presented contrasting
positions and theones: on the one side, some researchers argue that words
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are decoded letter by letter (cf Gough 1972), and on the other side, that
words are decoded in the form of complete visual patterns (cf Smith 1978).
Smith’s approach 1s based on the mnsights gained by psycholinguistic ex-
penments (Reicher 1969). These same expenments venified the word su-
periority effect (Reicher 1969). According to this effect, letters are pro-
cessed faster when they are presented within an existng word (cf
Klicpera/Gasteiger-Klicpera 1995: 13). Smith interprets this phenomenon
as proof of words being processed as visnal pattems as a whole.
MNowadays. researchers assume that the model of word decoding should
take both posttions into account, due to the fact that our mental lexicon
stores knowledge on whole words alongside knowledge on individual let-
ters (cf. Chnstmann/Groeben 1999).

In this vein, the so-called dual route cascaded model (Coltheart/Rastle/
Perry/Langdon/Ziegler 2001, Ziegler/Ferrand/Jacobs/Rey/Grainger 2000,
Ziegler/Jacobs/Klueppel 2001) postulates two different ways of word de-
coding in advanced readers: a lexical and the nonlexical or sublexical

Toute.

248



{Print)
PINT

—

Visual
Feature Units

ﬁi_.!
Y

o

Letter Units

Orthographic
Input

o Lexicon
o
Semantic Grapheme-
Phoneme
System Rule System
‘l

Phoneme
System

[paint/
{Speech)

Figure 6.3: Dual route cascaded model (Coltheart et al. 2001: 213)

According to the model of Coltheart et al. (2001), the lexical path leads to
the right entry of the mental lexicon by orthographically decoding the vis-
ual typeface. In other words, if a word 1s available 1 the mental lexicon,
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the visual typeface directly activates the represented word. This process is
also possible when a word has only been processed m a verbal form up to
that pomt, meaning that its orthographic form as such 1s not yet stored 1n
the mental lexicon. In these cases, according to Coltheart et al. (2001) there
15 no direct access to the word in the mental lexicon. The orthography 1s
first processed via grapheme-phoneme correspondences and the word’s
meaning 1s ascertained through comparson to the stored word sound. It
means that the sound form of the word 15 mentally reconstructed letter by
letter by attnbuting the letters to the respective sounds, and then the com-
bination of all decrypted sounds mentally replicate the sound structure of
the word (for instance with the German word Wal (whale): <W= ==/v/,
<A> == fa/, <L>= == /I/). The model also contains a third way of recon-
structing an unknown word, one leading directly from the orthographic
word representation to the phonological word representation without acti-
vatmg the word meaning_ It seems plausible for tramned readers to use the
lexical path, meaning that they access the word meanmg directly through
the typeface. How tramned readers can process words as a whole without
letter-by-letter phonological recoding 15 evident when correcting written
assignments and repeatedly missing typos. It 1s also evident how we can
fluently and effortlessly read a text even when the sequence of letters i a
word 1s incorrect. When an inexpernienced reader. however, encounters a
compound unfammhar to them, this may result in a slower word decoding
process according to the model, even 1f the individual parts of the word are
available as sepamate entnes in the lexicon (cf Andrews/Millet/Rayner
2004).

Even though the dual route cascaded model enjoys widespread acceptance,
we should mention that the model does not sufficiently descnibe the se-
mantic and morphological aspects of word decoding (Eysenck/Keane
2015: 366). A study by Verhoeven, Schreuder & Haarman (2006), among
others, shows how important morphological knowledge 1s when decoding
words. Elementary school children and adults took part in the study, and
both groups were faster to recognize words with a real prefix (such as up-
loading) than words with a pseudo prefix (such as upper). Other studies
have found that the productive use of morphological information (such the
decomposition of words into prefix, stem and suffix) 1s an mmportant indi-
cator of individual differences while reading and determining grapheme-
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morpheme comrespondences (cf Carhisle/Katz 2006; also cf Kief-
fer/Lesaux 2008). This makes it often easter for inexpenenced readers to
decode unknown words (Perfett1 2011: 158).

Overall, these and other psycholinguistic studies indicate word decoding
cannot be descnbed, as Coltheart et al. (2001) thought, as following van-
ous distinct routes. Word decoding should instead be regarded as a net-
work-like mteraction of phonological, orthographical, morphological, and
semantic information (cf Grabe 2009; also cf Verhoeven/Perfetth 2011,
Plaut'McClelland/Seidenberg/Patterson 1996). We will see in the follow-
ing section how important these factors are for promoting the ability to
recode words in the context of foreign or second languages.

6.2.2 Word Decoding and Reading Acquisition in the Foreign Lan-
guage

In the previous section we looked at how word decoding consists of basic
sub-processes of reading and also contemplated vanous approaches. We
saw, among other things, how the letter-reading level and the word-reading
level do 1n fact mteract and observed how morphological knowledge plays
an important role in the interaction between letter and word. Consequently,
we then explored how these insights can be used for promoting word de-
coding skills 1 foreign or second language contexts. Before gomng imnto
further detail, we must bear in mind that teaching word decoding skills 1s
merely a small part of the multilayered construct that constitutes reading
enhancement. Apart from the purely cogmitive aspects (textual surface, text
base, mental models), reading enhancement can also address vanous
reader dimensions (metacognition, motivation, identity, etc.) and aspects
involving reading sociahization (such as ‘readmg as cuoltural practice’,
among other things) (cf Munser-Kiefer 2014: 145; also cf Rose-
brock/Nix 2008). Ultimately, 1t 1s not enough to promote word decoding
abilities to help our leamers become competent L2 readers. However, one
cannot overlook how the ability to decode words, as a basic partial compe-
tence of reading. 1s fundamental for acquiring more advanced partial com-
petences i reading (such as the formation of mental models) and 1s the
basis for further instructional support measures (cf Munser-Kiefer
2014: 24). We will, therefore, now look at what aspects are critical to the
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acquisition of decoding skills in a foreign language. We will then familiar-
1ze ourselves with vanous enhancing pedagogical concepts focusing either
on phonological awareness or on morphological awareness.

6.2.2.1 Influencing Factors affecting Reading in the 1.2

We see a great vaniety in L2 leamners’ efficiency when decoding words. In
the context of Coltheart et al "s model (2001), the phenomenon 1s mainly
ascribed to the orthographic distance between the L1 and the L2 wnting
systems, especially when eardy acqmsition stages are affected (cf
Koda 2005; see also orthographic depth hypothesis according to
Katz/Frost 1992). Accordmg to Cheung & Cheng (2004), two descoptive
parameters descnbe orthographic distance: orthographic representation
and orthogrmaphic depth. The orthographic representation of a language
may be based on an alphabetical wrniting system (such as in most European
languages). on a syllabic one (Japanese or Arabic), or on a logographic one
(Chinese). Orthographic depth refers to the extent of the grapheme-pho-
neme comespondence with respect to true sound. If the graphemes (letters)
of a language can be reliably attnbuted to mainly a smngle sound, we speak
of a shallow orthography. However, if the grapheme-phoneme correspond-
ence displays irregularities in its attnbution, then 1t 1s called deep orthog-
raphy. In Spanish, for example, the grapheme <a> 1s always realized as the
phoneme [a]. In English 1t 1s reahzed differently depending on the sur-
rounding, e g, as [e7] or [a], among others.
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Figure 6 4: Grapheme-phoneme comespondence in various languages (based on
Perfetti/Dunlap 2008: 18)

Overall, empincal findings in general seem to support the hypothesis that
a sumilarity between orthographic representation between the L1 and the
L2 has a positive effect on reading acquisition (Grabe 2009). In a naming
task, Hamada & Koda (2008) discovered a marked difference between Ko-
rean (L1 alphabetic) and Chinese (L1 logographic) leamers of English.
They ascribed these differences to the effect of orthographic representation
through the respective congruent or non-congruent L1 wnting systems.

In terms of orthographic depth, we can see several interesting phenomena
in the acquisition of written language. Learming grapheme-phoneme corre-
spondences 1s different in every language. and so for languages with shal-
low orthography such as Dutch and German, phonological awareness 1
terms of grapheme-phoneme comespondences 1s not a conclusive indicator
of mdividual differences. L2 Dutch or German readers do not find great
difficulties in decoding words as the correspondences are relatively relia-
ble and the individual vanance 1s quite low (Grabe 2009: 117). In lan-
guages with deep orthography such as English, we can assume that the
automatization process of phonological recoding via grapheme-phoneme
comrespondences takes a bit longer, because the orthographies possess a

253



higher degree of iregulanty (cf Seymour 2006). In l,anguages with hagher
imegulanty, learming grapheme-phoneme correspondences 1s often only

possible by consulting the entire word form (for example life versus Jive).

However, this also requires the leamer to acquire the processing of the
word in its entirety at the lexical level, in order to be able to deduce similar
sound structures (thymes, syllables. suffixes, among others) and to apply
them to other words (sight-word reading. Grabe 2009: 118), aside from
merely phonologically recoding a word. When acquinng reading skills in
English, morphological awareness and the word level play important roles
for this very reason (cf Seymour 2006).

According to Wimmer & Landerl (1998). orthographic depth and the re-
quirements associated with 1t can explain the fundamental differences of
the various concepts of reading acquisition. For example, while m English
speaking educational systems the word level and morphological awareness
are often the basis for leaming grapheme-phoneme correspondences, read-
ing competences in German-speaking educational systems are taught
mainly at the level of letters, usually without any reference to morpholog-
1cal or semantic aspects. In the following section we will explain the basics
of those concepts of reading acquisition focusmg on phonological aware-
ness. While this aspect of phonological awareness has its raison d’étre, 1t
also has grave disadvantages. Unfortunately, teachers often skip these 1
practice, due to a misunderstood belief m structures. For this reason, mor-
phological aspects require more attention, as they are the basis of alterna-
tive models. Such models often contain cogmtive linguistic pnnciples m-
stead of structural formalisms and view language vanation as a motor of
language acquisition rather than 1ts enemy.

6.2.2.2 Phonological Awareness

When reading 1n a foreign language, readers are often confronted with the
prospect of decoding words they have never read before. A news anchor
of sports commentator, for instance. who 15 unfarmliar with the word pen-

alty (‘penalty, emphasis on the first syllable), would likely pronounce 1t
incorrectly as pe ‘nalty (emphasis on the second syllable), as commonly
observed in Austrian and German sports broadcasts. According to the
model of Coltheart et al. (2001) we can assume the reader utilizes a pre-
lexical path. The pre-lexical path presupposes that the word 1s decoded let-
ter by letter with increased effort through phonological recoding. A distinct
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phonological awareness of the target language 1s necessary for efficient
phonological recoding. The leamer must possess the ability to consider the
sound aspects of a language mndependent of the level of meaning (cf Wem-
mer 2011: 4; also cf Kiispert/Schneider 2008). Factors such as the aware-
ness and manipulation of syllables, thymes, and phonemes are all part of
the phonological awareness (cf Wemmer 2011: 4). Only then 15 the learner
capable of recoding a word phonologically through language-specific
grapheme-phoneme comespondences.
“Stage models of wnting acquisition™ (e.g., Giinther 1986) emphasize the
importance of sound-onented reading in the early alphabetical stage as the
basis for the mastering of the orthographic stage (Schnitzler 2008: 1). This
means that reading or writing acquisition initially begins by attributing
sounds to letters. Only afterwards are the letters synthesized into words
through grapheme-phoneme correspondences. Phonological awareness
takes place at several levels (syllable level, letter level, phoneme level) and
so requires a vanied approach to addressmg all stages. Schmitzler (2008)
distinguishes between the followmg dimensions of depth of phonological
awareness (orgamized by increasing level of difficulty):

- 1dentifying (recogmizing phonological units as words)

- synthesizing (joining sounds and syllables mto words)

- segmenting (disassembling words into smaller phonological units)

- manipulating (substitution, addition, or omission of phonological

umnits).

Forster & Marntschinke (2001) propose additional mtroductory exercises
for phonological awareness traiming, for example thyming games with (1m-
age) cards. In these exercises, the leamer needs to create a senes of pairs
from image cards with thyming terms (such as the words house and
mouse). The purpose of this exercise 1s that students direct their attention
towards the form and less towards the content of the words and thereby
develop a feeling for grapheme-phoneme comespondences. It 1s especially
important in this exercise that students create connections to something
fammliar to them, such as the ability to distinguish between thymmg and
non-thyming words.
Approaches to the teaching of reading that are based on stage models usu-

ally 1solate processing strategies and aim for a strict progression (cf. Pracht
2010). The choice of words used by such approaches depends stnictly on
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orthographic complexity and the difficulty level. In order to determine an
adequate progression i word choices, several of the following prmciples
should be taken into account, accordmng to Helbig, Kirschhock,
Martschinke & Kummer (2006: 199): shorter words precede longer words,
long vowels precede short vowels, regular grapheme-phoneme corre-
spondences precede irregular comrespondences, long consonants (such as 7
m, n) precede plosives, etc.

The focus on the role of formal features in the acquisition and teaching of
a language, however, seems somewhat problematic from a cognitive lin-
guistic point of view, as not enough attention 1s paid to the role of mental
processes when forming phonological schemas (cf Pracht 2010). For this
reason, we will explore the general relevance of mental processes for read-
ing acquisition in the next section and we will also consider how these

concepts can be mtegrated into approaches supporting 1t.

6.2.2.3 Morphological Awareness

The previously presented approaches to the teaching of reading focus on
phonological awareness. especially in the earlier stages. They also focus
on phonological recoding using language-specific grapheme-phoneme
comrespondences. However, this overemphasis on the phonemic prninciple
suggests a reductionist and, to a degree, naive understanding of phonemes
as the sounds of letters: words can be reconstructed through grapheme-
phoneme comespondences and independently from morphological and se-
mantic aspects (cf. Fraser 2010: 366). However, the alphabet only indi-
rectly descnbes the sound sequences of words and, therefore, 1s merely a
medium for representing spoken language. This 1s apparent when we at-
tempt to descnbe different vanants of the grapheme <d> with grapheme-
phoneme correspondences: depending on the context, this grapheme 1s re-
alized as /t/ (such as in German Hund (spoken as [hont], dog)) or as /d/ (as
in German Daumen (spoken as [ davmean], thumb)) (Pracht 2012: 64).
These morphologically motivated spellings 1n particular are very difficult
for foreign or second language leamers (cf. Becker 2011). Excluding mor-
phological aspects dunng reading acquisition can reduce the complexity of
the leaming materials in the early stages, but necessitates an even more
complex reorganization of phonological schemas in later stages of acqui-
sition. The reason for this 1s the tendency of grapheme-phoneme corre-
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spondences to generate almost as many exceptions as rules. A famous sa-
tirical example of the nonuniformmty of grapheme-phoneme correspond-
ence in English 1s the respelling of fish as ghoti, both pronounced [fif] (with
the latter refernng to the sound of gh i laugh, o in women, and #i m mo-
tion). To better deal wath this, 1t seems plausible to combine phonological
awareness with morphological awareness in the early stages of readmmg ac-
quisition, in order to do justice to apparent inconsistencies in spelling (cf
Pracht 2010). Several empirical studies support the combination of phono-
logical and morphological awareness and present evidence of a close con-
nection between morphological knowledge and the development of word
decoding skills (Becker/Peschel 2013: 199; also cf Kieffer/Lesaux 2008;
lexical quality hypothesis according to Perfetti/Hart 2001). These studies
emphasize the importance of morphological awareness for the develop-
ment of phonological awareness, even in the preliteral phase:

[...] prehiterate chuldren fail even the simplest phonemic texts,
such as that of identifying words which begin with the same
sound [...] Only after the explicit concept [SOUND OF A
WORD] 1s mastered. can children develop, through play with
thyme, assonance and thythm, concepts of sublexical units, such
as syllables, onsets, etc. (Fraser 2010: 365)

In this context, morphological awareness 1s defined as follows:

Morphological awareness refers to students’ understanding of the
structure of words as combinations of meaningful units, known
as morphemes. It can be manifested when the reader decomposes
morphologically complex words into constituent morphemes or
recognizes morphological relationships between words. (Kief-
fer/Lesaux 2008: 784)

Another problematic aspect of approaches focused on phonological aware-
ness 1s their low compatibility with the mental processes of forming pho-
nological schemas. In parallel to the acquisition of grammar, we can as-
sume that phonological knowledge does not emerge from leaming and us-
ing a priori defined mles, but rather through the recognition of recumrent
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patterns of concrete words and their abstractions as schematized word tem-
plates (cf Vihman/Croft 2013).

As a consequence of this paradigm change regarding phonological
knowledge, language instruction should not start on the level of letters but
should begin on the word level. In the following paragraphs. we use exam-
ples from the Florida Center for Reading Research to show how morpho-
logical awareness can be mtegrated into the teaching of reading and vocab-

ulary.

Experiment 1
Objective: the student will identify the meaming of words with affixes.

Activity: students make words to match meanings by combimning affixes

and base words.

1. Place affix (pre-, un-, mis-_ -ly. -able, -less, etc.) and base word
cards (e.g.. avoid, fiction, heat, direct) face up in separate rows.
Place the meanmg cards (not straight, not fiction, heat before, can
aveide, etc.) face down 1n a stack. Provide each student with a work
board.

2. Taking tums, students select a card from the meaning stack, read it,
and place it on the wotk board (e.g.. put together again).

3. Find the base word (Le., assemble) and affix (1.e.. re-) to make the
word that matches the meaning.

4. Place the affix and base word above the meaning on the work board
and read it (1.e_, reassemble). Retum base word and affix cards back
to their oniginal positions.

Continue until all meamng cards are used.

6. Peerevaluation

Adapted from Flonda Center for Reading Research (2007):
hittps:/fwww_forr org/cumculum/PDFE/ G4 -5/45VPart Two . pdf
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Experiment 2

Objective: the student will produce the meanmg of words with affixes.
Activity: students make words and use them 1n a sentence to show mean-
ing by playmng an affix game.

1.

Students place the game board (a serpentine with and affix 1n each
space), number cube, work board, game pieces, and dictionary on a
flat surface. They are provided each with a marker.

Taking tums, students roll the number cube and move game piece
the number of spaces shown.

Students read the affix, identify 1t as a prefix or suffix, and state its
meaning. They say a word with the affix and use 1n a sentence. For
example, “Ful 1s a suffix that means full of A word with the affix
15 helpful. Ilike to be helpful and do chores around the house.™”

If correct, the students leave the game piece on the space and write
the word under the comresponding row on the work board. Note:
students may only use a word once. They may use a dictionary, as
needed.

If incomect, they retum the game piece back to the previous space.
They continue until all students reach the end.
Peer evaluation

Adapted from Flonda Center for Reading Research (2007):

h

s/fwww.ferr org/curmculum/PDE/G4-5/45VPart Two.
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6.2.3 Summary

Psycholinguistic studies indicate that word decoding does not fol-
low established routes. as suggested by Coltheart et al. (2001) but
15 dniven by a network-like interaction of phonological, ortho-
graphic, morphological, and semantic mformation.

The L2-leamers' efficiency in word decoding shows a great range
of vanation which seems to be determined by the orthographic dis-
tance between the L1 and L2 systems, which mfluences phonolog-
ical and morphological awareness of L2.

Concepts on reading strategies based on phases 1solate the pro-
cessing strategies and carefully plan their progression. Those con-
cepts that aim at fostenng morphological awareness at the same
time, by contrast, combine phonological awareness and morpho-
logical awareness from the outset in order to account for the sus-
pected inconsistencies of the writing systems.

6.2.4 Review Questions

1.

How would you explain the three possible ways to decode words
according to the dual route cascaded model?

‘What are the most influential factors for word decoding m the 127

‘What are the limitations of approaches to teaching reading compe-
tences that are based on stage models?

260



6.3 Advanced Reading Processes

As a teacher, you often see first-hand how hard 1t 1s for leamers to deduce
intertwined semantic relations in their entirety when reading a longer text
in a new language. Even if the leamer knows the meamngs of the indi-
vidual words, 1t remains a difficult task. After all the process of text
comprehension 1s comprised not only of decoding and stringing words
on the text surface, but also involves creating coherence at advanced lev-
els of a text. This unit focuses on how these advanced processes wotk as
well as on fostering reading competences by employmg vanous reading
strategies.

Study Goals

By the end of this chapter, you will be able to:

- explam higher-level reading processes

- 1identify the most important differences between reading in the
L1 and in the 1.2

- promote advanced processes by teaching goal-directed reading
strategies

- implement the phases of teachmg reading strategies mn a class-
room settng.

6.3.1 The Formation of the Text Base and the Role of Prior
EKnowledge during Reading

According to Kintsch (1998; also cf Kintsch 2005), several levels of ab-
straction in propositional text representations, that 1s the microstructure
and the macrostructure of a text, need to be distmguished from another.
The microstructure mentally represents the content of the text i the form
of propositions. Propositions represent the entire volume of information of
a text and, therefore, contamn all the details. Retamning all the mnformation
of a text, however, proves to be very uneconomical in certain situations.
While reading, readers usually tum to a senes of processing strategies to
reduce the text information The reduction of text information creates an
abstract propositional structure of a text: the macrostructure. According to
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van Dyk & Kintsch (1983: 190; also cf van Dyk 1980: 46). the following
(macro)mles are used for creating the macrostructure of a text:

1. DELETION: propositions irrelevant to the interpretation of other
propositions are onmtted.
2. GENERALIZATION: a conceptually more general and less spe-

cific proposition 15 created from the remaining individual proposi-

tions_ containing all of the semantic details of several propositions.
3. CONSTRUCTION: a new proposition, defined by a sequence of

individual proposttions. 1s constructed.
The knowledge of this type of procedure 15 relevant for encouraging read-
ing because the formation of textual macrostructures enables an efficient
and structured storage of text mformation as well as 1ts retneval (cf van
Dijk 1980, Louwerse/Grasser 2006). Van Dyk’s (1980) macrostructure ap-
proach underlines the difference between microstructures and macrostruc-
tures and shows how two types of processing are mun on the level of the
text base. Both processing types can be addressed by enhanced reading
instruction measures. Empinical findings show, quite unambiguously, that
the execution of enhanced processes on the level of global text coherence
separates the good readers from the weaker ones. With respect to the level
of local coherence, Long, Oppy & Seely (1997) were able to show, by con-
trast, that good and weak readers process the text i a stmilar fashion. En-
couraging advanced processing while reading 1n a foreign language, as a
result, seems of even greater relevance: the word decoding processes on
the textual surface are not as automatized m L2 readers as they are in L1
readers. Such decoding processes use up more cogmitive resources on this
level. As these cognitive resources are already allocated to the textual sur-
face, they are not available for advanced comprehension processes. The
lack of resources, as a consequence, is likely to result 10 a flawed model of
the macrostructure i foreign language learners (also for mstance cf
Honba 1996, OdedWalters 2001; see also Section 6.3.2). When leamers
are asked to deduce the relations between larger text units, the problems
become visible. Even though the leamers comprehend the individual words
and sentences, they often have great difficulties recogmzing and structur-
ing larger units of meaning. We will retum to the consequences of these
difficulties for reading in a foreign language after we had a look at the role
of prior knowledge i the generation of the propositional text base and
mental models.
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Texts rarely provide all of the mformation necessary for comprehension,
so that we as readers need to draw on our prior knowledge to fill the gaps
in coherence and form a mental text representation in the first place (cf
Rickheit/Strohner 2003, Rickheit/Schnotz/Strohner 1985; also cf Eh-
lers 1998). The example sentence We are going to be in the sun, you have
to put sunscreen on presupposes that the reader makes inferences based
on mformation stored in their encyclopedic knowledge and creates coher-
ent connections, recogmzing the danger of the sun for the skin and the 1m-
portance of protecting the skin with sunscreen to protect agamst skin con-
ditions and cancer. Our use of prior knowledge to create coherence 1n a
text 1s fairly obvious. More controversial 1s the question of what types of
inferences are created automatically and what types of inferences are in-
tentional. In this regard, Ehlers (1998; also cf Ballstasdt/Mandl/Schnotz/
Tergan 1981, Rickheit et al. 1985) differentiates between minimal, elabo-
rative, and reductive inferences. Minimal inferences serve to create coher-
ence on a local level, as 1s evident in the example sentence above on sun
protection. They fill the basic gaps in coherence not addressed by the text.
In contrast, reductive inferences aid the formation of the macrostructure by
reducing the propositional content of the text m accordance with, among
other things, the macro-rules defined by van Dyk & Kmtsch (1983). Fi-
nally, “elaborative inferences™ are meant to expand the propositional con-
tent of the text by consulting numerous repositories of prior knowledge and
reconcile them with the reader’s own expenences and expectations (Wolff
1995; quoted according to Finkbemer 2005; also cf Deppert 2001). Such
elaborations are mamly important for the formation of mental models (cf.
Johnson-Laird 1983) and their effect 1s, 1n contrast to reductive inferences,
the expansion of the content.

The “standards of coherence™ of the readers also play an important role:
they deternune which types of inference take part 1n the text comprehen-
sion process and the depth the processmng reaches (van den Broek/Ris-
den/Husebeye-Hartmann 1995). The standards of coherence are in tum
connected to a series of factors such as the goal of the reader, their prior
knowledge, the difficulty of the text, and the presence of distractors, tired-
ness, etc. (Lindertholm/van den Broek 2002, van den Broek/Lorch/Linder-
holm/Gustafson 2001, Graesser et al. 1994; also cf Lmderholm/Vir-
tue/Tzeng/van den Broek 2004). Also, the fact that prior knowledge repos-
itories do not present static structures, but instead change dynamically de-
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pending on context, seems to support the assumption that the reading situ-
ation on the one hand and the respective demands of the text on the other
play important roles when making inferences (cf —Whit-
ney/Budd/Bramucci/Crane 1995: 160). In this sense, the maximalist and
the minimalist position on inferences can be reconciled with each other.

6.3.2 Advanced Reading Processes in the Foreign Language

While the L2-specific aspects of reading on the word and sentence level
(textual surface) have been intensively researched, empincal findings on
the propositional text base and the mental model are comparatively thin 1n
the field of reading in a foreign language (cf Sufier 2011: 77).

All1n all, the results of the studies suggest L2 readers, especially at a lower
proficiency level, use up more cognitive resources at the level of local co-
herence (cf Jenkin/Prior/Rinalod/Wammwright-Shamp/Bialystok 1993,
Honba 1996, Oded/Walters 2001). For that reason, they are not capable of
allocating as many cognitive resources to the determmnation of the macro-
structure and the mental models (cf Bensoussan 1998: 216, Nassaj 2007:
95). The reasoning behind such a conclusion 1s based on the compensatory
encoding model by Walczyk (2000; also cf Walczyk 1995,
Walczyk/We1/Grifith-Ross/Goubert/Cooper/Zha 2007). According to the
compensatory encoding model, the use of compensatory strategies results
from fragmented language knowledge mhibiting the processes of advanced
text comprehension levels (Sufier 2011: 78). Several studies mdeed
showed L2 readers implementing more strategies than L1 readers i order
to process linguistic stimmli on the textual surface to compensate for a lack
of language knowledge (cf. Stevenson/Schoonen/Glopper 2007: 121). L1
readers on the other hand are much more likely to utilize strategies for
forming mental models and strategies for expandmg their textual
knowledge based on prior knowledge. There are great differences between
L1 and L2 reading in terms of the type of strategies utilized (cf. Stevenson
et al. 2007; also cf Fitzgerald 1995), but this 1s relatively constant and
independent of text difficulty as well as the reader’s goals (Homiba
2000: 256). To sum up, deficient mental representations of propositional
text bases result in a failed activation of pnor knowledge, and this signifi-
cantly impedes the formation of mental models (also see Kmtsch’s model
1998).
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6.3.3 Strategies for Promoting Advanced Reading Processes

In light of the L2-specific problems we have just descnbed, this section
intends to present reading strategies helping the reader to optimize certain
aspects of advanced readmg processes. Reading research differentiates be-
tween three main types of reading strategies (Chnstmann/Groeben 1999):
repetitive strategies, organizational strategies. and elaborative strategies.
While repetitive strategies are meant to promote processes on the textual
surface (such as repeatedly reading or marking key words), the organiza-
tional strategies and elaborative strategies serve to structure the text con-
tent and expand the knowledge of the text using the reader’s pror
knowledge (cf Munser-Kiefer 2014: 136). These last two strategies are the
ones relevant to promoting advanced processes.

6.3.3.1 Organizational and Elaborative Strategies

Organizational strategies provide numerous possibilities for promoting
macrostructure construction through specific supportive measures, such as
developing text-accompanying graphic overviews. Superstructures (cf
van Dyk/Kintsch 1983) can serve as a basis for the representation of
graphic overviews. Superstructures are descnbed as conventionalized, of-
ten recurring schematic forms of globally organized text models. These
encompass everything from text type-specific structures of a text to the
more general conceptualized orgamzation forms of texts (cf
Louwerse/Graesser 2006, Jiang/Grabe 2007), such as classifications, argu-
mentation patterns, processes, chronological sequences, definitions (with
the structure “x 1s a x that ™), comparisons or contrasts, cause-effects, pro
and contra arguments (cf. figures 6.5-6.7).

—_— b

Figure 6.5 Arpumentation (Jiang/Grabe 2007- 45)
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Argument/Claim/
Thesis statement

Evidence 1 Evidence 2 Ewvidence 3

Conclusion

Figure 6.6: Chronological sequence or process (Jiang/Grabe 2007: 44)

Figure 6.7- Classification (Jiang/Grabe 2007: 45)

The use of one of these superstructures can make 1t easier to classify and
group the text content on a global scale (cf Louwerse/Gmesser 2006).
Apart from extracting the superstructure of the text content, there are sev-
eral other orgamzational strategies the reader can use to comprehend the
content of a text and to restmucture or reduce the text for further use, de-
pending on the circumstances. Examples of these types of organizational
strategies are: finding concrete information within the text, identifying a
text’s key ideas, creating references between the parts, and so on (cf
Chnstmann/Groeben 1999).

In contrast to organizational strategies, elaborative strategies transcend a

text’s content and expand it using the reader’s existent knowledge reposi-
tones, so they can use acquired knowledge to realize individual goals (cf
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Chnstmann/Groeben 1999). Elaborative strategies are connected to the
processes of mental model formation of texts as they encourage important
advanced reading processes (as defined by the PISA study 2000). Reading
competence means to be able to read, use and reflect on wrtten texts in
order to attain one’s own goal to develop one’s own knowledge and poten-
tial, and to take part in social hife (cf PISA 2001: 80). According to the
PISA study, the reading process not only consists of determining text con-
tent and the global structures within a texi, but rather of processing text
knowledge 1n accordance with one’s own judgement and utilizing 1t 1n daf-
ferent situations. Accordingly, Chnstmann & Groeben (1999) refer to the
following (reading) strategies as elaborative strategies, among others:
- forming analogies, searching for examples and finding explana-
tions
-  wortking out advantages and disadvantages, finding counter argu-
ments

- formulating hypotheses
- wortking out the author’s intentions and goals

- making compansons between pieces of information from different
sources, evaluating what has been read

- determining personal relevance.

Hence, the superordinate goal of elaborative strategies 1s to make 1t easier
for the reader to create a connection between newly acquired knowledge
from the text and already existing knowledge structures, as well as personal
expenences (cf Munser-Kiefer 2014: 137). In this sense, the examples in
the exercises in Chapter 6.2 for promoting hypothesis formation when
reading texts should be regarded as targeting elaborative strategies since
the prnior knowledge of the reader 1s mtegrated in the reading process. Fur-
thermore, several studies of reading strategies emphasize the necessity of
promoting metacognitive knowledge as well as teaching organizational
and elaborative strategies (cf Sohrabi 2012, Munser-Kiefer 2014).
Knowledge and the control of a person’s own cognitive processes is part
of an individual’s metacogmtive knowledge. The reader. according to
Chnstmann & Groeben (1999) must acquire reading strategies along with
a sense of how and when to use them. Additionally, the reader should mon-
ttor their own reading process and if necessary be able to evaluate the suc-
cess of the reading strategies used (cf Chnstmann/Groeben 1999). For this
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reason, the reader 1s well advised to define a reading goal before choosing
an adequate reading strategy. Depending on their decision, they can then
make appropriate adjustments. The use of strategies should also always be
attuned to the reading goals so that no particular deep reading or detailed
processing of the text structure 1s necessary for finding certain text mfor-
mation. We will discuss metacognitive strategies extensively i the follow-

ing chapter.

6.3.3.2 The Use of Visualization as a Reading Strategy

‘We have already shown in what ways the advanced processes on the levels
of text base and mental models described are important components of the
reading process, even if they require different strategic procedures. For this
reason, we want to show in this chapter how reading strategies are devel-
oped and taught in the classroom, using the example of text-accompanying
graphic overviews.
Graphic overviews often consist of spatially allocated image-based infor-
mation and linguistic mformation, whose concepts (also referred to as
nodes) are connected with each other through semantic relations (usually
limes) and appropnate labelling (Mayer 2001; also cf Keller/Grimm
2005: 169). The value of a graphic overview lies precisely 1n the spatial
representation of hnguistic information as this type of representation
makes the relations between concepts or propositions explicit (Tergan
2005, Gyselinck/Tamet'Dubois 2008: 356). Graphic overviews can also
help visualize complex concept stuctures, which otherwise could only be
represented m our munds with great cognitive effort (cf Ware 2005: 29,
Rouet/Potelle 2005: 303). The advantage for foreign language leamers 1s
the information processing that partially takes place through image pro-
cessing. In this way, an extraneous overload 1s avoided (cf. Chapter 7). In
other words, leaming from texts can be distinctly enniched by the inclusion
of image-based features (cf Mayer 2005a). Loosely, based on Sumfleth,
MNeuroth & Leutner (2010: 67), the followmg distinctive steps lead to the
creation of a graphic overview:

- Note important terms (pethaps after formulating an opemng ques-

tion).
- Determine the type of spatial arrangement (hierarchical. sequen-
tial, network-like, etc).
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- Space the terms on paper m accordance with the chosen arrange-
ment.

- Connect terms with arrows.

- Label amrows (optional).
With respect to the second step, several studies have found that the previ-
ously explained superstructures more likely result in greater leaming suc-
cess when creating a graphic overview, instead of network-like represen-
tations, especially in leamers with a rather meager degree of pnor
knowledge on the subject matter of the text (see for example Amadien,
Tricot/Marmé 2009, Méller/Miiller-Kalthoff 2000, Potelle/Rouet 2003).
Leamers who possess a higher degree of prior knowledge are able to learn
better with more complicated conceptional graphic overviews, such as
non-hierarchical or netwotk-like overviews. The following images show
two types of graphic overviews:

Ufﬂl’é&lﬁ‘uﬁﬂﬂ DE;E;%R;

gravitational

in the air

depends on depehds on
measire of i !

changesin  changes in

Figure 6 8: Hierarchical graphic overview according to the criterion of classifica-
tion (Puntambekar/StylianowHiibscher 2003: 42)
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Figure 6.9 Network-like graphic overview without a discernible centre (Pun-
tambekar et al. 2003: 42)
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Depending on the content of the text, two or more superstructures are often
used in combination when creating a graphic overview (Jiang/Grabe
2007: 44). Graphic overviews also offer additional design options with the
use of colors, as these may be used for highlighting common features
among the concepts depicted by the graphic overview (cf. Folker/Ritter/51-
chelschmdt 2005). In order to attam the desired learmng success, it 1s rec-
ommended to always couple color coding with the concrete requirements
of the task. Otherwise, this supposed aid might tum out to be irrelevant or
in some cases may even result in leaming-inhibitory effects (Keller/Grimm
2005).

The goal of such a strategy 1s for the leamner to be able to work with graphic
overviews receptively and productively. Teaching this type of leaming
strategy to learners for productive application involves the followmg three
phases: in the first phase, the leamers look at different prefabnicated
graphic overviews within the bounds of their reading matenial and become
fammliar with the components and the structure of graphic overviews. The
teacher also explains how graphic overviews are created (cf. Sumfleth et
al. 2010). In a second phase, the leamers can be presented with text-ac-
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companying graphic overviews contamning gaps for the leamners to fill. Fi-
nally, leamers can attempt to create graphic overviews independently as
described 1n the gmdelines in the first phase and discuss their results 1

groups.

Advice: There are numerous programs for creating graphic overviews
on the intemet (for example see cmap ihmc us). The free software
Cmaps Tools® of the Institute for Human and Machine Cognition
(IHMC) has proven itself to be an efficient tool for various reasons: for
example, its quick and easy installation, 1ts easy use. and its broad range
of settings for exporting files.

Experiment

Try out Cmaps Tools© by creatmg a graphic overview of the different
reading strategies. You may want to add some resources and examples
for illustration purposes.

6.3.4 Summary

The formation of macro structures has the purpose of efficiently
reducing text information and is implemented using the macro-
tules of deletion, generalization, and construction.

Greater difficulties at the level of the textual surface often lead to
deficiencies mn determining a text’s macro structure.

Organizational strategies, on the one hand, serve to structure text
content, elaborative strategies, on the other hand, exceed the text
content and expand it using the reader’s prior knowledge.

The knowledge, as well as the control of one’s own cogmitive pro-
cesses are considered a part of metacognitive knowledge.

Graphic overviews consist of spatially arranged image-based and
lmguistic information.

Graphic overviews offer great advantages for the enhancement of
L2 reading.

2


https://cmap.ihmc.us/

6.3.5 Review Questions

1
2.

For what purpose do we use macro-rules when reading?

Which orgamizational and elaborative strategies do you know?
Name three examples.

How can teachers explain how to independently create graphic
overviews for the improved illustration of a text’s macrostructure?

What are the advantages of using graphic overviews as text-ac-
companying learming aids for language leamers?
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6.4 The Role of Learning Strategies for Information Processing

Parvaneh Sohrabi

The preceding chapter dealt with reading competence and the enhance-
ment of leaming strategies. This chapter revolves around the question of
task control, especially in terms of situations involving mmltitasking. In
multitasking situations, many ancillary processes (e.g.. going through the
shopping list m one’s mind, conversing with one’s partner m the front
passenger seat etc.) take place simmltanecusly to the mamn process (such
as doving a car). We usually master these multitasking situations without
any effort and without ending up 1n an undesirable situation, such as a
car accident. This form of task control is called executive control or
regulation. Executive control 1s not only very important for mastenng
everyday situations, but also for the leaming process, i particular for
knowledge processing. In relation to the leaming process, executive con-
trol or regulatory activities are referred to as metacognitive strategies.
In the following chapter, we discuss the value and application of meta-
cognitive strategies when accomplishing tasks, especially when analyz-
ng texts.

Study Goals

By the end of this chapter, you will be able to:

- evaluate your own reading behavior and your use of metacogni-
tive strategies

- use language processing models and your knowledge of meta-
cognition to explain the function and use of metacognitive strat-
egies

- apply these strategies to your teaching, e g, when reading diffi-
culties occor 1n a learming and task-based teaching unat

- evaluate existing enhancement measures.
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6.4.1 Cognitive Abilities and Learning Abilities as Conditional Com-
ponents for Successful Learning

Let us retum to the earlier example of driving as a simultaneous process.
It 1s an everyday situation and probably seems effortless to you, as you
probably barely remember the challenge of sitting behind a steering wheel
for the first time after recerving your provisional dnver’s licence. You had
to handle the situation somehow. An experienced dnver 1s usually able to
master multitasking in such a situation with self-direction and confidence.
They automatically initiate solution paths for mastering tasks. Iflater asked
about the individual steps the dover has completed 1n order to amive from
Point A to Point B, they would probably not be able to remember or ver-
balize all of the steps. The important thing 1s that they are able to access
enough memones of various skills from the skill memory (also known as
procedural memory) for this kind of everyday situation. The skill memory
stores all memones relating to the execution of a skill or an action. Current
research distingmshes between two basic forms of skill memory: sen-
sorimotor skills and cognitive skills.

Sensonmotor skills include motor skills such as opening and closing doors,
drving a car, dancing and donking from a glass. On the other hand. we
draw on cognitive skills when solving problems and tasks or when imple-
menting strategies (cf Gluck/Mercado/Myers 2010: 133). The ability to
speak, wnte, read, or to implement learning strategies accumately are all
acquired cogmtive skills. The common denominator of cognitive skills 1s
their basic ability to mprove over time with practice (cf Gluck et al.
2010: 132). Especially because cognitive skills are something we acquire,
they play an important role m the human socialization process. Without
our cognitive skills, we as humans would not be able to employ autonomy
or agency as our key qualifications. We have already dealt with the mastery
of tasks in everyday situations: inside the leaming process, cognitive skills,
in particular leaming strategies and self-regulatory skills, are crucial com-
ponents, which we will take a closer look at now.

MNumerous defimtions exist for the term learning strategy. For instance,
Hasselhom (1992: 36) defines leaming strategies in the context of task-
based terms and describes leaming strategies as potentially conscious and
controllable goal-onented processes. Allen (2003: 231) treats the term
leaming strategy as “a step or action that 1s designed to enhance learming,
that 1s not automatic, and that 1s deliberately chosen by the leamer and
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applied to a leaming task™. In the publications of Oxford (2003: 274) a
leaming strategy 1s “a plan that 1s consciously aimed at meeting a goal.
[...] conscious control, intention, and goal directness remain essential cn-
teria for a strategy™. A companson of the vanous defimtions we have just
listed shows how, despite all differences. the common denomunator of
leaming strategies 1s that they are target-oniented, conscious and controlla-
ble actions or processes. Aside from numerous attempts to define the term
leaming strategy, we also encounter different attempts to provide more
concrete classifications. The most typical classification paradigm referring
to leaming strategies mvolves seven categories: cognitive strategies, met-
acognitive strategies, mnemonic of MEmory supporiing strategies, com-
pensatory strategies, affective strategies, social strategies, and self-moti-
vatmg strategies (cf. Anderson 2005: 760). While the first six also appear
in Oxford’s work (1990). Chamot & O’Malley (1994), among other re-
searchers, prefer to subdivide them mto cognitive, metacognitive, affec-
tive, and social strategies. The works of Déryei (2001) centre around self-
motivating strategies. We discuss cogmtive and metacognitive strategies
at a later point i greater detail. For the sake of being thorough, we would
also like to mention learning techniques such as the creation of notes and
memos, as these techniques contribute to the execution of mnemonic or
memory-supporting strategies. Affective strategies are used for regulating
emotions and motivations. Social strategies include activities the leamer
uses for the interaction with other leamers (cf Cohen 1999: 8, O'Mal-
ley/Chamot 1990: 8). Socio-affective learming techniques include collabo-
ration, questions, and self-talk (cf O’Malley/Chamot 1990: 45). Self-mo-
tivating strategies imnvolve leaming techmques such as defining and rede-
fiming leaming goals as well as frustration management. Learming strate-
gies are overarching processes or actions. Leaming techniques on the other
hand are individual measures or partial actions of these processes (cf. Fred-
eriksson 2019: 313322 for a comprehensive overview). This means that
learning techniques are embedded in leaming strategies and only surface
in the context of a certain task within a certam learmng strategy.

6.4.2 Cognitive versus Metacognitive Strategies

Imagine you receive a text which you must analyse by yourself in order to
present a summary of 1t at a later point. The strategies you would usually
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implement are summanzation, organization, and image-based presenta-
tion. The leaming techmques, applied as partial actions, would be high-
lighting, underhning of important passages with a marker, and transferming
the key words to a diagram illustrating the relations of the individual pieces
of text content. The above mentioned strategies are referred to as cognitive
strategies. Cognitive strategies serve the purpose of the direct intake and
processing of mformation (Wild, Schiefele/Winter 1992: 3), and, there-
fore, encompass learning techniques with the intention to absorb, 1dentify,
classify, memorize, elaborate, and cntically venfy as well as store mfor-
mation (cf Cohen 1999: 7, O°'Malley/Chamot 1990: 8). Fnednch (1995)
considers the following strategies to be cogmitive strategies:

-  memonzation and revision strategies
- elaborative strategies

- transformative strategies

- reductive organizational strategies.

Strzebkowski (2006: 72), however, distinguishes between the following
leaming techmques mn terms of the aforementioned strategies:

-  memonzation and revision strategies:
- memonzing and stormg individual pieces of content m the
long-term memory
- actively revising and reciting
- usimng a Vocabulary-Index-Machine.
- elaborative strategies:

- augmenting new content with additional information, se-
mantic analysis and adaptating it for a better and broader
mtegration of the information into existing cognitive
structures

- activating prior knowledge
- creating connections to prior knowledge

- creating meaningful mternal connections (to develop -
temal structures) within the new matenial (construction)

- using analogies and examples
-  paraphrasing

276



working with cognitive maps and concept map represen-
tations

analysing connections

developing overarching connections between partial as-
pects of the content

formulating and answering questions
coitiquing
drawing conclusions

applying what has been newly leamed to other content
(transfer).

- transformative strategies:

transfernng mformation to a different form of presenta-
tion, usually coupled with reductive organizational strate-
gies

using mindmaps, generating semantic networks (‘net-
working”), using diagrams, wvisualizations, images and
posters.

- reductive organizational strategies:

reducing the complexity of information and categonizing
it 1n larger units for mcreased clanty, comprehensibality
and analysis

reducing the information to individual terms (keyword-
ing) and concepts

semantic classification — creating classifications for terms,
concept, and subdivisions

creating lists of terms

reducing semantic structures (associative, hierarchical,
causal)

summanzation (m text form. with the aid of graphic tech-
niques such as networking, mapping or creating diagrams
as a form of transformational strategies)

creating notes and transcnpts as well as other aids
orgamzing, classifying, and labelling learning matenials.
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However, the aid of cognitive strategies can only partly ensure problem-
solving. A complete resolution of a problem also requires the control over
processes of these strategies (cf Boekaerts 1997, Friednch/Mandl 1992,
Simons 1992} Think of expenenced chess players who plan their moves
fives steps in advance. They not only require haghly orgamzed knowledge
repositories, but also need to plan, execute, monitor, and evaluate the
moves and, if necessary, modify the strategy. The terms self-regulation,
self-momitoning, and self-guidance target the monitorng and regulative as-
pects of autonomous leaming and are realized with the aid of metacogni-
tive strategies. In companson to cognitive strategies. metacognitive strat-
egies are aimed less towards the actual learming process, as cognitive strat-
egies are, but rather target the control of cogmitive processes and the
indvidual's leaming progress (cf Hasselhom 1992: 37). They consist of
two aspects: the static declarative aspect of knowledge and the dynamic
aspect of executive control. We will discuss the latter in more depth in this
chapter. The developmental psychologists John Flavell (1971) and Ann
Brown (1978) were among the first to reflect on the components of meta-
cognition. Flavell focused on the declarative aspect of knowledge, while
Brown mainly contemplated the executive aspect of control. Kluwe (1981,
1982) first differentiated between the declarative aspect of knowledge and
the executive aspect of control.

The declarative aspect of the knowledge of metacognition, also referred to
as metamemory, mainly consists of a knowledge of leaming and memon-
zation strategies, which are located in the episodic memory (memones of
events) and in the semantic memory (memones of facts). For this reason,
Flavell (1984) speaks of metamemory. Together with Wellman, Flavell ex-
panded the term with the following four subcategoncal fields of knowledge
(see Figure 6.10): knowledge of the individual variable enables the leamner
to realistically evaluate his or her knowledge, knowledge of the task van-
able encompasses the knowledge of the factors facilitating or impeding
leaming requirements, knowledge of the strategy vanable 1s the knowledge
of general and special leaming and memonzation strategies. However, a
task can only be comrectly evaluated for the nght strategy with the help of
metacogmtive sensitivity. (cf Flavell 1984: 24). Accordingly, this part of
the knowledge aspect serves a key function: it tnggers strategic action
based on the leamer’s available knowledge (cf. Hasselhom 1992: 37).
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Knowledge of the
individual variable

Knowledge of the
task variable

Knowledge of the
strategy variable

f

Flglre 6.10: CW of m

In order to understand the interplay between the components of metacog-
nition, let us look at an example situation takmg place in a tram station.
Imagine a seven-year old child was asked to pick up their grandmother
from the train station. Due to the difficulty level, the child would likely be
overwhelmed by the task. The resulting reaction could be very different
and 1deally, the child would ask a familiar adult for help. An adult would
have enough memories of events and facts stored m their brain to feel up
to the task (sensitivity). However, this knowledge alone would not be suf-
ficient to master the task. The child would have to call upon certain cogm-
tive skills from their skill memory to be able to master the set task, such as
the ability to suppress or manipulate certain (mishnformation (such as the
noise in the train station) in order to reach the actual goal (attaimng the
comrect information regarding time and place of armval). The cognitive
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skills the child or adult would retrieve from the skills memory in this situ-
ation are referred to as the executrve controlling aspect of metacognition
in literature. The term executive control relates to the question of “how” the
leamer’s declarative strategy knowledge 1s implemented or used. Ann
Brown divides the executive control up into planning activities, monttoring
activities, and result-related activities. The planming activities take place
before tackling the task itself (cf Brown 1984: 63). In this first phase the
leamer evaluates the task requirements and the necessary resources before
formulating leaming goals and learming questions, activating prior
knowledge, and choosing appropnate strategies (cf. Bannert 2007: 26).
The monitoring activities take place dunng leammg: managing, venfying,
changing, and replannmng the mitial strategies are all part of monitoring
activities (cf Brown 1984: 63). The monitoring process focuses attention
on leaming and goal achievement. The implemented strategies are also
monitored 10 terms of their adequacy, and difficulties are eliminated. If the
subject areas happen to remam vague, the leamning processes are repeated
(cf Bannert 2007: 26). The resulting monitoring activities venfiy the re-
sults of the applied strategy m accordance with criteria of efficiency and
effectivity (cf Brown 1984: 63). These two criteria require a diagnosis and
evaluation of the attained learmnmg progress as well as the evaluation of the
appropnateness of the used strategy (cf Bannert 2007: 26). The executive
control aspect of metacognition is composed of learming techmiques related
to pre-assessment, pre-planning, onhne-planning, evaluation, and post-
evaluation of the learming processes (cf Cohen 1999: 7, O"'Malley/Chamot
1990: 8). How should we envision the whole process working, exactly?
Imagine you have been handed a text on the subject of mobile phone radi-
ation and are supposed to work through it. How would you proceed? Which
metacognitive techniques would you employ? Would you start reading 1m-
mediately? Hardly! Before actually reading the text, you would ask your-
self, “What 1s the subject of this text?” You would make a pre-assessment.
The next likely question would be, “Why am I reading the text? Am I read-
ing the text to recetve an overview or in order to find specific nformation?”
You are planning or rather defining your reading goal. Only then would
you begin with actually reading the text, while constantly keeping your
reading goal in mind. You would likely monitor your activities by asking
yourself. “How does the content relate to the reading goal?” You would
mark everything pertaining to this reading goal. You would dismiss every-
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thing else. When you have completely read the text, you would ask your-
self “What have I comprehended? Have I understood everything or not?
What haven’t I comprehended, and why?” The following Figure 6.11 1llus-
trates the steps we have discussed just now.

-~

@® Postevaluation @ Preass;mqlent &
Did I understand Preplanning
everything correctly? What is the text
about?

@ Monitoring @ Online Planning
What is the relation Why am [ reading
fo the reading goal? the text?

-

Figure 6.11: Executive control aspect of metacognition — case study reading

Of course, there are several altemative attempts to classify metacognitive
strategies aside from the classification schemes by Flavell and Brown, such
as the one by Hasselhom (1992: 42). Hasselhom distinguishes between
five subcategones of metacognition: systematic knowledge. epistemic
knowledge, executive processes (management), sensitivity for the poten-
tial of cognitive activities, and metacognitive expeniences with respect to
one’s own cognitive activity. How mught we imagine the mnterplay of met-
acogmtive and cogmtive strategies as well as leaming techmiques? The re-
lationship between cogmtive strategies, metacognitive strategies, and
leaming techmiques 1s stmilar to a hierarchy in a company (see Figure
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6.12). Metacognitive strategies have a similar function as a director or gen-
eral manager at a large company who 1s responsible for a team or division.
The manager leads, organizes, coordinates, and momnitors the work. The
smallest common denominator of all managing positions are four primary
tasks: planning, orgamzing, leading, and controlling. All of these four pn-
mary tasks serve to promote and reach the company’s goals. Cognitive
strategies function like a semor or executive employee in a company’s di-
vision. Within these divisions, they in tum delegate the tasks set by the
manager. The leaming techmques can be likened to the employees who are
responsible for a certain task.

Metacognitive strategies
{Leaming process control and management)

Figure 6.12: Interplay of metacognitive and cognifive strategies as well as learning
techniques

As you can see, the metacognitive strategies (manager function) possess a
special role m terms of task management. In fact,

there 1s much evidence that they are responsible for the executive
management and control of many cognitive functions, among
them (1) the guided actualization of short-term storages, (2) set-
ting targets and planming, (3) guiding attention when switching
from one task to the next (task-switching), as well as (4) choosing
stimulus and suppressing reactions. (Translated from Gluck et al.
2010: 181)
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The following model by Borkowska attempts to show how mformation can
be processed efficiently (Figure 6.13).
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Figure 6.13: Cognitive, motivational, and self-system components of metacogni-
tion (Borkowski 1996: 399)

The model of information processing functions according to an input
(task/readmg) and output pninciple (feedback). The processing or non-pro-
cessing of a task 1s controlled by the self knowledge and one’s abilities. If
a leamer should find that they are not up to a task, additional processes are
not even activated in the first place and the task 1s not processed. Other-
wise, eXecutive processes are mitiated, 1.e., planning strategies. The learner
calls upon approprnate sttategles from an inventory (specific strategy
knowledge) and a strategy 1s implemented, which in tum entails a certain
performance (reading comprehension). According to how successful the
strategy works, feedback 1s generated. The feedback reports back to the
specific strategy knowledge whether or not the accessed strategies were
appropnate, and, on the other hand. encourages or discourages motivation
(the personal motivational states) (cf Sohrabi 2012: 42). How well you
master a task depends on the frequency and intensity of your previous ex-
penences as well as on the feedback you have recerved.

283



Experiment 1

Let's go back m history: have you ever heard of the “method of loc1™
used by the ancient Greeks? It helps a speaker to memonze several items
by associating topics to specific locations. Let’s give 1t a try:

1. In the previous chapter you encountered a number of strategies.
Write down the 10 most important ones. Imagme that you will be
giving a public talk on those strategies in a few minutes.

2. Now choose a well-known place/room 1n your home or school and
associate each comer and other promunent feature of that room with
one of the strategies. The location of the items should reflect the
order in which you want to talk about those items.

3. Take a mental walk along your route and memonze the items. Re-
peat your ‘walk’ until you are sure that you know all the items by
heart.

4. Do adry mun, and if you find an andience, give your public talk.

How helpful do you find this memonzation method in general and n

particular for memonzing leammg languages, your shopping list, or any

other important matters for life?

6.4.3 The Necessity of Promoting Learning Strategies

We mentioned earhier m this chapter why leaming strategies play an mm-
portant role 1n leaming practice. Research hiterature often considers leam-
ing strategies a prerequisite for effective mndependent leaming (cf. Schie-
fele/Pekrun 1996, Weinert 1996). It also assumes that the quality of the
leaming performance is influenced decisively by the use of leaming strat-
egies (Artelt 2000), this has even been demonstrated i studies. Davis &
Linn (2000) were able to show that metacognitive prompts result mn a
greater leaming effect. Veenman (1993), as well as Simons & De Jong
(1992), were able to prove significant leaming effects, though only 1n
versed leamers who had achieved a certain degree of automatism. In the
studies by Lin & Lehmann (1999). as well as those by Stark & Krause
(2009), the leaming successes only occurred dunng difficult tasks, transfer
tasks, or even inferential questions. Plotzner & Hirder (2001) were also
able to prove that encouraging the leamer to determme coherence (meta-
cognitive prompts) results in an improved learmng performance. Bannert
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(2003, 2005 and 2006) provides stmilar findings, wherein the expenmental
group exhibited leaming behavior involving metacognitive strategies and
improved performance specifically m the area of applied knowledge.
Apart from these findings, we live m an age 1 which “hfelong learming
and learming ability present a central extra-functional qualification 1n all
areas of professional life” (translated from Tonshoff 2007: 332). This gen-
eral reasoning alone justifies discussing leaming strategies in the class-
room. Cognitive skills, leaming strategies among them, are a basic form of
skill memory. This supports the argument for encouraging these sklls. As
with all skills, cogmtive ability can be acquired. How else would we ex-
plam the way humans as leaming individuals pass through the followng
leaming phases?
- In the cognitive learning phase, the leamer must still plan all ac-
tions.
- In the associative phase, the learner is able to handle a number of
strategies, but there 15 room for improvement.

- In the automatized phase, the leamer 1s already an expert and ca-
pable of implementing strategies without a second thought.

- As an expenienced master, the leamer 1s able to rely on their mem-
ones and sklls (cf Gluck 2010: 132).
The young child at the train station from our previous example situation
would still be m the cognitive leaming phase. The adult, on the other hand,
would be considered an expert or even a master i coping with the stressful
sifuation at the train station.

Because executive management and control are key functions, they have
been conceptualized and tested in numerous programs since the establish-
ment of the metacognitive concept in the 1970s. Some were able to reach
outstanding evaluation results (Sohrabi 2012: 86). A substantial goal of
metacogmtive enhancement 1s, according to Brown, Campione & Day
(1981: 14). for the leamer to develop specific leaming competences via
systematic instructional measures and significantly mmproving leaming
performance. Not only mid-range and localized effects, but also long-term
and general cross-sectional learning improvements are meant to be
achieved (Hasselhom 1992: 53).
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There are direct, indirect, and mixed traning measures. Direct traiming
measures mamly provide a general overview, explain strategic leamning ac-
tivities i detail, and provide necessary consohidation using guided exer-
cises. Indirect measures are more like learning prompts. They prompt the
leamer at certain times to carry out certain cognitive and metacognitive
activities while leaming. If they appear in mixed form, they are referred to
as mixed traming measures (cf Bannert 2007: 235).

The goal of direct support measures 1s to thoroughly introduce the leamer
to the use of leaming strategies. How could these measures succeed? Var-
1ous models which are focused on strategy mstruction have been concep-
tuahzed over the past 40 years, summarily referred to under the term strat-
egy-based instruction models (SBI models). The models concerved by
O'Malley & Chamot (1990), Oxford (1990). Grenfell & Harris (1999),
Chamot (2005) as well as Chamot, Bamhardt, E1-Dinary & Robbms (1999)
are so-called representative models. Apart from a few discrepancies, all of
these models have four steps m commeon (cf Rubin/Chamot/Harmis/Ander-
son 2007: 142): 1) raising awareness, 2) presentation and modeling of
strategies. 3) multiple practice opportunities and self-evaluation of strate-
gies’ effectiveness, and 4) transfer of strategies to fresh tasks.

The first sensibility enhancing phase (raising awareness) entails focusing
the learner’s attention on already implemented strategies. Sensitization can
take place with the aid of standardized questionnaires. group work, ques-
tions beginning with who, what, where, why, how and so on, learner jour-
nals or reading specialist literature on the subject of strategies. Why 1s the
sensibility enhancing phase important? The problem it addresses 1s that
many of the skills we take for granted are, in fact, hard to identify explic-
itly: “in contrast to the episodic and semantic memory, the content of skill
memory [including learning strategy] cannot always be verbalised™ (trans-
lated from Gluck et al. 2010: 132). This 1s the reason why even proficient
readers do not remember all of the steps they undertook m order to under-
stand a text. Imagine you have been handed a newspaper article and are
expected to gamer a first impression within a few minutes. How would you
proceed? Among other things, you have to first skim the text in order to
recetve a first impression via the most informative words and text passages.
In order to create a coherent picture of the subject, you would probably use
orgamzational techmques such as taking notes and makmg mind-maps. To
evaluate reading strategies, you would pethaps consult the evaluative gnd
by Mokhtan & Reichard (2002), the metacognitive awareness of reading
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strategies mventory (MARSI). It has been tested with 443 subjects and has
a high reliability of 89. You can leam more about the advantages and dis-
advantages of sensibility enhancing measures in Rubin, Chamot, Harns, &
Anderson (2007: 152). Online instruments exist alongside the offline m-
struments we have listed above and mclude protocols of loud thinking (LD
protocols), logfile analyses and eye tracking devices.

The presentation phase (presentation) imtially models strategy use and -
troduces new strategy uses. In the subsequent practice phase (practice) the
leamers are offered the opportunity of practicing new strategies. In the self-
evaluation and assessment phase (self-evaluation & assessment) the newly
leamed and used strategies are then checked for target relevance and ade-
quacy. The concepts of direct (meta)cognitive reading enhancement in-
clude, according to Allen (2003: 326), the reciprocal teaching approach
(RTA) by Palmnscar & Brown (1984), transactional strategy instruction
(TSI} by Pressley & Wharton-McDonald (1997), and cogmitive academc
language leaming approach (CALLA) by Chameot & O Malley (1994). The
first two of these strategies are conceptualized for reading in the L1 and
the cognitive academic language learming approach (CALLA) for reading
in a foreign language.

As we have stated previously, mdirect measures should be considered as
leaming prompts which aid the leamer at certain times to carry out certain
cognitive and metacognitive activities while leaming. Student-centred sup-
portive learmng aids and guides (scaffolds) and, of these, especially pro-
cess prompts are indirect measures which are provided by the teacher dur-
ing the leaming process (Bannert 2007: 235). Instructional scaffolding 1s
meant to initiate and encourage specific leaming and regulatory activities.
Enhancing metacogmitive activities by scaffolding them may be a con-
sistent factor duning the entirety of the leaming process or over a penod of
time, meaning at the beginming of a new chapter of leaming with a gradual
fade-out (Rosenshine/Meister/Chapman 1996: 186). Scaffolding i1s espe-
cially suitable for the presentation of flexible and adaptive information 1n
computer-supported learmng environments (Lin 2001, Maule 2000, Pun-
tambekar 1995). Lin, Hmelo, Kinzer & Secules (1999: 46) distinguish be-
tween four types of scaffolding: process displays, process models, reflec-
tive (sensitizing) discourse, and process prompts.

In the case of process displays. the reader must create models of problem-
solving and thought processes dunng a task. With process models, the
model of the thought processes already exists thanks to experts. The leamner
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needs to compare their thinking processes with that of the expert. Reflec-
tive discourse provides leamers with the component of social interaction
as well as the possibility for feedback. The feedback 15 given extemally,
erther by a fellow leamer or by the teachers themselves. With the aid of
process prompts the leamer’s attention is focused on certain processes
while working through a task. This encourages self-reflection on the part
of the leamer (Rosenshme et al. 1996). The added value of prompts lies
mamly in their encouragement of executive control and managing pro-
cesses in the leamer (Rosenshine et al. 1996). Loosely based on a prewi-
ously conducted meta-analysis. Rosenshine et al. (1996: 186) carved out
51X prompting measures: signal words, generic question stems & generic
questions, main idea, question types, story grammar categories and no
apparent procedural prompts. With signal words the leamer must de-
velop questions hmmself or herself, for example via interrogative pronouns
(who, what, when, where, how, why). With generic question stems & ge-
nenc questions on the other hand, the reader 1s presented with prefabricated
questions or question frameworks. In the case of the main 1dea, the reader
must first identify the basic message of the section of text before they can
pose questions. It 1s a similar case for story grammar categones. The
leamer themselves 1s responsible here for developing questions regarding
the central elements of stonies and episodes, such as. “Who decides what
happens next? How was 1t possible_ that._. 7"

Question types are operationalized with three different types: the first two
questions fall under the category of factual knowledge questions and the
third under inferential knowledge questions. Factual knowledge encom-
passes questions answerable in the sentences a reader reads next or by m-
tegrating several sentences. Inferential knowledge encompasses questions
whose answers can be found by reading the text. Finally, in “no apparent
procedural prompts’, no questions are generated at all. Instead, the teacher
introduces the learner to the techmque of asking questions.

The meaning of metacognition mainly grows alongside a growing com-
plexity of tasks. In this case, problem-solving prompts are especially ef-
fective. Kauffman, Ge, Xie & Chen (2008) have noted 1n this regard how
prompts are highly effective in problem-solving. Reflective prompts only
prove themselves effective when preceded by the presentation of problem-
solving prompts. The researchers Chi, De Lee, Chiu & La Vancher (1994)
examined the leamability of self-explanations. The study by Berardi-Co-
letta, Buyer, Dominowski & Rellinger (1995) focuses on the effectiveness
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of the prompts in the area of problem-solving. In a meta-analysis,
Rosenshine and his colleagues (1996) discussed the effectivity of the indi-
rect intervention of metacogmitive strategies mvolving questions usmg en-
hancement measures. Their meta-analysis 1s based on 26 empirical studies.
A meta-analysis conducted by Hattie, Biggs & Pundie (1996) mvolved
more than 50 empinically tested strategy interventions. The meta-analysis
by Haller, Child & Walberg (1988) assessed metacogmitive strategy com-
munication 1 text comprehension. The overview of all of these studies
emphasizes the role of metacogmtive strategies m the leaming process
(Anderson 2005). However, the sustamability of such programs is vet to
be proven.

It 15 obvious that support measures are effective. What 1s still unclear, how-
ever, 15 in what combination the discussed basics of strategic support
measures — be they direct or mdirect — must appear m order for support
measure to be effective. It 1s a question we will discuss in greater detail in

the next chapter.

6.4.4 Design and Instruction Principles of Adequate Support
Measures

Science has been dealing with the topic of metacognition for over 50 years.
These attempts have pnmanly led to a very important distinction between
metacognitive knowledge (the declarative aspect) (Ertmer/Newby 1996,
Kluwe 1981, 1982, Schraw 2001, Flavell/'Wellman 1977), metacognitive
skills (the executive aspect) (Brown 1978, Veenman 2005) and metacog-
nitive experiences (metacogmtive judgments and monitoring) (Efklides
2008, Flavell 1979). Over 50 years of research on metacognition has pro-
duced a lot of insights into improving metacognitive knowledge, metacog-
nitive skills & metacognitive expenences. Let's have a look at those find-
ings. In order to develop effective metacognitive instructions, 1t 1s neces-
sary to know what combination of support measures should be mcompo-
rated into teaching practice in order to achieve learming successes. Gener-
ally, 1t 1s a question directly related to:
- the target group and

- the respective existing circumstances of context, such as duration

of mtervention, degree of integration of enhancement measures in
the context of leaming, teaching mode, social forms as well as
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teachmg method (Brown/Day 1983, Friednch/Mandl 1992, Has-
selhom 1995).

As a rule, the target groups possess a deficit in production or mediation. In
the case of a production deficit, the leamner does possess the necessary met-
acogmtive strategic knowledge and the required regulatory skills, however,
they may not use his or her available target-adequate abalities and skills or
not produce them spontaneously (Hasselhorn 1995). Why? The spontane-
ous use of leaming and memonzation strategies depends on the available
knowledge of strategies such as their effective regulation and monttoring
(Hasselhom 1992). If a production deficiency exists, then a short-term in-
direct support measure should be enough to improve leaming. In contrast,
if the leamer has a deficit in mediation, they do not possess sufficient met-
acogmtive strategic knowledge in the first place. This necessitates a direct
traimng measure, with the goal of improving competence through long-
term enhancement as mentioned earlier (Drewniak 1992, Ghatala 1986,
Hasselhom/Hager 1998).

In terms of the duration of an mtervention, we distinguish between short-,
mid-, and long-term measures since it takes time to develop and improve
metacogmtive knowledge and skills (Pintnch 2000, Zimmerman 2008).
However, research has shown that a larger impact of metacognmitive strate-
gies could only be identified m follow-up learning sessions (e.g.. Bannert
et al. 2015; Gidalevitch/Kramarski 2018). The duration 1s important, as re-
search literature often attributes the absence of traiming effects to the short-
term nature of an mtervention (Haller et al. 1988). In this case, there would
be no possibility of adequately practicing strategies or automatizing them
(Friednch/Mandl 1992). Sitzmann & Ely (2010) were only able to find
stronger effects in leamers who were constantly exposed to prompts. An
intervention’s duration 1s also important in the study by Sohrabi (2012), as
the effects failed to appear with the fade out of interventions. In contrast to
Sohmbi’s findings, m the study by Sitzmann, Bell, Kraiger & Kanar
(2009), leamers only profited from prompts in the first four sessions.

When we refer to the degree of integration of a support measure, this de-
scribes to what extent a measure 1s embedded in the context of learming,
for instance in class or m the seminar (Paris, Cross/Lipson 1984), or sepa-
rately in specially designated study sessions. The current state of research
condones integrating instructional interventions mto the classroom curric-
ulum (Lin 2001). Unz (2000) and Astleitner (1997), however, found that
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this did not improve performance m any measurable way. The lack of ef-
fects could perhaps be in great part attributed to the fact that the support
measures were not specifically integrated into the learming routine. Social
forms of support measures can be individualistic or cooperative, and the
most prominent measure i cooperative strategy tramning 1s hikely recipro-
cal leaming. 1 which the leamers switch between the role of the leamer
and the role ofthe teacher, as 1s the case of the reciprocal teaching approach
by Palinscar & Brown (1984). Research today, furthermore, supports the
component of social mteraction in leaming strategy programs (McIner-
ney/McInemey/Marsh 1997, Randi/Como 2000).

Socially-shared metacognitive regulation in collaborative sci-
ence leaming build on Efklides’ initial idea that metacognition
and metacognitive regulation are not purely indrvidual phenom-
enona but have a strong social nature. (MomitouwMetallidou
2021: 1x; see also Vauras/Volet/Tiskala 2021)

The method of teaching 15 a crucial factor in metacognitive enhancing pro-
grams. The method of direct instruction (McInemey et al. 1997, Pans et al.
1984) 1s most commonly recommended, mvolving mainly cognitive ap-
prenticeship and problem-based leammg (Randi/Como 2000). When de-
signing teaching measures, the teacher should start off with intensified di-
rect instruction. With increasing competence, the direct instruction should
give way to steadily growing self-guidance by the leamers themselves.

Despite the studies conducted on the subject of metacognitive support
measures. we find cumrent research does not entirely resolve how effective
they are. This i1s a conclusion Fnednich & Mandl (1992: 38) already
reached decades ago. There are several problems associated with studies
on the effectiveness of metacognitive support measures. Due to the often
heterogeneous operationalizations, 1t 1s difficult to validly summanze the
somewhat contradictory findings of existing studies (Bannert 2007: 101).
Bannert and Mengelkamp (2013) summanze several more problems with
past studies: almost every study only exammnes a cerfain metacognitive
prompt. It 1s, therefore, unclear from which type of prompt a learner may
profit most. Relevant research 1s very important in order to take this (indi-
vidual) aspect mto account m virtual leaming environments. It 1s still un-
clear why some of the supporting measures are either ignored completely
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or used madequately by the readers. Even though multi-method online
measurement procedures (eyetracking, logfile, loud thinking protocols)
could offer insights into the work methods of leamers involving prompts,
there are hardly any studies simultaneously involving several computa-
tional measunng procedures. Furthermore, almost all of the studies named
above could be referred to as short-term mtervention measures. The prem-
1se 1s that the leamer possesses a production deficit which must be reme-
died in the short term. This 1s the reason why mtervention measures often
take the component of feedback into account. The studies by Roll, Aleven,
McLaren & Koedmger (2011) and Sohrabi (2012) are some of the few
cases m which this component 1s incorporated into the research design
while the effects of metacognition have not been extensively studied in the
area of creativity (cf Antonietii et al. 2021).

6.4.5 Summary

- Cognitive leaming strategies encompass all processes catering to
direct information mtake information processing, and mformation
storage.

- Metacognitive strategies on the other hand refer to processing at
the level of metacognition or knowledge about cognition. In com-
pamson to cognitive strategies, metacognitive strategies focus less
on the actual leaming process, but rather on the control of cogni-
tive processes and one’s own leaming progress.

- Despite studies existing on the subject, the effectivity of metacog-
nitive support measures 1s not yet clearly resolved. The problem
lies mainly in trying to make valid summarnies of the somewhat
contradictory findings of existing studies, because of their often
heterogenous operationalization (cf. Bannert 2007: 101).

- Furthermore, we can determine that a combination of direct and
indirect measures may have synergy effects.

- Beyond that, there are limits to measures based on prompts, be
they direct, indirect, or combined. The verbalization prompts are

often disruptive to the comtinmous reading process (Drewniak
1992: 115). While leamers with sufficient pnor knowledge, intel-

lectual abilities, as well as a certain cognitive developmental level
are more capable of using metacognitive prompts to promote their
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leaming, subjects with less favorable learming preconditions are
not able to compensate for the additional stram on their cognitive
capacities.

6.4.6 Review Questions

1.

‘What is the difference between leaming strategies, cogmitive strat-
egies, metacognitive strategies, and leaming techniques?

‘What 1s the essential goal of metacognitive enhancement?
Explamm why promoting learming strategies m the classroom 1s ef-
fective.

What 1s the difference between direct, indirect, and combined
training measures?

You are handed a newspaper article and are supposed to get a first
impression within a few minutes. Which of the strategies and tech-
miques in this unit would you apply?

You wish to make use of a type of prompt discussed in this chapter
for your teaching. Which of the prompt types seem especially suit-
able to you and which too complex and too challenging for the
leamer?
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7 Theories of Multimedia Learning

We now turn to the most important principles of designing multimedia
matenals. These ponciples offer teachers a theoretically supported and
empincally proven frame of reference for creating matenals which com-
bine images and text. These matenials may include graphic overviews of
regional 1ssues. task sequences for a video, or simply a teacher’s own
presentation shides for use in the classroom. This chapter deals with the
questions of what principles we may denve from mmltimedia learmng
theones and how they may be applied to multimedia leaming materials.
In order to answer these questions, we mtroduce you to the multimedia
leamimg theory by Mayer (2005a, 2009): a theory combiming the most
important findings of previous models m an integrated model. After-
wards, we will denve the most important design pnnciples which we wall
discuss with the cument empinical research m mind. The chapter closes
with a discussion of several examples of a successful implementation of
design pnnciples in leamming matenals.

Study Goals

By the end of this chapter, you will be able to:
- explam different design pnnciples using theones of multimedia
leaming
- evaluate and optimise multimedia leaming matenals in the con-
text of language leammg on the basis of these design principles.
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7.1 Theoretical Foundations of Design Principles

Many design principles. such as the multimedia pnnciple, seem almost
self-evident. According to the multimedia ponciple, for mstance, provid-
ing pictures as well as text supposedly leads to improved learning results
when compared to leamers using text alone. Another example 1s the sig-
naling principle, which mvolves emphasizing important aspects of the
leaming matenal Despite being apparently obvious, these principles
evolved from complex theories and have been supported by numerous em-
pincal studies. In this chapter, we will begin by taking a look at Mayer's
multimedia model (2005a, 2009; see also Clark/Mayer 2016) which estab-
lishes the basis for several design principles. By integrating elements of
previous models by Baddeley (1986) and Paivio (1990), as well as Sweller
& Chandler’s (1991; cf. Chapter 6.1) cogmtive load theory, Mayer's model
attempts to answer the followmng three questions:

1. How do the vanous processing channels of the working memory
interact with each other dunng multmedia leamng?

2. ‘What 1s the role of the working memory’s himited processing ca-
pacity for multmedia leaming?

3. Which processes are mvolved i useful and sustainable multime-
dia leamning?

Regarding Question 1: based on the dual-channel assumption. Mayer
(2005a) assumes that multimedia learning involves two separate albeit
linked channels for mformation processing. He differentiates between a
visual-pictorial and an anditory-verbal channel, combining aspects of sen-
sory modality (visual versus anditory) and the presentation mode (pictonial
versus verbal). Each of these two channels 1s specialized to process a cer-
tain sensory modality and coding type.

Regarding Question 2: Mayer assumes that the processing capacity of the
working memory 1s limited, but different for each of the two channels (cf
limited capacity assumption, Mayer 2005a, 2009), simuilar to the cognitive
load theory (Sweller'Chandler 1991). It means that the visual-pictonial and
the auditory-verbal channel each have their own processing capacity inde-
pendently from one another. In order to avoid cognitive overload, the pro-
cessing of pictures and text should use the optimal capacity of both chan-
nels. Mayer further notes how the himmted processing capacity of the two
channels does not express itself in the form of a concrete number of 1tems,
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because they strongly depend on factors such as chunking (cf Chapter3.3),
indmvidual leaming conditions, practice effects as well as the use of certain
metacogmtive strategies (cf Mayer 2005a, 35). Mayer views the latter as
a cntical function of the “central executive™ system postulated by Badde-
ley.

Regarding Question 3: in the context of the active processing assumption,
Mayer (2005a, 2009; see also ClarkMayer 2016) postulates useful leam-
ing being pnmanly enabled through the construction of mental represen-
tations, which make the new mput compatible with existing prior
knowledge. The processes required for constructing mental representations
were previously determined in one of Mayer’s earlier models: the selec-
tion, organization, and integration model (SOI model; cf Mayer 1996).
First, information from the mput 1s perceived and selected. Then, the van-
ous pieces of mformation are related to each other within the working
memory and organized into a coherent mental representation. Finally, this
mental representation 1s integrated mto existing knowledge structures. The
structure of the leaming matenals either benefits or inhibits these pro-
cesses. The representation of the main idea of a text, for instance, along
with 1ts subordinate specifications. i form of a hierarchical tree structure
may help the leamer to understand the connections and to organize a co-
herent mental representation (Mayer 2005a; see also Clatk/Mayer 2016).

In light of these three fundamental assumptions, Mayer formulated the
cognitive theory of multimedia learning. depicted in the following figure
(see Figure 7.1). Mayer assumes three components of human memory: 1
the first step, visual (images, wrntten words) and auditory stmuhi (spoken
words or sound) are perceived in the sensory memory through the appro-
priate sensory organs and are then transmitted to the working memory.
There, information, dependmg on 1ts coding (pictonal or verbal), is pro-
cessed further mnto verbal or pictorial models using cogmtive organization
processes. The arrows mbetween the sounds and images illustrate that
words may, for example, activate the respective mental images through
referential processes. In a final step, mntegration processes join the verbal
and pictonal models and activate the relevant prior knowledge to form a
holistic mental model
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Figure 7.1: Cognitive theory of mmltimedia leamning (according to Mayer
2005b: 37)

Mayer's model does not consider all paths of word recogmtion descnibed
in the model by Coltheart, Rastle, Perry, Langdon & Ziegler (2001) (cf
Chapter 6). According to Mayer’s model, the lexical path passes through
an orthographic decoding process for the visual typeface of the respective
entry in the mental lexicon. The visual typeface activates the represented
word directly through referential processes without the respective sounds
being generated through the grapheme-phoneme comespondence. The
model by Mayer (Figure 7.1) should be supplemented with an additional
arrow 10 order to properly consider this particular path of language pro-
cessing. It would lead from “images’ directly to the verbal mode. The pre-
lexical path mentally reconstructs the sound form of a word letter by letter
through grapheme-phoneme correspondences, and 1s depicted in the model
through the connection between images and sounds.
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Figure 7.2 Integrated mode] of text and image processing (Schnotz 2005: 57)

In a stmilar model, remuniscent of Mayer's model in many points, Schnotz
(2005; see Figure 7.2) solves the problem of the different processing paths
by not assuming strict auditory-verbal and visual-pictonial channels (also
cf Gyselinck/JTamet/Dubois 2008: 359). In this way, the written text mmust
not necessarily run through the preset path of the visual to the auditory
working memory in order to create a verbal model (cf Sufier 2011: 105).
Compared to Mayer's model, Schnotz (2005: 59) implements additional
important changes, as he no longer differentiates between a verbal or pic-
tonal model as a preliminary stage to the holistic mental model. Rather, his
model suggests that images have faster access to the mental models
through the pictonial channel, while the language-based mput initially leads
to the formation of a propositional representation and only then is pro-
cessed further into a mental model With that, the model does justice to
research that finds mental models to be closely connected to visual-spatial
information i processmg (cf Foedman/Miyake 2000, Sims/He-
garty 1997), as well as to the comesponding simmlations of certain situa-
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tions and issues (cf Seel/Darabi/Nelson 2006, Seel 2008). Sepamating 1m-
age-based representations and the mental model within the wortking
memory shows how both mental representations cannot be equated with
one another (cf Enauff'Schlieder 2005). Researchers have found how 1ir-
relevant details of mental images often inhibit thinking processes under
certain circumstances, and in this way may prevent the formation of mental
models (Knauff/Johnson-Laird 2002, EnauffMay 2006).
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7.2 Implementing Design Principles

The previous findings lead us to several important consequences to note
for the practical use of design principles. Multtmedia leamning material
must be carefully prepared m order to avoid, among other things, unneces-
sary image details for the formation of mental models, thereby hindering
sustainable leaming. This means, mn consequence, there is no general ad-
vantage m using matenals consisting of images and text (cf multimedia
principle, Mayer 2009; see also Clark/Mayer 2016). Pnnciples such as the
relevance principle (providing relevant information), the redundancy
principle (avoiding providing the same mformation twice) or the signal-
ing principle (emphasizing important elements in the leaming matenal)
are rather meant to mainly ensure the mitiation of relevant learmng pro-
cesses through the provided mmltimedia matenals, and avoid allocating
cognitive resources unnecessarily (Mayer 2009; see also Clark/Mayer
2016). One can avoid overexerting the indridual processing channels 1n
the working memory by supplying the pictures and text parts of the leam-
ing matenals in different sensory modalities, thereby using the capacity of
the channels optmally (cf modality principle). The effectiveness of these
and other design pnnciples, however, depends on the leamer’s prior
knowledge. Implementing these pnnciples may be counterproductive in
the form of the expertise reversal effect (cf Kalyuga et al. 2003, Sweller
2004, Plass et al. 2010), where too much gumdance may affect more expe-
nienced learners negatively. Finally, we should remember when imple-
menting design principles that, usually, they cannot be directly reapplied
to the foreign language context One should. therefore, try to understand
changes 1n conditions that may affect the effectiveness of any given prin-
ciple.

With these different contexts in mind. we will present individual design
prnciples i the following sections. First, we will descnbe principles based
on Mayer (2009; see also Clark/Mayer 2016) using various examples and
then cument corresponding empinical findings. Finally, where available,
we will present additional results from the field of L2 leaming. as these
diverge from the results of studies with subjects who are L1 speakers. As
about 30 design pnnciples have been formulated and researched to date
overall (cf van Meménboer/Kester 2014, Roche/Sufier 2019), we will
limit ourselves only to the followimng three prninciples: the modality prin-
ciple, the contiguity principle, and the redundancy principle.
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7.2.1 The Modality Principle

According to van Meménboer & Sweller (2010: 89), the modality princi-
ple 1s defined as follows: “Replace a written explanatory text and another
source of visual mformation (unimodal) with a spoken explanatory text
and the visual source of information (multimodal)”. Supposedly, stmulta-
neously presenting text and pictures 1s the best way to combme two differ-
ent sensory modalities in order to optimally use the two processing chan-
nels and avoid a possible cogmtive overload (cf Low/Sweller 2005,
Briinken/Plass/Leutner 2004). Here 1s a concrete example: one of your col-
leagues wishes to prepare a tutonial for a teacher’s tool used for the creation
of quizzes. They mtend to explain the vanous steps for creating a quiz by
showing and commenting on the vanous on-screen actions. You are now
being asked whether providing comments regarding the on-screen actions
would be more effective if presented omally or i writing. In this case, an
audio presentation of the comments seems more appropmnate, as the lin-
guistic part of the information would be exclusively conveyed through the
auditory-verbal channel and the screenshots through the visual-pictorial
channel. A simmltaneous presentation of written text and screenshots could
pethaps dangerously split the attention of the learners while they are pro-
cessing the information (both can only be perceived visually). The result-
ing verbal and pictonial models created in these cases would not, in this
case, be successfully related or integrated with each other during pro-
cessing. Empincal research has proven the efficiency of the modality prin-
ciple multiple times (cf. for instance Mousavi/Low/Sweller 1995, Tindall-
Ford/Chandler/Sweller 1997, Jeung/Chandler/Sweller 1997, Mayer/
Moreno 1998, Moreno/Mavyer 1999, Moreno/Mayer/Spires/Lester 2001,
Moreno/Mayer 2002, Craig/Gholson/Dnscoll 2002). In the study by
Mousavi et al. (1995) researchers observed how the combination of a dia-
gram and a spoken text was more effective when solving a geometry prob-
lem than the combination of the diagram with wnoften text (cf
MayerMoreno 1998). Furthermore, in a meta-analysis on the basis of a
total of 21 expenments mregarding the modality ponciple, Mayer
(2005b: 177) proved the average strength of the effect to be 0.97 (strong
effect). Therefore, the modality pninciple 1s grounded in a relatively solid
empirical foundation.

However, other expenments show the modality principle as not contrib-
uting unconditionally. Sweller (2004, 2005; also cf Rummer/Fiirsten-
berg/Schweppe 2008) has found the principle to only appear when picture
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and text processing are supposed to take place simultaneously and the
leamer 1s supposed to be mnduced to split his or her attention (cf. split at-
tention effect, Chapter 7.2.2). This 1s the case, for example, when a book
shows a graph of the nising number of foreign language leamers worldwide
on one page, and the corresponding explanation on the following page. In
this sense, the modality principle contnibutes to the reduction of extraneous
cognitive load because of the distnbution of the mformation onto the dif-
ferent pages. Leahy, Chandler & Sweller (2003) were able to prove m their
study how this added value to the task: leamners who worked with leaming
materials consisting of a diagram alongside andio explanations not com-
prehensibly 1solated from one another performed better than leamers who
were provided with a diagram and a visual presentation of the explanations.
The authors note, however, that we only see an advantage of multimodal
presentations of leaming materials when these materials necessitate a sub-
stantial intrinsic cognitive load. For example, when the vanious elements
of the leamning matenals exhibit a high degree of interactivity and, there-
fore, are demanding in terms of content processing (also cf Tindall-Ford
et al. 1997). In an additional expenment, Leahy et al. (2003) also found
that the modality pninciple does not produce any leaming advantages if a
self-explanatory diagram is provided with additional auditory explana-
tions. As the auditory presentation of the explanations in this case 1s super-
fluous, this kaind of double presentation of information may result in a de-
crease of leaming performance. In the expenment, the group without ad-
ditional explanations performed better than the group provided with audi-
tory explanations. Mayer summarizes the negative effect of a double
presentation of information in the form of the aforementioned redundancy
prnciple (Mayer 2009, ClatkMayer 2016; also cf Sweller/Chandler
1991). Furthermore, Ginns (2005) found in his meta-analysis of 43 empir-
1cal studies that the multimodal presentation of learning matenials does not
present an added value in terms of learming, if the leamer 1s able to control
the playback of the spoken text parts, for example with a playback device
or button (also cf Betrancourt 2005).

To this day, there have been few empinical studies on the relevance of the
modality principle in the context of foreign language learmng. An excep-
tion 1s the study by Sufier (2011), a study companng three different anal-
yses of hypertexts (cf Chapter 5):

Group 1 within the study was presented with a purely text-based hypertext
consisting of a hierarchical navigation bar and a wntten hypertext node
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(only wnitten text); Group 2 with a mmltimedia hypertext consisting of a
graphic overview as navigational interface and a watten hypertext node
(pictures and wntten text); Group 3 with a multimodal hypertext consisting
of a graphic overview as navigational interface and auditory hypertext
nodes (image pictures and audio).

The results of these tests conducted with respect to text comprehension
consistently show without a doubt that only Experimental Group 2 (image
picture and wntten text) performed sigmificantly better than Expenmental
Group 1 (only wnitten text). Expenmental Group 3 (1image picture and spo-
ken text) performed better than Group 1 (only written text), but only
slightly. The author, therefore, concludes that the mmltimedia principle
(presenting image and wntten text together 1s more beneficial to learning
than only wntten text) 1s seemingly more relevant for L2 language acqui-
sition than the modality pnnciple. The author explains the conditional rel-
ative efficiency of the modality principle in association with Schnotz’s
(2005) control-of-processing principle. According to this principle, the
visual presentation of texts using static pictures is more advantageous in
difficult texts and with limited learning time than using an anditory presen-
tation. The different nature of the respective stmuli mformation plays an
important role m the superionty of the visual presentation of a text as com-
pared to an auditory presentation. The leamer can barely mfluence the pro-
cessing speed with spoken language, because of 1ts fast pace and volatility.
By contrast, the learner can adapt the processing speed of written language
to his needs, due to the stability of visual cues (for instance adpusting the
speed when reading thematically difficult texts). Even controlling play-
back when using audio text may not be helpful, as the speed of the record-
ing remains the same, even if repeated. The fleetingness of animated pic-
tures can also cause the leamer to have little overall control over the speed
of the simultaneous processing of text and pictures. They feel forced to
quickly switch between animated pictures and wnitten text. The ensuing
cognitive overload (split attention) may be avoided by using the playback
controls, so the leamer may pause the animation at will. These instructional
design measures have already been used successfully 1n several studies on
grammar teaching (Arnett/Sufier 2019). In another study, Repetto et al.
(2017) found out that leaming L2 vocabulary through L1 translations and
gestures was more effective than using L1 translations and pictures. Alt-
hough these effects could not be observed across all age groups (see Andri
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et al. 2020 for a study on L2 vocabulary leaming by primary school chal-
dren). the findings support the idea that avoiding the spht attention effect
(L1 translations and pictures are both processed visually) might be benefi-
cial for L2 leamers.

7.2.2 The Contiguity Principle

The comtiguity principle, summanzed by van Meménboer & Sweller
(2010: 89) under the term split attention effect, is defined by the authors
as follows: “Replace multiple sources of mformation. distnbuted either in
space (spatial spht attention) or ttme (temporal split attention), with one
integrated source of mformation™. The principle is best explamed m light
of the theonies on multimedia leaming presented earhier (Mayer 2005a,
2009, Clatk/Mayer 2016, Schnotz 2005). The pnnciple 15 meant to help
avoid cognitive overload, a possible result of a temporal or spatial separa-
tion of text and picture. The attempt to relate text and picture mformation
(information not presented simmltaneously either temporally or spatially)
in the working memory results m an increased consumption of cognitive
resources, and 1s commonly accompamied by a decrease in performance
(cf Sweller 2004). Hence, by integrating images and words into the leam-
ing environment, the split attention effect may be reduced. This seems to
support the stmultaneous processing of both types of information 1n the
working memory (cf Schonotz 2005: 61). According to Clack & Mayer
(2016: 91). the effort to reduce the split attention effect should not only
concern the presentation of images and texts in general, but also a senies of
additional aspects relevant for leaming matenals and language leamning
platforms. According to Clack & Mayer (2016: 5). attention spliting may
have a learning inhibiting effect in the following situations:

- separate presentation of diagrams and text on scrolling websites

- separate presentation of questions and their respective answers or
feedback

- separate presentation of content in vanous browser windows
- simultaneous presentation of wrtten text and animations
- use of a legend to explain individual parts of a diagram.

In reference to the contiguity pnnciple, researchers commonly differentiate
between temporal and spatial contiguity (cf Mayer 2009, Clack/Mayer
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2016). Followmng the work by van Merménboer & Sweller (2010), we will
be treating both of these aspects as one, as they can be ascnibed to the same
cognitive effect, 1.e., the split attention effect. In the hiterature, the appear-
ance of the split attention effect 1s associated with the extraneous cognitive
load and. for this reason, typically associated with the type of presentation
of the leaming matenal rather than its difficulty. Several studies were con-
ducted regarding this particular source of extraneous cognitive load, and
compared non-mtegrated leaming matenals and physically integrated
leaming matenials (cf Mwangi/Sweller 1998, Chandler/Sweller 1996,
Cerpa/Chandler/Sweller 1996, Sweller/Chandler 1994, Mayer/Sims 1994,
Ward/Sweller 1990, Kester/Kirschner/van Merménboer 2005). Kesteretal.
(2005) compared two groups of leamers using differently prepared leam-
ing matenals who were occupied with the mechanisms behind electric cir-
cuits: one group studied the subject using a diagram which featured several
pieces of spatially mtegrated procedural information. Another group
worked with the same diagram_ with the difference that this diagram lacked
integrated procedural information. The results of the performance test
showed the group with the integrated leamning matenals outperformmg the
other group 1n tasks mvolving electrical circuitry problems. Such problems
were markedly different from the practical examples provided in the leam-
ing phase. There was no significant difference between the groups in terms
of performance when solving problems similar to those presented m the
leaming phase. This kind of unsystematic appearance or lack of coverage
of the effect of the contiguity pnnciple has been observed mn other studies
as well (cf for mnstance Kester/Kirschner/van Memé&boer 2004a, 2004b).
These findmgs are 1n contrast to the results of two meta-analyses by Mayer
(2009), n which he was able to show a large average effect of the spatial
and temporal contiguity principle (d= 1,09 and d= 0 1.31; cf Mayer
2009: 135 and 153). Regarding the overall picture, it 15 fair to assume that
the appearance of the contigmty pnnciple is tied to certain limitations.

In line with the modality pnnciple, the presence of high intnnsic cognitive
load presents one of the most important limitations, according to Sweller
& Chandler (1994: 122). Furthermore, Ayres & Sweller (2014) point out
that the spatial integration of text and picture does not result i an increase
of leaming performance if the text content merely descnbes the image and
does not pmwde any new, supplemental mformation (a.lsu cf Mayer
2009: 135). An increase of the leaming performance i this case is
achieved by omitting redundant information (cf Ayres/Sweller 2014, cf
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redundancy pnnciple below). Ciemiak, Scheiter & Genets (2009) were
able to ultimately show how the contiguity pninciple not only reduces ex-
traneous cognitive load, but also increases leaming-related cogmitive load.
Other studies (cf Kester'Kirschner/van Meménboer 2005, Tabbers/Mar-
tens/van Mernénboer 2000) confirm these findings: despite sigmficantly
higher leaming performances within the group with integrated learming
materials, the cognitive load remained the same. In this line, a recent study
by Yum, Cohn & Lau (2021) has demonstrated that mtegrated texi-picture
presentations in L2 lead to nicher comprehension when compared to inde-
pendent text-picture presentation. However, this effect could not be ob-
served 1n L1 reading comprehension. We can conclude, therefore, that the
use of the contigmty prninciple frees up cognitive resources for schematiza-
tion processes leading to a better balance of the three types of cognitive
load overall.

7.2.3 The Redundancy Principle

This last section revolves around an additional, seemingly self-evident de-
sign prnciple: the redundancy principle. Nevertheless, the principle still 1s
affected by certain limits, especially in terms of foreign langnage learmng.
Van Memiénboer & Sweller (2010: 89) formulate the principle as follows:
“Ir]leplace multiple sources of information that are self-contained (1.e.. they
can be understood on their own) with one source of mformation™. Mayer's
(2009: 124) defimition of the redundancy principle, i contrast to van Mer-
niénboer & Sweller (2010), merely refers to the simultaneous presentation
of images, spoken text and wntten text and describes the associated over-
load of the processing system as follows: the sitmultaneous perception of
images and wrtten text via the eyes as well as the attempts to relate the
language-based information from the spoken and written text to each other
lead to an increase of the extraneous cognitive overload. Consequently,
Mayer (2009: 124) advises against a double presentation of verbal infor-
mation (auditory and visual) and, instead, argues for a presentation of pic-
tures and text according to the previously discussed modality pnnciple.
This definition contrasts with the somewhat broader definition of the re-
dundancy principle according to Sweller (2005). His version refers to a
double presentation of text and/or pictures m any form as well as the
presentation of superfluous explanations regarding the learming materials.
This shows 1n tum that there are fluid transitions between the many design
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prnciples. Mayer (2009) summanzes the aspect of coherence under the
coherence pnnciple: if the learner cannot perceive a coherent connection
between the vanous elements of the leaming material this results in an
increase of the extraneous cognitive load.

Mayer (2009: 126) presents five of his own expeniments (such as
Moreno/Mayer 2002) which were able to prove the supenionity of groups
using non-redundant leaming materials in companson with groups using
redundant learming materials. Mayer attnbutes the positive effects to the
avoidance of overload on the auditory-verbal channel Even though the av-
erage effect sizes of the five studies ranged from medium to strong
(d=0.72), Mayer notes that the appearance of such effects is linked to var-
1ous conditions. According to these, the leamers do not profit from the re-
dundancy pnnciple in short texts or i the representation of abbreviated
subtitles for spoken texts. Beyond this, more recent studies have found this
prnciple behaving somewhat differently in the context of foreign lan-
guages.

In a comprehensive meta-analysis of more than 57 independent studies,
Adesope & Nesbit (2012) investigated under what circumstances a double
presentation of language-based information 1s supernior to a simple presen-
tation. It tumed out that an advantage was mamly found in leamers with a
low level of prior knowledge when using system-based and purely linguis-
tic learming matenals. Mayer & Johnson (2008) also observed a posttive
effect of redundant leaming matenials. In the supplementation of short
headings for vanious diagrams. to be precise. These headings were de-
scribed in greater detail by audibly presented explanations. In this case, the
headings aided the leamer categonzing the terms from the spoken texts and
attnbuting them to parts of the diagram Redundant learming matenials also
seem to be beneficial in foreign language contexts: Mayer, Lee & Peebles
(2014) were able to show 1n a first expenment how the presentation of
redundant pictures in connection with spoken text content aided non-L1
students in achieving greater leaming success than merely providing the
spoken text. A second expeniment, however, was not able to prove that
providing subtitles 1 a video was beneficial for learmng. The results of
this second expenment contrast with the results of the study by Mitterer &
McQueen (2009), duning which foreign language learners were able to
comprehend a film mvolving the use of dialects sigmificantly better when
provided with captions rather than without captions. It appears that, 1n
some cases, the presentation of verbal information in the visual modality
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helps the leamers to better segment spoken texts. Other recent studies have
also found positive effects of captions on L2 vocabulary leaming (Puja-
das/Mufioz 2019, Chen et al. 2018) and on L2 listening (Peters 2019).
However, some studies suggest that the positive impact of captions on L2
listening and L2 grammar gains might be modulated by other vanables
such as L2 leamers’ modality preferences (visual vs. auditory) (Lee et al.
2019, Lee/Révész 2018) or the workmg memory capactty (Kam,
Lm/Tseng 2020). As a consequence, the positive effects of redundancy on
L2 learming should not be overgeneralized.

Experiment 2

Let’s give 1t a try: watch a few scenes from your favourite TV senes in
a foreign language. Try to select those that contain colloquial language.
The first time watch the scenes without subtitles and write down what
you understand. Then, turn on the substitles and watch the scenes agan.
Did the subtitles help you better understand dialogues? Did you get far
more details from the scenes?

7.2.4 Summary

- Mayer’s cogmtive theory of multimedia learming has proven to be
a productive theoretical framework for design pnnciples.

- The cognitive theory of multimedia leaming has three mam as-

sumptions:
1. Mamly two separate, but mterconnected processing channels
are involved m multtmedia leaming.

2. The working memory possesses a limited processing capac-
ity, different for each of the two channels.

3. Meanmngful multmedia leaming 1s based on the processes of
information selection as well as the organization and integra-
tion of existing prior knowledge.

- In order to gain an added value by combining text and image, cer-
tain principles need to be taken into account (such as the relevance
principle, the redundancy pnnciple, and the signaling principle),
but their effectiveness depends on the leamer’s prior knowledge.
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We must distinguish between the contexts of L1 and L2 acquisi-
tion, as the multimedia pninciple 1s of greater relevance to L2 lan-
guage acquisition than the modality principle. This 1s because the
visual presentation of texts gives L2 leamers more control over the
processing speed due to the stability of the stimuli and compared
to the fleeting auditory stimuli of spoken language.

7.2.5 Review Questions

1.

What are the biggest differences between Mayer’s and Schnotz’s
theones on multimedia leaming?

Under what circumstances does the modality principle provide no
added value in terms of leaming?

How would vou explain the contiguity principle m the context of
the cognitive theory of multimedia learmng?

Under what circumstances are redundant learning materials bene-
ficial for learming?
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8 Cognition and Language Teaching

The book imntends to show how language leaming and teaching can be
optimized by focusing on language processing in learners’ brams. In con-
ventional language teaching, we find a strong focus on inflexible meth-
ods, standardized activities, one-size-fits-all teaching recipes such as rote
learming, and other attempts to motivate leamers to leam a new language.
Most often those attempts are well-intended but restncted to essentially-
cheening leamers on from a distance. If we want learners to use a lan-
guage extensively, correctly, and creatively, then we need to reach their
brains, hearts, and souls. This book advocates a cognitive approach to
language teaching and learning as bemg the most promising one in
achieving this goal. Therefore, crucial facets of the processing of lan-
guage in the brain are highlighted m this book. with respect to the cog-
nitive ‘hardware” and. more extensively, with respect to the cognitive
‘software”. The respective chapters serve to give a reader insight into
vast, complex, and fascmating fields of study, all relevant to language
teaching and leaming_ but often and widely neglected in conventional
teaching method approaches. Sometimes, one may find buzzwords such
as media use, authenticity, leamer autonomy, mtercultural competence,
CLIL, commumicative language teaching and others in conventional cur-
ricula and on book covers, but their actual contents remain opaque. In
this chapter, we refer to previous discussions m this book in an attempt
to generate a summary which lends itself in particular to language teach-
ing. To that end, we have developed a model of a cognitive approach to
language learming and teaching. We summanse the cognitive linguistic
basics of this paradigm shift. as well as present its applications to lan-
guage acquisittion. Chapter 8 summarnizes the basics of cognitive lan-
guage pedagogy. Chapter 8.1 then explams and illustrates the idea of
transfer difference as a key component of this model. We show how con-
cepts vary depending on their specific linguaculture and how language
teaching needs to address this kind of mtercultural dnft. Chapter 8.2 fo-
cuses on how cognitive language pedagogy and task-based teaching con-
nect with each other. We show how the principle of usage-basedness
may be operationalised in task-based language teaching.
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8.1 Foundations of a Cognitive Approach to Language Learn-
ing and Teaching

The Hardware

The ‘hardware’ for language processing in the brain consists of an mnter-
connected system of areas involved 1n vanous aspects of language pro-
cessing_ such as emotion, hearing, smelling or motor function. The main
language areas of the brain are Broca’s area and Wemacke s area. They are
primanly involved i language production and structural aspects of the lan-
guage and language comprehension and semantic information, respec-
tively. Different languages are not located in different areas of the brain as
previously thought. They reside in the cellular network within the known
language areas of the brain. The physical structure of the brain cannot be
the target of pedagogical approaches, as 1s sometimes suggested. It would
be too difficult to locate certain brain activities, in particular in a class with
many leamers, and to mtervene into such activities from the outside. How-
ever, it 1s important to know how the bran 1s set up for language leamning
and what its abilities are.

Language Processing

Even more important 1s the knowledge of processes involving language
production, comprehension, acquisttion, and attntion, that 1s, the psycho-
lmguistic basics. The phases of language processing include the following:

1. Conceptualization phase: a preverbal message 1s created and
adapted to the commumcative situation.

2. Formulation phase: the necessary lexical knowledge is retrieved
from the mental lexicon and morphologically, phonologically, and
phonetically encoded.

3. Articulation phase: the phonetical plan is created, contaimng all
the information required for the articulatory realization of the mes-
sage.

The processing paths of language production and comprehension use are
analogous: the parser perceives the external language and translates 1t into
a kind of message. Its meaning 1s then analysed by the conceptual system.

Parsing encompasses several processes during comprehension: word
recognition via the mental lexicon, analysis of the syntactic relationships
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between the words, and semantic interpretation. The monitor supervises all
processes and can mterrupt any part of the subsequent production if neces-
sary, to reformulate the preverbal message. Formulation and articulation
errors have negative effects on the comprehensibility of the message and
necessitates different corrective procedures. The mental lexicon, the cen-
tral reservoir in language processing, 15 structured like a network and or-
ganized dynamically. As evidenced by vanous language phenomena (such
as TOT, speech disorders_ and slips). the mental lexicon contains several
interconnected levels (semantics, syntax. morphology, phonology). Word
entries in the mental lexicon are divided into the two large areas: lemmas
and lexemes. In the case of multilingualism_ all of the languages are stored
in the same mental lexicon and m the same semantic-conceptual system.
The modified hierarchical model (MHM) by Pavlenko (2009) provides an
explanatory approach on how word forms are lmked to the conceptual
level. There may be no overlap. partial overlap or complete overap and
conceptual elements can be transferred from one language to the other. As
a result, language teaching can support vocabulary acquisition through a
combination of explicit instructional measures and sufficient input in the
form of authentic texts. Successful vocabulary acquisition includes formal
aspects (word form. orthography, momphology, etc.). semantic aspects
(conceptual features, associations, etc.), and pragmatic aspects (grammat-
ical functions, collocations, register, etc.). When a leamer experiences
word finding problems. the teacher should encourage them to take nsks in
commumication and to try reconceptualization strategies or gap fillers to
solve the word finding problems effectively while speaking. The training
sessions should direct the speaker’s attention to the different types of strat-
egies as well as their communicative potential When building his or her
vocabulary, the leamer should create links to related words where possible
(for instance conceptual, taxonomic) so that they can access the word
through vanious channels.

Construction grammar assumes a close interconnection between language
and cognition and views grammar as a cognitive construct. Another ad-
vantage of the constructiomist model 1s that the meanings of the mdividual
words are defined in relation to the larger sequences they appear m. Con-
sequently, constructions are not regarded as 1solated. They are a partof a
structured construction inventory. It 1s useful and of the greatest necessity
in language teaching and leammng to list the most important constructions
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in a foreign language m the form of an mventory with prototypical con-
structions and their instantiations. De-chunking strategies can help leamers
discover the systematicity i such constructions. Cogmtive lingustic ap-
proaches offer a great deal of potential, because they describe language in
a way that gives leamers easy conceptual access (SufierfRoche 2019: 5—
10).

Metaphorization

Cognitive linguistics distinguishes itself from other hinguistic approaches
by defining language as a means of conceptualizing reality, not by formu-
lating abstract rules. Cognitive linguistics assumes that language 1s a mean-
ingful system of symbolic structures which can be explamed using prmci-
ples of general cognition and cannot be generated by a fixed set of mstruc-
tions. Usage-based means that reality 1s generated by the mteraction be-
tween individuals in a particular cultural context and acquired through gen-
eral learming mechamsms. Among other things, prototype effects, meta-
phonzation, and polysemy are suitable means to explain the lexis and the
grammar of a language and its acquisition.

Even though bodily expeniences and mental images are used differently
cross-linguistically. all languages have the process of metaphonzation 1n
common. In this process, a certain conceptual content 1s projected from the
source domain on to the target domain. Metaphors are, therefore, dynamic
and productive and can prove to be an important means of expression for
complex abstract circumstances in all kinds of contexts. In foreign lan-
guage acquisition, metaphors are used as eary as the beginner leaming
levels. In fact, the salience and relevance of the structures of a target lan-
guage are very significant to acquisition. They are often more important
than L1 structures.

Metaphors can illurminate basic concepts of the language beyond their lex-
ical value as they are not only evident 10 vocabulary, but also m grammar
and textual concepts. They structure our perception and how we put the
wortld into words. The hnguacultural differences of metaphors are relevant
for multiple reasons: they allow insights mnto and compansons with other
cultures, they indicate language-typical possibilities of verbalization, and
they are extremely effective when being ascnibed to their source domain.
Metaphors are based on cross-hngumstic image schemas (up - down, early
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- late, duration). even though they exhibit language-typical perspectiviza-
tions, such as those referning to openness, repetition and others. It 15 a com-
mon feature of languages that most spatial concepts are also represented in
temporal concepts. Due to its level of physical concreteness, the source
domain offers mostly sustainable leaming possibilities and ways of deter-
mining unknown metaphors. Metaphors are ommnipresent in all known lan-
guages and form their elementary foundations. It 1s, therefore, sensible to
incorporate them mio teaching and foreign language acqusition at an early
point and not to leave them for advanced classes.

Meaning Construction in Reading

When decoding language, both bottom-up and top-down processes are em-
ployed to generate meaning. Readers use three different types of mental
text representations to generate meaming: textual surface, propositional text
base, and the mental model. At the textual surface, aspects such as word
order, declination, and orthography of the text are represented in the work-
ing memory for a short period of time. At the text base, the inguistic form
15 less relevant while the semantic content 1s of more sigmficance. A reader
creates mental models of a text when prior knowledge bases are mtegrated
extensively for the interpretation, assessment, and expansion of text con-
tent. These three mental text representations are involved to varying de-
grees with the reading process. Grasping the textual surface 1s a matter of
comparatively simple word decoding processes, while mental model for-
mation requires deeper comprehensive processes to be triggered. As with
metaphors. mtercultural and mterlingual differences can be used produc-
tively in order to produce salience. Intercultural and intertextual compan-
son of parallel texts builds and strengthens an awareness of how texts are
constituted as realizations of vanious text types and products of text type
networks. To this end, contrastive textology performs cross-linguistic and
cross-cultural analyses of such text types and products in accordance with
empirical critenia. Textual companison also introduces and remnforces strat-
egies for inferential reading. The objects of these analyses are parallel texts
produced m different languages. Parallel texts mirror different cultures in
comparable communicative circumstances. They can be used as expressive
devices that help recognize unconventional concepts in texts.

Meaning construction through reading and listening 1s not a linear process
but rather dependent on previous knowledge and inferencing processes.
Hypertexts, which consist of different nodes and references, are well-
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suited for demonstrating this non-linearity. The constiutive features of hy-
pertexts are: manifestation of textual hnks. creating non-sequential bonds
between texts, forcing readers to apply their own operationalization of
texts and engage interactively with them through, eg.. navigational
choices. The hypertextual nodes contain content that 1s connected by mul-
tiple links according to varying content-based critenia. The structure of hy-
pertexts strongly depends on the type of links connecting the nodes and 1s
crucial to how much freedom the readers have 1n choosing the order of the
nodes. Since hypertexts make transparent the processes of meaning con-
struction, they are more than a fancy tool 1n a language class. Rather, they
offer diverse applications for teaching practice starting on the beginner’s
level but developing their full potential on the mtermediate and advanced
levels.

In order to help leamers decode a text they need to build up and use a sound
knowledge base. In addition, they need organizational strategies to help
them structure text content, such scaffolding and graphic overviews, and
elaborative strategies to help them access it. Cogmitive learming strategies,
on the one hand, encompass all processes catenng to direct mformation
intake, information processing and mformation storage. Metacognitive
strategies. on the other hand, are required to process the knowledge on cog-
nition itself In companson to cogmtive strategies, metacognitive strategies
focus less on the actual leaming process, but rather on the control of cog-
nitive processes and the management of one’s own learming progress.
While learners with sufficient pnor knowledge, intellectual abilities, as
well as a certain cognitive developmental level are more capable of using
metacogmtive prompts to promote their leaming, subjects with less favor-
able leaming preconditions are not able to compensate for the additional
strain on their cognitive capacities.

Multimediality, Multimodality, Multicodality

Cognitive capacities can be enhanced by applying vanous design princi-
ples to the production and use of learnmng matenals. For mstance, the cog-
nitive load theory descnbes the different cogmtive load effects ansing 1n
the interaction between leaming matenals and the leamer’s cognitive
structures. Three types of cognitive load are to be managed duning learn-
ing: the intrinsic, extraneous, and germane cognitive load. Optimally, they
are balanced, so that the capacity of the working memory 1s not exceeded.
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Overall, Mayer’s cognitive theory of multtimedia leaming proves itself to
be a productive theoretical framework for the formulation of design prin-
ciples. It has three main assumptions:

1. Mainly two separate, but interconnected processing channels are
involved m multimedia learming (dual coding).

2. The working memory possesses a limited processing capacity, dif-
ferent for each of the two channels (cognitive load).

3. Meaningful multimedia learmning 1s based on the processes of -
formation selection as well as the organization and mtegration of
existing pror knowledge.

The dual coding theory requires us to differentiate between multimediality
(processing differently coded mformation) and multimodality (processing
information using two or more sensory modalities). When language and
visual information are processed, language and images are jomed together
in three types of processes: representational, referential, and associative
processes. However, L1 and L2 leamers seem to have different processing
preferences, as the multimedia pninciple 1s of greater relevance to L2 lan-
guage acquisition than the modality principle. This 1s because the visual
presentation of texts, as for instance in electronic hypertexts, gives L2
leamers more control over the processmg speed due to the stability of the
stimuli and compared to the fleeting auditory stimuli of spoken language.
In order to gam an added value in combining text and 1mages, certain prin-
ciples need to be taken into account (such as the relevance pninciple, the
redundancy pnnciple, and the signaling principle), but their effectiveness
depends on the leamer’s pnior knowledge.

Joining Media and Metaphors

Grammatical metaphors can aid in modifymg cognitive linguistic princi-
ples so that leamers can grasp the most important elements without further
explanation. Animations are a form of presentation suitable for represent-
ing the dynamic elements of grammar. However, the presentation of ami-
mated grammatical metaphors does not automatically lead to better leam-
ing results. Rather, the leamer needs to look actively at the grammatical
metaphors taught and use them as a learming strategy when applying them
to other contexts. Apart from the explanatory approach, the choice of gram-
matical metaphors and the presentation form, aspects oflearner dimensions
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(types of leamers. interests, leaming traditions, poior knowledge, etc.), and
teaching methods (inductive/deductive, collabomtive/individual, etc ) play
an important role.

In the following chapters we will elaborate on how the cognitive principles
summarnized in the previous and present chapters can be brought to frmtion
in a comprehensive, cultural-sensitive cognitive approach to language
teaching and how this approach can be applied to a task-based model of
language teaching and learmng.
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8.2 Transfer Difference in Cognitive Language Teaching

In this chapter, you see how the cognitive pnnciples summanzed in the
previous chapters can be brought to fruition m a comprehensive, cultural-
sensitive cogmitive approach to language teaching that combines cogni-
tive linguistics, language processing and language acquisition research,
and language pedagogy. First, we provide a brief overview of the theo-
retical fundamentals of language teaching based on cognitive linguistics
(cf. Chapter 1.1). The pedagogical task of bndging conceptual differ-
ences occurnng in contact with other languages 1s at the centre of subse-
quent discussions. Mental concepts may vary strongly depending on the
culture, and these need to be taken into account in language teaching.
We show that transfer difference, therefore, constitutes the key inter-
face between the hinguacultures mvolved in language leamming. Transfer
difference is illustrated in the area of modality as expressed in modal

verbs.

Study Goals
By the end of this chapter, you wall:

- understand the connection between cogmitive linguistics and lan-
guage teaching

- be familiar with the roles of metaphonization and the meaning of
metaphonc competence m language learmng

- be famliar with the meaning and use of procedures mvolving
cultural contrasts

- leam how to operationalize culture-contrastive procedures in the
concept of transfer difference

- be famliar with the meanmng and use of procedures mvolving
cultural contrasts

- operationalize culture-contrasts.
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8.2.1 Cognitive Linguistics and Language Teaching

Understanding lexicon and grammar as a continuum in language teaching,
instead of focusing on formal aspects, 1s a central aspect of the paradigm
change currently under way in language pedagogy. The cognitive linguistic
approach assumes that grammar and lexicon form a continuum of symbolic
units possessing a phonological pole (ncluding orthographic mformation)
and a semantic pole (including discursive and pragmatic information). In
other words. one of the most far reaching assumptions for language teach-
ing derived from cogmitive linguistics it that both lexicon and grammar
have meaming. In the context of language teaching, grammar often appears
to learners as a murky field with random, confusing and non-transparent
tules, whose semantic function 1s also not immediately clear. Therefore, 1t
seems all the more imperative to teach grammar as a meaningful and com-
prehensible basic structure of language. a concept not fundamentally dif-
ferent to the lexicon.

As you have already seen in Chapter 2.1, a second central aspect of the
paradigm change in language pedagogy concems the assumption of lan-
guage being an integral component of human cogmition. As a consequence,
language and grammar are not considered to consist of arbitrary signs and
abstract rules but are conceptually motivated by general cogmtive princi-
ples. These cogmitive principles refer to, among other things, metaphonza-
tion (cf. Lakoff' Tohnson 1980; Chapter 2.1), prototyping (Geeraerts 1989,
Rosch 1978; see also Chapter 1.1) and imagery (see also image schema in
Evans/Green 2006, Johnson 2005, Oakley 2007; see also Chapter 2.1 and
conceptual archetypes according to Langacker 2000, 2008b). When tak-
ing the findings of neighbounng cogmitive sciences into account, cognitive
lmguistic approaches attaan a higher cognitive plansibility in language de-
scription as well as in language acquisttion research (cf cognitive com-
mitment, Evans 2012; also cf converging evidence, Langacker 2011; cf
Niemeier 2017). In our approach, metaphonization plays a central role 1n
explaming language description, but also in language teaching (cf Little-
more 2016, 2019, Littlemore/Taylor 2014). Language and language acqui-
sition being usage-based 1s the third important aspect of the paradigm shaft
in grammar teaching (cf. usage-based thesis, Bybee 2008, Langacker 2000,
2009; cf Chapter 1).
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8.2.2 Implementing Cognitive Linguistic Approaches into Grammar
Teaching

Despite mtensive research in the area of cogmtive linguistics, the msights
have not yet been taken into account fully in language teaching and leam-
ing tesearch today (cf Littlemore/Low 2006b, Littlemore 2009, Ty-
ler 2008, Niemeier 2019). The area of metaphor research 1s an exception
(for instance Azuma/Littlemore 2010, Beréndi/Csibi/Kovecses 2008,
Danes1 2008, Littlemore/Krenmayr/Tumer/Tumer 2013, MacArthur/ Lat-
tlemore 2008, Piquer-Pinz 2008, Skoufaki 2008, Littlemore 2016, 2019).
Research papers deal with the role of the metaphonc competence m foreign
language acquisition. Littlemore & Low (2006b), for instance, show how
commumcative competences (grammatical competence, textual compe-
tence, illocutionary competence, and sociolingmstic competence, cf Bach-
man 1990) function in accordance with metaphorc pnnciples. Therefore,
metaphoric competence 15 central to teaching and learning foreign lan-
guages. In light of this, Danesi (2008) shows how L1 and L2 speakers use
metaphorical extensions of color differently (see also Roche/Roussy-Par-
ent 2006). He goes on to state that L2 leamers are able to use such meta-
phonc extensions much more frequently and precisely after explicit tram-
ing than L2 learners in a control group.

Metaphonc competence may be stated as an explicit goal in grammar
teaching (Littlemore/Low 2006b, Meex/Mortelmans 2002; also cf. Chap-
ter 2), but to this day, barely any research has dealt with the question of
how the processes of metaphorization form a conceptual base for grammar
teaching. The few attempts can be categonized mto three groups: the first
group of research papers are purely cognitive linguistic papers, whose
analyses show a potential for language teaching never explicitly covered
to date (see, eg. Bellavia 1996, Smuth 2002, Serra Bometo 1996,
Amett 2004, Graumann 2004). A second group focuses on explanatory ap-
proaches to language teaching. but does not investigate the aspect of 1m-
plementing the approach into concrete teaching matenals. This particular
group of studies also does not conduct any testing (among these are for
instance papers by Sylla 1999, WilmotsMoonen 1997, Frettag/Vander-
meeren 2005, Bellavia 2007, Radden/Dhrven 2007, Vieira 2011). Finally,
the third group studies the use of matenals designed on a cognitive linguis-
tic basis, but the studies are not able to demonstrate additional values ans-
ing from usmng metaphors (see the works by Tyler 2008, Reif 2012, Nie-
meter/Reif 2008, Bielak/Pawlak 2011).
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Overall, there are several important gaps in the current body of research.
For one, the heterogeneous findings do not identify an explicit additional
value of the tested explanatory approaches (cf Littlemore 2009). Secondly,
the question of media adequacy ofthe developed matenals 1s ignored com-
pletely. It mmght explain why, in many cases, the direct implementation of
the cognitive linguistic approaches does not result in the desired additional
leaming value (Bielak/Pawlak 2011, Reif 2012, Tyler 2008). Thirdly,
while the used pedagogical bndges appear conceptually plausible, many
leamers find them partially inaccessible due to a lack of contextuahization.
Finally, the few attempts to empirically test cognitrve linguistic approaches
in the form of concrete matenals were all in the area of English as a foreign
language (Niemeier 2017, 2019). Exceptions are the studies by Scheller
(2009) and Roche & Scheller (2008) on German two-way prepositions, by
Kanaplianmik (2016) on modal verbs in German, by Sufier (2013, 2015),
Amett (2004) and Bielak, Pawlak & Mystkowska-Wiertelak (2013) on
passive, by Compaore (2019) on interactive processes i meaning negoti-
ation, by Gradel (2020) on adjective endings and the article paradigm 1n
German, and by Hoffmann (2018) and Sufier & Roche (2019) on Gemman
light verb constructions. As discussed in Chapter 2.3, cogmtive linguistic
analyses of the use of two-way prepositions in German has shown that
item-specific expression of movement/direction (accusative) or non-move-
ment/position (dative) 1s not the deciding factor i choosing the accusative
or dative case. Instead, grammatical case marking 1s determined by cross-
ing (accusative) or not-crossing (dative) boundanes of a real or imagined
target area, distinguishng between expressing a source-path-goal focus
versus a focus solely on the goal. The results of the study showed only the
combination of cogmtive linguistic explanatory approaches and an ade-
quate implementation according to the pnnciples of multimedia leaming
(Engelkamp/Zimmer 2006, Mayer 2005a, Schnotz 2005) lead to sustaina-
ble positive effects m the acquisition of two-way prepositions. A pilot
study by Grass (2013) went beyond grammatical features by proving a suc-
cessful and significant reduction of confusion in leamers via a procedure
measuring qualitative cogmitive changes (cf Ifenthaler 2010). The study
also shows a convergence in the development of mental models.
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8.2.3 A Cognitive Approach to Teaching Grammar

A major part of the potential of cognitive linguistic approaches for lan-
guage teaching lies in the parameters used to describe general cognitive
processes, which are lghly comprehensible in companson to other ap-
proaches. In this way, every language leamer 1s able to access abstract
structures of a L2, independent of his or her hinguistic background. At the
same time_ the cognitive pninciples presented so far serve as the foundation
for mtegrative, cognitive language teaching. As we have seen. the cogm-
tive approach distinguishes between four different levels: 1) the cognitive
linguistics level, 2) the transfer difference level, 3) the grammatical meta-
phor level, and 4) the (re)presentation and teaching level Domains, image
schemas, and conceptualization processes (Level 1) form the basis of this
pedagogical model and have already been presented in detail in Chapter
2.1. We will now take a look at what may be considered the key challenge
1n language leaming and teaching: transfer difference.

Cognitive Linguistics

Domains
(Space, movement, iemperature, force, enargy transier, ime el )

Image Schemas
(Lip-cown, origin, journey, goal, procimity-distance, hot-cold, container eic. )

Conceptualization
(Metaphorization, parspectivization, igure/ground, focus, zoom ale.)

Transfer difference
of language specific mapping

Grammatical metaphor
(interface to leamer grammar models, fransparency,
comprehensibility)

Representation, teaching
(animations, methods, learning dimensions)

Figure 8 1: Levels of cognitive language teaching
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3.2.4 Transfer Difference

Transfer difference 1s a concept that describes a problem faced by leam-
ers — the necessity of constructing meaning in a space between separate
lmguacultures — as well as the objective from a teaching standpoint of sup-
porting the leamer in the effort to build these ‘bridges’ between mitially
disparate language contexts. The term 1s similar to Wilhelm von Hum-
boldt’s Differenzerfahrung (difference expenence; cf Benner 1995)
which 1s seen as an essential cognitive foundation for leaming foreign lan-
guages. Successfully learning to reconcile linguacultural differences re-
sults 10 a cognitive state that multilingualism research often refers to as
balanced multilingualism. In cultural studies, it 15 known as transdiffer-
ence. In contrast to contrastive error analyses, transfer difference does not
assume static ingmstic systems with mamly formal differences. Rather,
languages are viewed as dynamic linguacultural systems, which, despite
being based on the same cognitive processes and foundations (such as met-
aphonzation, perspectivization, image schemas, etc.). implement these in
different ways (cf Danesi 2008: 234). In that regard, several cognitive lin-
guistic studies were able to prove that language-specific encodings of ex-
penences were not the result of random lexical realizations but, mstead,
were conceptually motivated and rooted 1n a socio-cultural context (cf
Danes1 2008, Lakoff/Tohnson 1980). Conceptual archetypes (Langacker
2008b) or image schemas (Evans/Green 2006, Johnson 2005) in grammar
and lexicon serve as cultural-specific concretizations of cultural content
and cultural structure. With that, conceptual archetypes function as tnggers
for lexical selection (cf Danesi 2008: 235). An example of such a case 1s
the conceptualization of rain as a contamer 1n English and German (in the
rain, im Regen) and as an entity (e.g., a roof) above us m French, Spanish,
Arabic or Russian (sous la pluie; cf Evans/Tyler 2005, as well as Chap-
ter 2.1 on metaphonzation). Differences between the conceptual systems
of languages also affect the preferred way of encoding expeniences in the
respective languages, such as encodmng a joumey or path as motion events
(cf satellite- and verb-framed languages in Talmy 1985; also cf
Ozcalhiskan/Slobin 1999) or marking or not marking the final pomt of a
scene (cf von Stutterheim 2003).

In light of this, Danesi (2008) emphasizes how successful language acqui-
sition 1s not simply knowledge of the formal features of a language and
their denotative meaning, but includes a culturally sensitive handling of
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metaphorical extensions and the adequate conceptual encoding of expen-
ences (also cf. Danesi 2008, Pavlenko 2009, Roche 2013b. Roche/Roussy-
Parent 2006).

We will now use a concrete example in order to study this aspect in greater
detail. The example 15 the expression of modality, 1.e., language that 1s spe-
cifically intended to explore different possible situations, in German and
Russian. As shown in Chapter 2 and Chapter 7, the category of modality
can be characterized as an aspect of the cognitive domain of force dynam-
ics (Johnson 1987, Talmy 2000, Evans/Green 2006, Langacker 1987).
Force dynamics code the “naive physics” of our conceptual system, that is,
how we mtmtively understand forces and their interaction based on our
everyday expenences (cf Johnson 1987:43, Lampert/Lampert 2000: 240).

Even though force dynamics serve as a universal cognitive foundation for
determumng the category of modality, 1ts metaphorical categonzation and
especially its linguistic realization are specific to hnguacultural systems
(Kanaplianik 2016: 47). The leamers must understand how the modal
meaning 15 specifically encoded in the German linguacultural system and
how it differs from the conceptuahzation i their L1 (cf Kanapliamk
2016: 41). In the case of event modality, the notions of physical forces and
their dynammcs (source domam of conceptual metaphonization) are trans-
ferred to mterpersonal relationships (target domain; cf Sweetser 1990,
Talmy 2000, Lakoff/Johnson 1999). The modal relationships are deter-
mined by the concepts of implemented and target-onented forces, bamers,
and paths (cf Kanapliamk 2016: 47-52).

As the modal verbs should (German: sellen), must/have to (German:
miissen) and may/be allowed to (German: diirfen) have already been ex-
plamed in Chapter 2, we will show in the following section how these prin-
ciples may be used for the German modal verbs iédnnen (can'be able to)
and wollen (want'would like to) (for more details. see Kanapliamk
2016: 64—72). The modal verb kénnen carries two meanings, similar to the
modal vertb can in English. Its first meaming (possibality; Figure 8.2) 1s
conceptualized as dispersing a bamer, which allows the mtemal force of
the subject to reign free (Talmy 2000: 445). For this reason, kdnnen (can)
15 represented as synonymous to diirfen (may/be allowed to). The differ-
ence between these verbs, however, lies in the source of the force: i the
case of kdnnen (can) 1t 15 based on objective circumstances, and in the case
of diirfen (may/be allowed to) on an external authomity (cf Coates
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1983: 93, Dirven/Taylor 1994: 544, Radden 2009: 178, Kanapliamk
2016: 69).

Paul kann raus fahren.

Figure 8 2: The modal properties of the verb &dnnen (can) described in an illistra-
tion (Granima 2018). The labels read: Paul can exit, action, barrier open)
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In its second meaning (ability. Figure 8.3) the verb Adnnen (can) evokes an
inner force which enables a person to execute an action (Radden/Dirven
2007 254) (cf Kanaplianik 2016: 70).

Florian kann

das Gewicht heben.

08

Lrammuricnsdia

Figure 8 3: The modal properties of the verb &dnnen (can, ability) described in an
illustration (Granima 2018). The labels read: internal force, Florian can lift the
weighis)

Innere Potenz
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The modal verb wollen (want to) (Figure 8.4) expresses a strong internal
force which encourages a person to execute an action (Talmy 2000: 430).
The modal verb méchten (would like to) expresses a somewhat weaker
force (cf Kanaplianik 2016: 70).

Y - &

2

-

Mark 7 Ski fahren. P
/-

8

b 5
5
//

-

Lrareruribuedia

Figure 8 4: The modal properties of the verb wollen (want to) described in an il-
lustration (Granima 2018). The labels read: Mark wanis to/is eager to go skiing,
strong internal force/motivation)

The Russian language also expresses the category of modality through
modal verbs. This category can also be described by refernng to the do-
main of force dynamics. However, there are notable differences in com-
panson to the German modality system. Russian does not distnguish be-
tween the meanings of must (German: miissen) and should (German: sol-
len): the verb byt dolzhnym as well as the construction nade (literally: one
must or one should/is supposed to), express a force that affects the object
from the outside. The attnibute of how strong the force 1s, a concept rele-
vant to German, 1s not a decisive factor in Russian in this case. The verbs
may (Gemman: diirfen) and can (German: kénnen) are also not differenti-
ated in Russian and are translated with the single verb motsch (open bar-
nier). In this case, the aspect of exterior authonty 1s also irrelevant. The
meaning of may/diirfen may also be additionally expressed with the parma-
phrase imet’ razreschenije (to have permission) as well as the construction
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mozhno (one is allowed to, one may, man darf). Beyond that, the extent of
the meaning of the Russian verb motsch (open barner/inner force) 1s fun-
damentally the same as the German verb iénnen with respect to its two
meanings (possibility and ability). Differentiating between wollen and
mdchten 15 also complicated for Russian L1 speakers: in Russian, a desire
15, as a rule, expressed with the verb hotet’ (intenior urge). It 1s the equiva-
lent of the German wollen. Russian does not distinguish the gradients of
the intensity of the urge and the aspect of strength of force 1s also 1gnored.
In summary, 1t can be said that the paradigm of modal verbs m Russian 1s
less complex and less differentiated than in Gemman, but apart from that,
Russian has several other means of expressing modality (cf Kanapliamk
2016: 232)

In this way, the modality systems of both the Russian and German lan-
guages access the domamn of force dynamics, despite utilizing 1t differently.
The differences between the conceptual systems of languages are ex-
pressed m the usual ways of encoding modal relationships. For this reason,
Russian leamers of German should be aware of the conceptual differences
between German and Russian and onent themselves using the concept of
transfer difference mstead of simple translations of their L1.

A recent classroom-based study on the teaching and acquisition of gram-
mar in a cogmitive context investigated the effectiveness of multimedia an-
imations with respect to the wisualization of embodied concepts
(Sufier/Roche 2019). The study’s focus was on so-called light verb con-
structions in German which are usually reserved for advanced language
classes as they are considered to be difficult to explain to leamers (e. g.
German eine Rede halten, to give a speech). The cognitive linguistic ap-
proach used for the descnption of these constructions draws upon embod-
1ed expenences in order to better elucidate the meamngfulness of the re-
spective light verbs as well as the conceptual links between the different
types of hght verb constructions (Gradetak-Erdelji¢ 2009). The use of an-
imations was expected to produce an added value for the visualization of
relevant embodied concepts, since they too facilitate both the spatial and
the temporal integration of dynamic situations as well as the better pro-
cessing of dynamic aspects of grammar. In more concrete terms, the ani-
mations m fact did produce the expected bodily engagement needed for
leaming the dynamic aspects of the target constructions and lead to the
creation of more appropriate mental models. Moreover, leamers working
with such matenals significantly changed their beliefs about grammar
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leaming, since the importance accorded to the use of image-based expla-
nations after the treatment was considerably higher than for the group
working with the traditional approach to teaching grammar by traditional
categonies and means. The study concludes that the successfulness of con-
cept-based/cognitive approaches supplemented by amimations 1s subject to
certain conditions (Sufier/Roche 2019). First, learners should be able to
easily relate the movement depicted in the animations to the respective dy-
namic aspects of the target constructions. This means not only that the ap-
proach needs to be well aligned with cognitive linguistic theory using em-
bodied concepts for grammar descrniption, but also that the matenials used
should ensure that perceptual processing comresponds to the cognitive re-
quirements of mental model construction (Lowe/Schnotz 2014). Second,
working with amimations also needs to be accompamed by appropniate
leaming activities that support conceptualization processes and the negoti-
ation of meaning according to socio-cultural theory and concept-based mn-
struction (Vygotsky 1962, Williams/Abraham/Neguemela-Azarola 2013).
Finally, it 15 worth stressing the importance of considenng the prnciples
of task-based language teachmng (Ellis 2009) when implementing such
grammar teaching approaches (cf. the following chapter). Accordmgly,
grammar should be treated as an essential element for achieving a wide
range of communicative purposes, so interventions should aim to foster
awareness and deep cognitive processing of the target structures as well as
promote their use in a native-like way m relevant communication settings
(Miemeier 2017: 75, Tyler 2012).

The acquisition of conceptual competence (conceptual fluency; cf
Danes1 2008, metaphoric competence; cf Littlemore/Low 2006b, prag-
matic competence; cf. Kasper 1997, Takahashi 2010, Glaser 2013) 1s a pn-
mary goal of langnage teaching. It begins with the identification of all
kinds of differences between languages m areas relevant to commumica-
tion, mcluding social behavior. The cognitive processes mvolved i dis-
solving this kind of cognitive dissonance and leading to conceptual inte-
gration can be opemationalized through the generation and modification of
mental models and schemas by accommodation and assimmlation. The pro-
cess of a successful integration of conceptual differences 1s called transdif-
ference, that 1s, the ability to manage vanous hinguacultural systems in par-
allel, at ease and with no mhibiting interferences. To be sure, transdiffer-
ence 15 not limited to vocabulary or grammar but describes a desired com-
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petence level in all areas of commumication, mcluding non-verbal commu-
nication. Transdifference 1s a cognitive process best achieved by using lan-
guage in authentic commumication contexts, that 1s, where leamers use the
language in action (cf Roche 2018: 57-76).

8.2.5 Summary

The imitial transfer difference does not present an obstacle for lan-
guage acquisition, but initiates important processes of conceptual
restructuring, central to the acquisition of conceptual competence,
metaphoric competence, conceptual fluency, pragmatic compe-
tencee (cf Jessen/Cadiermno 2013, De Knop/Diuven 2008, Odlin
2005, Pavlenko 2009, Littlemore/Taylor 2014; also cf Chapter 3).
Transdifference as a process of a successful conceptual integration
can bridge the distance between the two fields of language teach-
ing and cultural mstruction.

Ideally, leamers and speakers are able to separate the conceptual
systems of different languages but also use their commonalities
productively.

Metaphonic meamngs add transparency to the underlying meaning
and are catchy and memorable.

From this concrete approach, we are able to denve grammatical
metaphors that differentiate between languages but also provide a
good msight into the grammar of a language due to their vividness
and prominence.
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8.2.6 Review Questions

1.

How do leamers proceed when acquinng conceptual or meta-
phonc competences?

‘What effects does attnbute matching produce, e.g . the categonza-
tion into source and target domain?

What 1s transfer difference?

Summanze the seven levels in cogmitive language teaching.

How would you explain the category of modality in the German
langnage from a cognitive linguistic perspective?

in



8.3 Successfully Implementing Grammar and Speech Acts To-
gether

The title of this chapter may seem contradictory to some teachers and
leamers, but 1t 15 nonetheless mtentional: bringmg language as structure
and language as action together provides many possibilities of improv-
ing foreign language instruction. Structural properties of a language are
often seen as an abstract system of rules and not as a functional instru-
ment for communication. The term speech act 15 used to represent the
functional aspects of language. How fo Do Things with Words (Austin
1962) 1s the famous title of a book dealing with exactly these aspects of
language_ In other words, 1t refers to the “doing’ part of language. We
use the term Handlung, bormrowed from German, to describe these func-
tions in a more precise way than “action’ (its most common translation)
would. Handlung refers to what 1s happening in the world, or more ac-
curately, what humans and cultural commumities perceive of it, attach
meaning to, and deem worthy to put into words. Grammar helps us m
how we percerve, organize, and verbalise Handlung. We denve all struc-
tural properties, but also all socially conditioned language behaviour di-
rectly from the use of language dunng a concrete Handlung. In this
chapter, we want to show how task-based language leaming, mnspired
by the concept of Handlung in conjunction with Grammar, can be or-
ganically combined with cogmtive language pedagogy. We also show
that language awareness does not represent a metalinguistic descniption
of abstract charactenistics of the language system, but instead a sensitiv-
ity for the appropniate use of diverse linguistic structures in specific con-
texts.

Study Goals
By the end of this chapter, you will:
- recognize how the pnnciple of usage-basedness may be opera-
tionalized in a task-based context
- be familiar with the most important elements of action-onenta-
tion
- be able to implement these pnnciples successfully.
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8.3.1 Applying Usage-Basedness to Language Teaching

As we have already seen, modemn theonies of cognitive lingwstics assume
that language 1s not formed in adherence to abstract rules but develops
from language usage. In language learming, usage-based alludes to the mm-
portance of authentic, vaned, and context-nich mput which allows leamers
to construct their knowledge of the language. However, in conventional
langnage teaching, the communication situations offered in class do not
always fulfil these requirements because they are presented in an overly
instructional fashion and do not leave sufficient room for the leamer’s own
creativity and self-expression. Often, the situations are over-sumphified,
void of context and feedback, and, therefore, have little in common with
any authentic communication exchanges. The crucial challenge for lan-
guage teachers, then, is this: how can I operationalize the pnnciple of us-
age-basedness in my classtoom?

8.3.2 Principles of Acquiring Linguistic Competences

Task-based language teaching has proven to be highly efficient due to 1ts
use of the various pragmatic ponciples underlying authentic communica-
tion. It has also proven itself in professional and academic teaching con-
texts. All learners leam by doing: by doing things with words (Handlung)
and by expenmenting. Leamers mstinctively search for meaning in their
environment. Leamners scan the entirety of the linguistic input for meamng,
compare 1t to their prior knowledge, and relate 1t to prior mput. They form
hypotheses, test them, and sort the processed nformation by assimilation
and accommodation. Natural acquisition principles are sustained by nich
commumication environments where learners can move forward by leam-
ing via chunks and by a step-by-step development of rles (c¢f Tomasello
2003, 2006 as well as Handwerker 2002; also cf Chapter 3). Parallel in-
formation can be helpful 1n such contexts as it accompanies language 1 a
direct and purposeful fashion. Leamers can also expenience how language
can be an efficient tool to advance their own goals. Since the pioneering
work of Jean Piaget, it has been well-established that cogmtion develops
from thinking about concrete, non-hypothetical things via the phases of
symbolic and pre-ternunological thinkg to formal thought. including ab-
stract reasoning. In other words, language can only be acquired through
forms of concrete expenences with Handlung (cf Piaget 1976). It 1s com-
pletely normal for errors to occur dunng this process. Errors are a natural,
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inevitable component of developing language skills and even a sign of the
indmvidual’s leaming progress. The more the leamer dares to use the lan-
guage in a vared and complex fashion, the more errors are mevitably
made. The lack of a constructive approach to leamers” errors could be seen
as an essential reason for the lack of success of conventional language
courses. Longitudinal studies have shown that “errors’ are not always real
or permanent errors, but can mstead be seen as markers of the leamer’s
progress. We kmow from language acquisition research that such ‘develop-
mental defects’ often disappear on their own over the course of language
development if the environment 15 meaningful, challenging, and support-
1ve — typical characteristics of a task-based learming environment.

The most important principles of language acquisition in a task-based en-
vironment can be summarized as follows (cf Roche/Reher/Simic
2012: 21):

- Humans leam when there are authentic reasons for doing so (rele-
vance principle, nch input).

-  When words and grammar are embedded into Handlung, learners
can leam from the success of their actions (Handlungsprinzip,
action principle).

- Situative language use requires cultural competences (usage prin-
ciple, integration).

- Duafferent situations require different linguistic means (variety
principle, language awareness).

- Cultural competences are the prerequisite for interpretive and me-
diation competences (mediation principle).

- Concepts are more important than forms (concept principle).

- Grammar emerges from language usage and word usage, not the
other way around (lexicality principle).

- When leamers develop the basic vanety, acquisition of structures
takes place accordmng to criteria of relevance and complexity (con-
struction principle).

-  Humans leam and retain things that are presented in the fore-
ground (salience principle).

-  Complex formulas are systematically parsed by leamers (de-
chunking principle).
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8.3.3 What Successful Teaching Could Look Like

If we apply these principles to language teaching, the followmg conse-
(uences emerge:

A lmearly pre-structured course 1s not productive for leamers be-
cause 1t often does not convey elements necessary for authentic
communication and 1s not oniented toward individual leaming pro-
gression.

Lectunng and practicing prefabricated dialogues and language pat-
tems does not promote language growth in leamers.
Domg-onented leaming with speaking opportunities and con-
tent/subject matter from the leamers” scope of expenences 1s mo-
trvating and effective for language leaming (Apeltauer 2004: 97;
cf Roche 2013b).

The functional use of grammar in practical language application
ought to be the focus of teaching. Expenimentation and practical
use are most important to language growth and are, therefore, cen-
tral to any successful teaching practice. Additionally, the feedback
leamers recerve for theirr commumicative actions provides crucial
information on social acceptability and norms. It can also be mo-
tivating.

Encouragement and motivation for personal and fearless expen-
mentation 1s, therefore, the most important aspect of teaching.
Errors are an mtegral part of leaming languages. Reacting to and
interacting with the leamers appropnately with respect to their lin-
guistic utterances 1s, therefore, hugely important.

Expanding the vocabulary base 1s central to language learning at
any time.

Play-actings are rehearsals and, therefore, very sigmficant. Playful
leaming, e g.. with serious games, theatre, etc.. 15 an essential way
of learming for all ages. It enables communication and practice on
a level adequate to the leamer. Language-based games with a part-
ner, group, or social games promote language learming 1n realistic
sifuations.
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8.3.4 Language Awareness

Incorporating authentic language that matters to the leamer 1s a fundamen-
tal and necessary condition for task-based language acquisition. If we fol-
low basic pragma-linguistic assumptions on a tnadic relationship between
sender, objects and recipient, we have already identified the necessary pal-
lars of any communicative setting. Communication fulfils three main func-
tions: it 1s symbol, symptom and signal at the same time (cf. Bithler 1934).
The symbol as representation of objects and events 1s not neutral or objec-
tive, but 15 given as a subjective expression (symptom) of the perspective
of a speaker or writer (in short, the sender), who uses it to appeal to the
rectpient in a certain way (signal). Communication 1s authentic when all
three references are realized. This means that a learner needs to possess
knowledge of the relevant content matter and needs to put objects and
events mto words. Furthermore, depending on the communicative setting,
the leamer 1s required to master the respective tasks, e g, of everyday life
(colloquial speech), games (game language), education (academic lan-
guages), or professional work (languages for professional or technical pur-
poses, institutional language). In addition, depending on the communica-
tive roles a leamer assumes, they need to assess different social positions
and the range of social and communicative responsibilities of a sender and
a recipient. In other words, a leamer needs to be familiar with different
conventions and norms and, ideally, they need to know when and how they
can violate mles or expand them creatively. This 1s a matter of language
awareness. The possibility of gaiming expernience in such diverse situations
in tum enhances the knowledge of content, 1ssues, and processes, and sen-
sitizes the leamer for the appropnate linguistic Handlung mvolving differ-
ent dialogue parners and social norms. Language awareness means that a
leamer has the ability to adjust to naturally occurnng linguistic vanety. For
instance, when a certain task must be articulated with a dialogue partner in
professional settings, for example, when speaking to an mstructor or an-
other tramnee or a customer at the workplace or when making notes in the
record book, a particular linguistic form 1s required. This i tum generates
different feedback which itself contnibutes to a greater vanety of linguistic
means and finally to an even greater language awareness.

In the previous chapter we have shown that (cross-linguistic and cross-cul-
tural) differences play an mmportant role m gaining language awareness.
The tenmn difference describes vanations in individual perceptions and
knowledge constructions as well as distinct subjective attitudes, values,
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and expectations of a speaker. Perspectivization not only refers to hnguis-
tic or culturally-specific differences but rather to the uniqueness of every
indmvidual in terms of pnor expenences, knowledge, leaming strengths,
and weaknesses. The language used in a specific context expresses the
umiqueness of that communicative constellation. In the previous chapter,
we have also seen that the term difference 1s distinct from the temm transfer
difference. Linguacultures express certain conventionalized preferences of
perspectives, shared 1n a certain group, context, and penod, but changeable
over time. In other words, conventionalized perspectives are habituated
and lead to a standardization of expressions, e g, m colloquial expressions,
names, metaphors and, as we have seen. in grammar.

Experiment 1

Have you ever thought about why English speakers live ON a street or
travel ON a bus or plane while 1 other linguacultures they live IN a
street and travel IN a bus or plane?

(Solution: English likes to use the image schema of a platform or surface
in order to conceptualize streets or vehicles (on a street, on a bus), while
other languages use different schemas such as contaners (Germ.: in der
Strafe, im Bus, French: dans la rue).

All speakers move within conventionalized frames, even though they, of
course, have the freedom to develop different perspectives. We refer to the
systemic difference between linguacultures by the term transfer difference:
leamers are charged with mediating between hnguacultures mn langnage
acquisition. One could say that transdifference refers to the ultimate goal
in a leamer’s language competence while transfer difference refers to the
leamer’s task to manage mter-individual concepts of linguacultures.

8.3.5 Operationalizing the Principle of the Full-Task-Cycle

In reference to the concept of task-based language leaming, scenario teach-
ing basically means to create commumnicative constellations whach are ca-
pable of relating to the students’ mterests in terms of content and in terms
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of communicative tasks. Leamers may assume different roles in role-play-
ing games, scenanos, case studies, and games. Furthermore, 1f teaching 1s
more effective than leaming. then leaners should of course also assume
teaching roles themselves. The following elements are crucial for making
scenano teaching a success:

- a setting with an exphcit, mtegrated goal of simultaneously en-
hancing language and method competences as well as knowledge
or skills within a real-life specialized field

- paying attention to progression (advancing through different leam-
ing fields mn the subject curnculum)

- 1incorporating ongmal Handlungsituations, mcluding real content
and tasks (case-based leaming, real-life scenarios)

- systematic planning of processes i the form of incremental tasks
comresponding to operational processes and other everyday pro-
cesses (with active participation of the learners)

- providing aids for independent study and research

- using authentic and appealing visualizations

- using multimediality adequately (approprate in terms of the com-
municative situation) to address all abilities (without hyping up an
otherwise imrelevant form of media for 1ts own sake)

- no pseudo-task-based exercises (such as partner dictations, choir
speaking, copying, etc., except if they are commumcatively justi-
fied 1n terms of linguistic pragmatics)

- no purely form-based but rather objective-oriented grammar and
orthography exercises embedded in authentic tasks.

A sensitive leamer will always pick up on hinguistic means or even choose
to research them and mquire when they are sensibly and effectively mcor-
porated mto a communicative purpose. The insights into the regulanties
and structures of a language, gained through actual hinguistic Handlung,
support language growth and foster language awareness. Language growth
15 always a creative process of the mdividual leamer. It can be fostered by
interest and encouragement from the learming environment.

If you want to employ the theoretical foundations and ponciples of task-
based learming m language teaching, the pnnciple ofthe full-task-cycle can
serve as a good and easy-to-implement point of reference. Thas principle 1s
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suitable for developing a curriculum and for planning and structuring les-
sons. It encompasses the following steps, and these 1n tum may be formu-
lated as incremental tasks:

Figure 8 5: Overview of the principles of the full-task-cycle (Roche/Terrasi-Haufe
2016: 29)
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Ornentation

The prior knowledge of the leamers 1s activated.
What 1s there to do? What do we already know?
Where can we find additional information?

Information

The leamers gather mformation based on vanous
matenials pertaining to the specific task and content.

Planming and
Analyzing

There are always multiple solutions and solution
paths regarding a matter or task What could we do?
Who has done a similar task before? Who 15 best at
1t7 Tasks must be determined and distnbuted, and a
work routine must be planned. Aids must be chosen,
relevant templates analyzed.

Practice Run

This phase inclides working on the product itself
and encompasses several acts of choosing, decision
making and working as well as practice runs.

Presentation

The preparation phases are followed by the presen-
tation of the project. Everything 1s carefully checked
and rehearsed beforehand. Everyone 1s proud of
their accomplishments, after all.

Evaluation/
Reflection

Based on mutually established critena, the worked-
out products are evaluated constuctively.

The phase of conclusive reflection marks the end of
the scenario: What has been successful? What could
be used in other situations? What would be done dif-
ferently?

Table 8 1: Principles of the full-task cycle in class (Roche/Terrasi-Haufe 2016: 29)

The extent and difficulty of the respective scenanos and tasks depends on
the requirements and goals of the communicative situation. Phases such as
evaluation and reflection may also be combined if useful 1n a certain sce-
nano. These may be differentiated with respect to the level of difficulty:
students can erther work in an open, more challenging environment to-
wards different linguistic products, or those who need more assistance can
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be offered a comprehensive supply of aids and tools, such as scaffolding,
simplified texts, and more guidance. Durng the evaluation and reflection
phase leamers and instructors determine how the tasks could be conducted
in different ways, which components work well or need improvement. Let

us look at an example suitable for the A2 level:

Task/Phase | To dos Materials Comments
Task Find accommodation
at hand abroad for your study ex-
change or vacation in an
area you want to visit
and in a housing arrange-
ment that suits your
needs
Orientation Make a plan on how to E g, get infor-
handle the task. What re- | mation on the
sources/knowledge do region/area’
you possess? Who has town in question
usefil experiences/tal- using WWW-re-
ents? Where can we find | sources or infor-
additional information? mation matern-
als. media: asso-
ClOgramms,
notes, websites,
Information | Check resources and col- | websites, litera- | Mrlodge,
lect information based on | ture, interviews | Airbonb?
various materials pertain- | with resource
ing to the specific task persons such as
and content. Conduct in- | fiends, teach-
terviews if necessary. ers, pen pals ...
E g_check housing offers
on various websites such
as Mr. Lodge, Flipkey,
Wimdu, HomeAway, Air
B&B. Discuss alterna-
tives, compare offers ..

? https//www mrlodge de/ (September 2022), hitps./www airbnb de/ (Septem-

ber 2022).
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Planning and
Analyzing

There are always multi-
ple solutions and solifion
paths regarding a matter
or task. Sort and organize
what you found. Deter-
mine sub-tasks for every-
one in the group accord-
ing to inferests, talents,
and strengths. Plan a
work routine and
chose/prepare the instru-
ments'mediaetc. Eg.
prepare a telephone call
to the potential landlord,
fill out an application
online, write a letter.
Check appropriate lin-
guistic means: e g how
is a telephone call to a
landlord/agency usually
structured? How 1s an
application written in the
foreign language? What
are appropriate linguistic
means such as the night
tense. form of address
etc.?

lists, scaffolds.
scripts, comput-
ers, phones, pic-
tures, reference
grammars/
model texts, in-
structor as re-

SOULCE PErson

Practice Run

See how far you get with
your preparation. Prac-
tice and find additional
information and materi-
als if necessary. Decide
on improvement strate-
gies.

authentic mate-
nals, recordings

Presentation

The preparation phases
are followed by the
presentation of the pro-
ject, e g assume various
roles in the scenano.
such as land lord/agent,
customer/interested stu-
dent, family member/

authentic mate-
rials and instm-
ments
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friend disagreeing with
the choice of offers,
write a report for the
school’s website (and
publish it of possible).
Evaluation/ When the scenano is assessment
Reflection played out in class the charts, notes
students not involved in
VOUT SCEenario may act as
consultants fo a land-
lord/agency, be involved
in deciding where to go
and whether you can af-
ford the price, or as “in-
dependent judges™. e.g.
they may decide whether
the landlord/agency will
rent the place to you, or
they may judge in other
sensible ways whether
the commumnication was

pects.
Table 8 2: Example for the implementation of the principles of the full-task-cycle
in an A? level class (translated from Roche/Terrasi-Haufe 2016)

Much of the planning and task execution can be done by the leamers. After
all, they are the ones who are supposed to be leaming by actively doing
things with words. Leamers who are not used to independent forms of
study will need subtle assistance in getting there. The mstructors act as
coaches. They monitor the learming and studying process, assist where nec-
essary. and act as resources themselves for providing information. In a cog-
nitive approach to language teaching and leaming, their primary task 1s to
foster cogmtive processes, 1.e.. leaming processes of their students. Being
able to explain the cogmtive foundations and applications of languages,
including grammar, 1s one of the most demanding, most important, and
most rewarding jobs of teachers.
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Experiment 2

Can you think of a scenanio for your class? Pick a topic or sequence for
a class and create authentic scenanos followimng the pnnciples hsted
above.

By using carefully targeted scenanos, tasks, and games, the teacher can
address the integration of grammatical structures i every language activity
dunng a leaming scenano. This grammar, as shown 1n the context of cog-
nitive grammar and grammar animations before, does not have to appear
in an abstract form but results from the perception, representation, and con-
struction of the world. In other words, it has meaning. Despite this fact, a
Handlung which 1s accompanied by language 1s especially effective for
leaming languages. Ideally, beginning language leamers work together
with advanced leamners. Altematively, more advanced leamers can be as-
signed co-teaching roles. There are many more advantages to scenario-
based language teaching, including the integration of modem digital media
as Tesources, using exciting cross-subject content, including the vanous
talents of learners in different roles and accordmg to ability, using vanous
oral and wntmg skills in combmation as m authentic language use. Acquir-
ing a foreign language can indeed be as easy as acquining a first language.
It requires a genuine mterest, an open and flexible mund, challenging but
manageable mnput 1n authentic and relevant tasks and a supportive environ-
ment.

8.3.6 Summary

- Grammar is a communication tool aiding i the orgamzation of the
objects we percetve and wish to put into words.

- Grammar is directly denved from actions or the use of language
a concrete Handlungsituation. Therefore, in cognition-based
teachmg, the focus 1s on the use of the appropniate linguistic struc-
tures in a certain context, not on the metalinguistic descoption of
these stmuctures.

- Domg-onented teaching 1s based on relevance, lexicality, salience,
sttuativity, actions, practicality, mediation, and language develop-
ment.
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- Errors are not a sign of failure but must instead be mnterpreted and
analyzed as indications of progress in acquisition.

- The foundation of language acquisition is linguistic action. A
Handlung 1s only complete when the aspects of authentic commu-
nication (according to Biihler 1934) are realized.

- Authentic leaming environments can be created through task-
based leaming scenanos.

-  When dealing with authentic commumcative situations in lan-
guage teaching, the following steps mmst be taken into account:
orientation, information, planning and analysis, execution, presen-
tation, evaluation and reflection.

8.3.7 Review Questions
1. Name and explain the most important ponciples of task-based lan-
guage acquisition.
Name the most important pninciples of good teaching.
. Which elements are crucial for task-based teaching?
4. Describe the phases of the full-task-cycle.
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Figure 5.13: Hypertext “the Euro cnisis™; translated from and based on
Sufier Mufioz, F./Spnnger, M. (2012). Geschichte und Hypertexte
im interkulturellen Fremdsprachenunternicht. In: Roche, J. (Eds.),
LIFE. Erginzungslieferung der LIFE-Materialien Miinchen: BMW
Group.

Chapter 6

Figure 6.1: Model of the working memory; Baddeley. A. D. (2000). The
episodic buffer: A new component of working memory? Trends in
Cognitive Sciences 4, 421.

Figure 6.2: Memory performance and number of correct recalls m terms of
the position in the presentation; Hoffmann_ J /Engelkamp_ J. (2013).
Lern- und Geddchtnispsychologie. Heidelberg: Spninger, 148.

Figure 6.3: Dual route cascaded model; Coltheart, M /Rastle, K /Perry,
C./Langdon. R./Ziegler, J. (2001). DRC: a dual route cascaded
model of visual word recognition and reading aloud. Psychological
Review 108: 1, 213,

Figure 6.4: Grapheme-phoneme comespondence m vanous languages;
translated from Perfetts, C. A /Dunlap. 5. (2008). Learming to read:
General principles and wnting system vanations. In: Koda, K /Zeh-
ler, A. M. (Eds.). Learning to Read Across Languages. Mahwah, NJ-
Erlbaum, 18.

Figure 6.5: Argumentation; Jiang, X /Grabe, W. (2007). Graphic organiz-
ers in readmg instruction: Research findings and 1ssues. Reading in
a Foreign Language 19: 1,45,

Figure 6.6: Chronological sequence or process; Jiang, X /Grabe, W.
(2007). Graphic organizers in reading instruction: Research findings
and 1ssues. Reading in a Foreign Language 19: 1, 44.

Figure 6.7: Classification; Tiang, X /Grabe, W. (2007). Graphic orgamzers
in reading mstruction: Research findings and 1ssues. Reading in a
Foreign Language 19: 1,45

Figure 6.8: Hierarchical graphic overview according to the criterion of
classification; Puntambekar, S./Hiibscher, B (2003), 42.
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Figure 6.9: Network-like graphic overview without a discemible centre;
Puntambekar, 5./Stylianou. A /Hiibscher, R. (2003). Improving nav-
1gation and leaming in hypertext environments with navigable con-
cept maps. Human-Computer Interaction 18_42.

Figure 6.10: Components of metamemory; ongmal figure.

Figure 6.11: Executive control aspect of metacognition — case study read-
ing; original fignre.

Figure 6.12: Interplay of metacognitive and cognitive strategies as well as
leaming techmques; onginal figure.

Figure 6.13: Botkowsk, J. G. (1996). Metacogmtion: Theory or chapter
headmmg? Learning and Individual Differences 8: 4. 399.

Chapter 7

Figure 7.1: Cognitive theory of multimedia learning; Mayer, B E. (2005b).
Pnnciples for managing essential processing in multimedia leaming:
segmenting, pertamning, and modality ponciples. In: Mayer, R E.
(Ed.). The Cambridge Handbook of Multimedia Learning. Cam-
bridge: Cambnidge University Press, 37.

Figure 7.2: Integrated model of text and image processing; Schnotz, W.

(2005). An integrated model of text and picture Comprehension. In:
Mayer, R. E. (Ed.), The Cambridge handbook of multimedia learn-

ing. Cambridge: Cambnidge Umiv. Press, 57.

Chapter 8
Figure 8 1: Levels of cognitive language teaching: onginal figure.
Figure 8.2: The modal properties of the verb kénnen (can) (literally: Paul

can exit; Handlung; barrier open); Gramima 2018. https://gran-
ima de/.

Figure 8.3: The modal properties of the verb kénnen (can, abality) (liter-
ally: Florian can lift the weight); Granima 2018 https://granima de/.

Figure 8 4: The modal properties of the verb wollen (Mark is eager to go
skiing; strong inner force); Gramma 2018. hitps://granima de/.
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Figure 8.5: Overview of the pnnciples of the full-task cycle; Roche, J/Ter-
rasi-Haufe, E. (2016). DaF/DaZ-Schiiler im Regelunterricht for-
dern. Augsburg: Auer, 29.
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