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Foreword 

Despite many advances in Second/Foreign Language Acquisition Re-

search and Language Pedagogy language teaching remains a field gov-

erned largely by traditional methods, e.g. with respect to the prevalence of 

grammar progression, error correction, instructional methodology, and fo-

cus on forms. Models of language, too, are often outdated as they focus 

largely on abstract structural features. Cognitive linguistics offers a com-

prehensive approach to modernizing language teaching in many ways. We 

are witnessing a paradigm shift rarely seen in language instruction. The 

present volume portrays the foundations of cognitive linguistics as they 

contribute to the said paradigm shift in language teaching and learning. 

Most chapters comprise of three learning units which present the most rel-

evant theories, models, and findings in a systematic fashion and combines 

them with additional readings, tasks, resources, and materials in order to 

prepare and accompany a transfer into teaching practice. 

Both Volume 1 (Language Learning and Cognition) and the present vol-

ume aim at professionalizing the field of language teaching by providing 

the reader with insights into the most modern research in the fields of lin-

guistics, language acquisition research, media studies, cultural studies, and 

language pedagogy while building on the readers experience as language 

learner/user or teacher and enabling the reader to use the newly acquired 

competence in his or her own teaching. Also, the reader is familiarized with 

modern research methods and resources. The book is suited for undergrad-

uate and graduate students in linguistics, language acquisition and teaching 

as well as related fields and serves as an excellent overview to all practicing 

and future language instructors. Each chapter contains various experiments 

and review questions for a lively reading experience and for easy transfer 

into teaching practice. The chapters can be used in random order or follow-

ing the thematic progression. Ample references to research literature create 

access to further reading and perspectives. 

This volume has been translated and adapted from German (Jessen, 

M./Blomberg, J./Roche, J. (Eds.) (2018). Kognitive Linguistik. Tübingen: 

Narr Francke Attempto).  

A dynamic online dictionary accompanies the book (www.lexikon-mla.de). 

Furthermore, several online modules in German accompany and supple-

ment the book (https://multilingua-akademie.de/). The modules contain 

http://www.lexikon-mla.de/
https://multilingua-akademie.de/
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presentations/talks by renown scholars (in English and German), anima-

tions, web-resources, URLs, experiments, and tasks. The complete set of 

online modules of the Kompendium series – or individual chapters thereof 

– can be booked as tutored ECTS-courses and may be applied towards ac-

ademic programs on the MA level or used for professional development 

purposes. 

The production of the contents and online-modules accompanying the 

book was made possible by a grant from the EU Tempus program to the 

Consortium for Modern Language Teacher Education (COMOLTE). 
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Introduction 

Intercultural Communication in the Age of Globalization 

Communication between different cultures is one of the most important 

social, political, and economical tasks in our increasingly globalized world. 

Globalization takes place on different levels: locally within multicultural 

or increasingly multicultural societies; regionally in multinational institu-

tions, and internationally in transcontinental groups, world organizations 

(for economy, health, education, sport, and banking among others), and in 

cyberspace. At the same time, all of these globalization efforts are part of 

a growing paradox. The necessity of solving the great social and economic 

problems that arise from the global interconnection of various actors and 

processes stands in opposition to reactionary endeavors that wish to take 

precautions against a loss of cultural identity. On the one hand, the reduc-

tion of real and relative distances forces a transgression of the boundaries 

of cohabitation and communication between people of different origins in 

an unprecedented intensity. On the other hand, the ideal of the multicultural 

society is faced with the same obstacles. Many thought that the creation of 

such a society would overcome such opposition. Multicultural societies 

that are held together by force, often with great military efforts, cannot en-

dure without forced pressure. A consequence of these types of societies is 

that they generate extreme cultural tensions. Even democratically created 

multicultural societies require much time and energy to move onwards 

from the phase of multicultural toleration toward intercultural tolerance 

and intercultural togetherness. The right-wing populist movements in Eu-

rope and the Americas and the ethnic conflicts in Africa and Asia show 

how our societies are at a boiling point beneath surface-level societal tol-

erance and postulates of internationalization. Ethnocentrism, xenophobia, 

right-wing populism, racism, discrimination, terrorism, civil war, mass 

murder, and genocide have not disappeared when multiculturalism is gov-

erned by politics and economics. The widespread failure of multicultural-

ism models shows that a decreed and forced cohabitation of cultures with-

out any mediation efforts exacerbates tensions instead of ensuring sustain-

able tolerance. There is a lack of efficient mediation procedures between 

cultures. For this reason, languages occupy an important position: they are 

an important instrument for communication across cultural boundaries and 

ensure the sustainability of that communication. Though language cannot 

solve all problems, it bears a key role in establishing intercultural exchange 
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which transcends merely mastering the structures of language systems. 

This function of language concerns itself more with cultural mediation than 

with the structural traits of a language system. Establishing and maintain-

ing intercultural communication is a function, which a single lingua franca 

can hardly fulfil on its own. In reality, the learning and teaching of lan-

guages is the most important political tool in the age of globalization and 

internationalization. Teachers and students, however, often treat language 

classes and the learning of languages as a domain of mere grammar acqui-

sition rather than a way of accessing other cultures. Learning and commu-

nication potentials are neglected when cultural aspects of foreign language 

acquisition are reduced to the learning of facts and the structural aspects of 

language are emphasized more than its content, leaving cultural aspects 

underdeveloped. More seriously, a focus on structures and forms severely 

limits the acquisition of semantic, pragmatic, and semiotic competences 

which are essential to intercultural communication. Intercultural compe-

tences are in high demand. Not only language classes but also language 

acquisition in the broader sense should, therefore, take cultural aspects of 

languages and communication into account. This requires a greater aware-

ness of the cultural underpinnings of languages and the linguistic under-

pinnings of cultures. These interrelations need to manifest in teaching and 

learning practices that are sensitive to culture and aim to utilize the availa-

ble natural resources of multilingualism and multiculturalism organically, 

dynamically, and efficiently instead of reconstructing multilingualism ar-

tificially and attempting to archive it. Future research on teaching and 

learning should focus more on the aspects of the ecology and economy of 

the acquisition of language(s) as well as their management. However, this 

new focus also means that language acquisition and multilingualism re-

search can no longer be merely eclectic; they need to focus systematically 

on the cognitive and cultural aspects of language acquisition and linguistic 

management. It is the purpose of this book to outline these aspects of lan-

guage acquisition by examining, in detail, their basic principles. 
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Intercultural Foreign Language Classes 

When researchers began studying the intercultural aspects of language ac-

quisition and language teaching, they based their research on the objectives 

of education policies and hermeneutic considerations. Literary genres were 

meant to help balance the communicative trend toward everyday speech 

and at the same time provide fresh impulses for the teaching of a new/sec-

ond/foreign language1, impulses that were based on theories of reader re-

sponse criticism (cf. Hunfeld 1997, Krusche/Krechel 1984, Weinrich 

1971). The initial affinity to lyrical texts and the rediscovery of literature 

expanded to other genres and rejuvenated the communicative teaching par-

adigm for foreign language classes. This paradigm began to solidify itself 

as part of the establishment in the 1980s. For more information see the 

early approach to confrontative semantics by Müller-Jacquier (1981). It 

was clear to the language teaching profession that a new, fourth generation 

of foreign language teaching had emerged, the intercultural generation, or 

at the very least, version 3.5: the communicative-intercultural generation. 

This generated substantial interest in integrating new ideas, but it did not 

lead to a more intense, systematic reflection on intercultural aspects that 

pertained to a better understanding of language learning everywhere, nor 

to a more efficient orientation of language learning. The initial euphoria 

disappeared comparatively quickly even in the field of textbook production, 

a field which since has experienced shorter and shorter life cycles. As a 

consequence of the Common European Framework of Reference for Lan-

guages (CEFR) and its predecessor, the Threshold Level Project of the Eu-

ropean Council, the (often misunderstood) standardization tendencies 

seem to cause a regression of language teaching to generation 3 or even 

2.5. The foreign perspective assumed in textbooks today continues to limit 

itself to superficial, comparative descriptions of foreign cultural artefacts. 

In addition, cultural studies are still subject to the stigma of ‘wasting’ sup-

posedly scarce time in the classroom. 

  

 
1 The terms are used interchangeably throughout the book and are often abbrevi-

ated as L2: L2 teaching, L2 learning, L2 learner. 
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On the Cognitive Focus  

While intercultural aspects are essential to any kind of encounter between 

languages and cultures, their role in language teaching is often undervalued 

and their potential remains undeveloped. This is where a focus on cogni-

tion can help reshape language pedagogy. After all, the acquisition of lan-

guages happens to the largest extent in the brains of learners, not in a class-

room, a textbook, a reference grammar, or a fancy computer program. Cog-

nition, however, is not at all independent of culture(s). On the contrary, 

general cognition and languages are shaped and propelled by culture. In 

order to understand how language (understood as a cultural construction) 

develops in the minds of the learners and continues to develop, we can turn 

to various neighboring disciplines of language teaching research to provide 

necessary insights. Neurolinguistics, for instance, can shed light on which 

brain areas are active during language processing and to what extent the 

brain activity of L1 and L2 speakers differ from each other. Imaging tech-

niques can help visualize neuronal activity related to language, a prerequi-

site to understanding how language is processed. What can we learn from 

these insights for practical use? Should teachers regularly monitor the brain 

activity of the learners in the classroom to optimize classroom interactions 

and learning progress? It is obvious that a comprehensive language peda-

gogy cannot be formulated on the basis of such findings alone. However, 

data on the neuronal activity of language-related processes can help to es-

tablish better models for language processing and the multilingual mental 

lexicon. Without such research, these models would be verified merely 

with behavioristic data. Cognitive linguistics, in this respect, fulfills a sim-

ilar function as neurolinguistics in that both research disciplines represent 

a field of reference whose insights are useful and relevant to the practical 

classroom situation.  

Cognitive linguistics explains language and language acquisition in a way 

that is compatible with the findings of other cognition-based disciplines. 

Cognitive processes such as metaphorization processes, prototyping, and 

schematization, for instance, are used for the description of certain lan-

guage phenomena. Language acquisition can thus be explained through 

general learning mechanisms such as the formation of analogies or sche-

matization. 

Hence, our approach to language learning and teaching employs cognitive 

linguistics, psycholinguistics, neurolinguistics, and cognitive cultural sci-

ences as referential disciplines. These disciplines do not necessarily adopt 
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cultural or intercultural aspects in a way which is essential to understanding 

language contact and language acquisition. Therefore, the approach on 

cognitive language pedagogy presented in this book takes culture-sensitive 

stance on cognitive sciences. 
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1 Introduction to Cognitive Linguistics 

As all theoretical perspectives in linguistics, cognitive linguistics aims to 

answer what natural language is and how it works. In contrast to many 

other traditions in linguistics, cognitive linguistics is less of a ready-made 

paradigm and more of a particular outlook and approach to language. We 

could even use one of its own concepts to say that cognitive linguistics is 

polysemous. As we shall see, there are different models and accounts as-

sociated with different methods and with an interest in different aspects of 

language. It is for this reason that cognitive linguistics has been described 

as a “movement” or an “enterprise” (Evans/Green 2006: 3). To already in 

the first paragraph give yet another important concept of cognitive linguis-

tics, we could metaphorically say that cognitive linguistics is an archipel-

ago (Figure 1.1). It consists of several islands of linguistic theories that are 

unified by certain believes and premises (Geeraerts 2006: 3). The different 

islands do have some crucial aspects in common. Perhaps the most im-

portant one is the attempt to explain observable linguistic phenomena – 

like grammar – in terms of general cognitive, perceptual, and bodily skills 

– like the ability to categorize – which are not restricted to language.  

Since many of these ideas remain quite abstract unless related to concrete, 

everyday situations and uses of language, we have chosen to use a lot of 

examples in this chapter to help illustrate how cognitive linguistics thinks 

about language, and the ways in which it differs from other traditions in 

linguistics. Students and language teachers can expect to learn a lot about 

linguistic theories and will hopefully feel inspired to explain language and 

its use in the light of a cognitive linguistic outlook. 
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1.1 The Basics of Cognitive Linguistics 

Johan Blomberg & Moiken Jessen 

We would like to think of this book as a journey through the multifaceted 

and polysemous archipelago of cognitive linguistics. In this chapter, we 

provide some of the equipment we believe is necessary to undertake such 

a trip. We might not visit all locations on all islands, but we hope to pro-

vide a comprehensive view of the various vistas in the rich archipelago 

of cognitive linguistics. We begin with this introductory chapter where 

we present some of the most important concepts and theoretical claims 

in cognitive linguistics, placed against the background of other traditions 

in linguistics. Chapter 1.1 makes you reflect on some basic properties of 

language as seen as intrinsically based in meaning. Chapter 1.2 will in-

troduce you to some fundamental concepts of cognitive linguistics and 

make you acquainted with how language is analyzed. Chapter 1.3 intro-

duces some of the basic theoretical concepts in cognitive linguistics, for 

instance the claim that language knowledge and meaning derive from 

basic perceptual and bodily capacities that we share as human beings. We 

link these ideas to scientific studies that set out to find evidence. 

 
Figure 1.1: Cognitive linguistics consists of many different research areas that 

are united by basic assumptions about the nature of language (own illustration) 

 

Study Goals 

This chapter will enable you to: 
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− understand the basic ideas and concepts in cognitive linguistics 

− understand how these concepts and ideas are used to explain 

some longstanding questions in linguistics 

− get a first glimpse of what to expect from this book. 

 

1.1.1 The Development of Cognitive Linguistics 

Cognitive linguistics started out in the early 80s with the works of primar-

ily North American-based linguists and philosophers like George Lakoff, 

Mark Johnson, Ronald Langacker, and Leonard Talmy. Their work shared 

premises and beliefs that opposed then-dominant assumptions in linguis-

tics and cognitive science. This is clearly illustrated in cognitive linguis-

tics’ encounter with generative linguistics. According to Chomsky, the 

founder of the generative grammar approach to linguistic analysis, human 

beings are born with the innate capacity to learn language. This capacity 

was seen as a cognitively isolated phenomenon, a mental module called the 

Language Acquisition Device (LAD). LAD was considered independent 

of other cognitive capacities such as perception, imagination, or reasoning. 

The main feature of the LAD is its ability to give a language specific gram-

mar, which then can generate an infinite number of linguistic utterances 

from a finite set of rules. Since it focuses on the rules of combination, gen-

erative grammar has mainly been concerned with the syntactic regularities 

of languages. These were assumed to be the driving force behind the seem-

ingly effortless and rapid language acquisition processes observed in chil-

dren (Chomsky 1965; for a different view on how children acquire lan-

guage, see Chapter 6). In Chomsky’s approach, LAD was the locus of in-

nate linguistic parameters, while the aspect of linguistic meaning has been 

neglected. Learning a language meant to learn how to set the parameters to 

the right position during the process of learning. A set of rules typical for 

a native language would emerge and enable the learner/child to produce 

grammatically correct sentences. Parameters include for instance ‘the word 

order parameter’ (i.e., does the language have the word order subject verb 

object, or subject object verb for instance) or the ‘null subject parameter’ 

(is it possible to leave out the subject pronoun, as e.g. in Spanish; cf. Chom-

sky/Lasnik 1993). Such a view brought with it a focus on linguistic struc-

ture while downplaying linguistic meaning. 
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Cognitive linguistics opposes some of the pillars of generative grammar. 

Cognitive linguistics holds that language is not an innate module in the 

human mind, but is tightly integrated with other cognitive functions and 

capacities like perception, imagination, and reasoning. In other words, lan-

guage is embedded in overall cognitive capacities where meaning is not 

secondary to form. This means that meaning for cognitive linguistics is the 

focus of attention and the question becomes how we can create meaning 

“based on our experience of the world and the way we perceive and con-

ceptualize it” (Ungerer/Schmid 1996: x).  

Up this point we have seen cognitive linguistics as representing a particular 

view on language. This outlook aims to explain what meaning is, and 

through understanding meaning to get at how language actually works. In 

accounting for meaning, cognitive linguistics is specifically concerned 

with general cognitive processes (Ungerer/Schmid 1996). By rephrasing 

language as an integrated part of human cognition, cognitive linguistics 

provides specific goals and aims for linguistics that differ from other tra-

ditions and paradigms (such as structural or generative linguistics). This 

involves asking questions such as the following: 

- How do we construct meaning?  

- What is the cognitive basis of language? 

- How can we understand abstract concepts like ‘love’ or ‘econom-

ics’?  

- What role does grammar play in meaning making? 

- Can the language we speak influence how we think about the 

world?  

- How is it possible that small children learn a language so fast and 

seemingly effortlessly?  

- How is language related to gestures and bodily communication? 

In this book, we discuss these questions. The main proposal connecting the 

answers is exactly the claim that features of general cognitive pro-

cesses/cognition are involved in language at all different levels. 
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1.1.2 Categorization: How Can We Construct Meaning? 

Whenever we talk about our experience, we do this via categories. As you 

will see in Chapter 3, linguistic categories can take many different forms. 

We can begin with a simple example: the word cat. It is a noun that can be 

analyzed as denoting a category that evokes some kind of common 

knowledge about cats. Cats often look something like the one in Figure 1.2. 

They are usually furry and they purr, sometimes they cause allergies in 

people, some people like cats, some people hate them. When we use or 

hear the word cat, some part of this knowledge about cats can be assumed 

to be involved. Our knowledge of and experience with cats is processed 

under a general category of CATS. 

 
Figure 1.2: Cat (Pixabay 2018) 

 

It has been claimed that the ability to categorize experience is not just a 

basic function for human cognition generally, but indispensable for learn-

ing a language (for instance Rosch 1975, Lakoff 1987). Due to its emphasis 

on meaning and language as having a shared basis with other cognitive 

capacities, cognitive linguistics considers words as expressing categoriza-

tions of the experienced world. This means that understanding language 

involves not only ‘narrow’ lexical knowledge of the meaning of words, but 

crucially involves ‘broader’ encyclopedic knowledge. That is, to know the 

meaning of a word is not just to know its definition (for instance a cup is 

‘a container for liquid’), but it also involves knowing about the purpose, 

the dimensions of use, the history, personal experience, and so on (for in-

stance why liquid is put into containers, what type of liquids that are drink-

able, and so on). 
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Experiment 

Do the following task: pick ten random objects, it can be any object 

whatsoever, like a pen, erasers, headphones, coffee cups and similar 

items that you have around you. Now group these items into at least two 

piles. After you are done figure out the system behind the sorting and 

write it down. Run the same experiment with a friend, but do not share 

your sorting criteria with them. When they are done ask your friends for 

their sorting principles. Now you can establish the different sorting prin-

ciples – the principles of categorization governing the formation of the 

different piles: some were sorted according to color, some were sorted 

according to material, and some might have been sorted according to 

size. Figure out how this relates to the categorization in language. 

 

If we conceive of categories in this sense, they need not have neat or dis-

crete boundaries. The boundaries for any given category are rather fuzzy. 

This means members of one category can be more prototypical and some 

other members less prototypical and more peripheral. Categories can also 

overlap so that categorical membership is not exclusive to a single category. 

One thing can be a member of more than another category. How would 

you call the group of items in Figure 1.3? We might be inclined to group 

the items together under a term such as FURNITURE. In this category, we 

find items such as chair and bed as quite prototypical examples. In contrast, 

things like TV-set or electric guitar amp are less prototypical members of 

FURNITURE, but quite prototypical for the categories HOME ENTERTAIN-

MENT SYSTEMS and MUSICAL EQUIPMENT respectively. Due to categoriza-

tion having more or less prototypical members, cognitive linguistics some-

times talk about categories as radial (Lakoff 1987; also see Chapter 3.2).  

   

Figure 1.3: Common type of objects categorized as FURNITURE (ClipartPanda 

2017) 
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Tightly linked to categorization is the idea behind polysemy. In traditional 

terms, polysemy describes the phenomenon that a word has several related 

meanings, for instance mole, which can be a burrowing animal, a mark on 

the skin or a spy. It is differentiated from homonymy, which means that 

two words sound identically but have unrelated meanings, as for instance 

bank, as in ‘financial institution’ and ‘land bordering on a river’.  

 
Figure 1.4: Comic illustrating the different meanings of the word cookie (Fernan-

dez 2017) 

 

In cognitive linguistics polysemy is not restricted to nouns, but it is an or-

ganizational principle that distributes linguistic items into categories with 

related senses across all word classes. A very prominent example to explain 

polysemy in a cognitive linguistics sense is the case of the English word 

over (Brugman 1988). Consider the following examples in (1a-d):  

(1)  a. the painting is over the mantel (meaning ‘above the mantel’). 

 b. the plane is flying over the hill (meaning ‘across or above the 

hill’). 

 c. Sam lives over the hill (meaning ‘behind the hill’). 

 d. Sam turned over (meaning ‘turned around’). 

(Brugman/Lakoff 2006: 112) 
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The examples (1a-d) illustrate some of the different senses of over, approx-

imation of the meaning given in brackets. Whereas all the different uses of 

over differ in their specifics, the different senses of over are derived from 

the core meaning ‘above/across’ (Brugman/Lakoff 1988).  

In cognitive linguistics polysemy is not limited to lexical categories either. 

The principle can be expanded to morpho-syntax and all other linguistic 

levels as well. Consider the examples of the English –er morpheme in 

(2a-c): 

(2)  a. teacher (‘human agent’) 

 b. villager (‘human living in a particular place’) 

 c. toaster (‘a thing that can do what the verb says’) 

(Evans/Green 2006: 36) 

In all three cases the –er morpheme adds a slightly different meaning to 

the words it is attached to. We can thus say that the –er morpheme is pol-

ysemous. You will find out more about how polysemy and metaphor work 

and how they contribute to meaning extension in Chapter 3. 

How can the knowledge of radial categories and polysemy be used for lan-

guage teaching? Teaching grammar rules using a radial category approach 

allows learners to see how rules might blend into one another with better 

and less good examples. Learners understand the flexibility of rules and 

how to use them rather than just memorizing them (Littlemore 2009, Tyler 

2012). We return to polysemy in 3.1. Additionally, the many meanings and 

usages of prepositions, a classic topic in the foreign language classroom 

can be explained more vividly and will help to deepen the understanding 

of their interplay and complexity. 

 

1.1.3 Metaphors: How Do We Understand Abstract Concepts? 

Have you ever thought about why we use expressions like to be swimming 

in money, or how liquidity can be used to describe the state of being liquid 

and the fact that money can be turned into cash quickly? Of course, money 

isn’t actually liquid, and you can’t really swim in it.  

One answer to this question is found in a central theory in cognitive lin-

guistics: conceptual metaphor theory. Let us consider some more exam-

ples. Do you know what ‘time’ is? Can you describe it to someone who 

doesn’t know what it is? Well, even though time might be hard or difficult 
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to define, we can still talk about it in many different ways. We can spend 

time, share time, waste time, and do many more (rather concrete) things 

with time, even though it is an abstract concept. Conceptual metaphor the-

ory states that our thinking is motivated and guided by such metaphorical 

patterning. In cognitive linguistics, metaphor is more than a figure of 

speech, it is a way to organize thought and construct meaning in language. 

The basic idea is that linguistic meaning is to a large extent based on basic 

cognitive categorization extended to other domains of experience. This is 

why cognitive linguists have suggested that linguistic meaning involves 

mappings from concrete conceptual domains like SPACE to abstract do-

mains like TIME (see for example Lakoff/Johnson 1980, 1999, Johnson 

1987, Lakoff 1987). This is exemplified in (3) where the preposition at 

expresses the point in time when an occasion will occur, whereas in (4) the 

motion verb soar is used to express an emotional state.  

(3) The meeting is at noon. 

(4) My spirits are soaring. 

According to Lakoff & Johnson, the preposition at and the verb soar orig-

inally express spatial meanings, but have been extended to other domains 

like TIME and EMOTIONS. These mappings between domains are called 

conceptual metaphors (Lakoff/Johnson 1980, Grady 1997). Conceived in 

such a sense, a metaphor is not just a linguistic figure of speech used for 

various rhetorical purposes, but rather a cognitive phenomenon reflecting 

systematic conceptual connections between different domains. In other 

words, linguistic expressions are seen as surface manifestations of a per-

vasive underlying cognitive structure. For the same reason, we could ex-

pect metaphors to appear just as well in non-linguistic representations like 

visual media and art (for instance Forceville 2012). We return to concep-

tual metaphor in 1.2, 1.3 and Chapter 3. 
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Figure 1.5: Comic illustrating the metaphorical roots of some common expressions 

(Scott/Borgman 2011, © King Features Syndicate, Inc./Distr. Bulls) 

 

In language teaching, the notion of conceptual metaphor can open the door 

for many new ways of teaching language and grammar in particular. 

Knowledge of the ways metaphors work can help students to understand 

complex grammatical structures in a more tangible fashion. An interesting 

example of applying metaphor to the instruction of grammar (grammar an-

imations) can be found in Chapter 3 in this volume and Chapters 2.1 and 

7.3 in Volume Language Learning and Cognition (also see Roche/Suñer 

2014). 

 

1.1.4 Grammar in Cognitive Linguistics: The Role of Grammar in 

Meaning 

Grammar seems to be an area many language learners are afraid of. More 

often than not people envisage grammar as something like tables showing 

linguistic features like verb or case declensions (Figure 1.6).  
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Figure 1.6: Case inflection in Greek, for nouns that end with the vowel o (decli-

nation for masculine and neuter nouns) (logo, demo, man, road, gift) (Kaegi 1958: 

18)  

 

This is often what language students are taught at schools. In Chapter 4, 

we familiarize you with the nature of grammar in the context of cognitive 

linguistics. This will help you to understand the view of construction 

grammar. You will understand how constructions work and will see how 

in cognitive linguistics the divide between lexicon and grammar is solved 

by the idea of a construction.  

For a taste of what is to come, consider the construction in (5): 

(5) The more, the merrier. 

In classical approaches the meaning of this idiomatic expression would be 

considered to be stored in the mental lexicon as one unit. However, in con-

struction grammar this view on idioms has been challenged. The more, the 

merrier can be interpreted as having several slots, that can be filled pro-

ductively to yield other constructions such as the bigger, the better. Lin-

guists working with construction grammar say that this is possible because 

of a schema that allows for the creation of structurally identical expressions. 

The core meaning is represented in the [THE X-ER THE Y-ER] construc-

tion and the x and y slots can be filled in many different ways (Fill-

more/Kay/O’Connor 1988). This construction is just one example for how 

constructions contribute to meaning making. Chapter 4.2 and 4.3 will pro-

vide a detailed account on this cognitive linguistics notion. You will also 

learn how bilinguals’ mental representations of constructions work. 
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1.1.5 Linguistic Diversity, Relativity, and Cognitive Linguistics: 

Language and Thought 

Have a look at the illustration of the Japanese word tsundoku in Figure 1.7 

below. 

 
Figure 1.7: An image representing the meaning of the Japanese word tsundoku 

(Sanders 2014: 87) 

 

Given the explanation in Figure 1.7, how would you translate tsundoku into 

your language? If your language is similar to English, the Japanese notion 

of tsundoku cannot be captured by a single word. However, it is easy 

enough to grasp the idea or the concept behind it.  

In Chapter 5, we turn to how languages differ in the expression of meaning, 

and why this is interesting for cognitive linguists. While it is obvious that 

languages clearly with respect to words and grammatical regularities, they 

also differ in terms of what meanings can be expressed, and how these 

meanings are expressed, as we just saw with the Tsundoku example. In 5.1, 

we examine how fundamental domains of human experience, such as 

SPACE and BODY PARTS, are expressed differently across the languages 

of the world. Even though these domains are shared aspects of human ex-

perience, we will see that languages nevertheless encode them radically 
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different. For example, some languages lack words corresponding to terms 

like left and right, and instead use words similar to cardinal directions like 

east and south for spatial specifications on all scales. Given such substan-

tial variation, we ask in 5.2 to what extent this variation might have an 

effect on (non-linguistic) cognition. We do so by focusing on the question 

of linguistic relativity: the claim that linguistic differences yield corre-

sponding cognitive differences. After a brief discussion of the philosophi-

cal background to linguistic relativity, we turn to assessing a number of 

recent studies which have been carried out on possible linguistic effects on 

spatial orientation and gender categorization to just mention a few. In 5.3, 

we reconnect linguistic diversity and possible relativistic effects with mod-

els and theories in cognitive linguistics. 

 

1.1.6 How Do Children Learn Language(s)? 

How do children learn the various aspects of language? What enables a 

baby to seek meaning in interaction with caretakers, and then develop new 

complex linguistic constructions to eventually arrive at the fully-fledged 

language as an adult speaker? During language acquisition, linguistic, cog-

nitive, and social development proceed in parallel. In Chapter 6, we exam-

ine how these factors interact to guide children’s pathway in acquiring lan-

guage(s). We investigate the impressive perceptual abilities that are al-

ready present during the fetal stage and how they guide the learning pro-

cess (6.1). We follow important developmental milestones that character-

ize babies’ first year of life and address the question of how meaning arises 

by analyzing children’s early use of words. In 6.2, we turn to the multi-

word stage and ask how children learn to use constructions. Even for lan-

guages with seemingly complex patterns of verb positioning, such as Ger-

man, research findings conclusively show that children master the predom-

inant construction patterns of their mother tongue by age three. We will 

look at how different theoretical approaches in the field of language acqui-

sition try to account for this impressive feat. Finally, in 6.3, we turn to 

different contexts in which children acquire more than one language in 

childhood. We ask what is special about bilingual language acquisition and 

examine some phenomena that characterize bilingual children’s language 

use, such as language mixing.  
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1.1.7 Multimodality: Gestures Are Part of Language 

In Chapter 7, we discuss language as integrated in a multimodal package. 

When we talk, we also use other parts of our body, such as hands and the 

face to communicate. Despite this, gestures have not traditionally been 

seen as part of language. Recent research has shown, however, that not 

only is spoken language accompanied by gestures, but gestures also greatly 

contribute to the expression of meaning. Why is that and in what way are 

speech and gestures interrelated? We introduce the topic of gesture and 

gesture research in 7.1 by finding out what gestures are, how they can be 

categorized systematically into different types, and how they can be ana-

lyzed as an integral component of linguistic communication. We then 

move on in 7.2 to exploring the various ways in which speech and gestures 

are related to one another. The chapter ends with 7.3 where we discuss the 

role and importance of gestures from the perspective of learning a second 

language. Specifically, we explore how gestures can facilitate understand-

ing, memory, and problem-solving. Given the importance of these cogni-

tive abilities for language learning, we touch on the role gestures can play 

when learning a second language. 

 

1.1.8 Outline 

To sum up the itinerary of this volume, after introducing the larger question 

of what language is and why we need linguistics in language teacher edu-

cation in Chapter 1, Chapter 2 will recap ways of analyzing language in 

the traditional way and review some of the linguistic terminology. You will 

see what this implies for the use of terminology in cognitive linguistics and 

how traditional linguistic analyses differ from the analyses used in cogni-

tive linguistics. This enables you to classify the innovations of cognitive 

linguistics. Chapter 3 will explain how you are able to use ‘insight’ for 

situations that only on a more abstract level have to do with your sense of 

vision and how metaphors permeate our thinking. Chapter 4 adds the fun 

back to grammar since grammar has meaning, too, and will introduce you 

to the notion and benefit of constructions. Chapter 5 discusses whether the 

language you speak might influence how you think given that language is 

based on general cognitive principles. Chapter 6 sheds some light on the 

question of how we actually learn a language. Finally, Chapter 7 describes 

how meaning is transmitted not only through spoken language but is a mul-

timodal phenomenon also including gestures. 
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1.1.9 Summary 

- Cognitive linguistics aims to answer the question how natural lan-

guage works and how it is used and understood.  

- Cognitive linguistics is less of a ready-made paradigm but rather a 

particular outlook and approach to language. 

- The most important commonality of different cognitive linguistics 

approaches is that linguistic phenomena are explained in terms of 

general cognitive capacities. 

- We use our knowledge of the world to form categories. 

- Categorization is an important cognitive aspect of language. 

- Categories are radial rather than discrete. 

- We find categorization at all levels of language. 

- One important aspect of linguistic meaning is conceptual meta-

phors. 

- Conceptual metaphors help us to express abstract affairs by using 

the means used to express concrete affairs. 

- Grammar can be analyzed in terms of constructions. 

- Grammar is not the opposite of meaning, but is part of linguistic 

meaning. 

- Categories and grammatical constructions found in a given lan-

guage influence to a certain degree how its speakers talk about the 

world around them. 

- Learning a first language entails linguistic, cognitive, and social 

development. 

- Spoken language is accompanied by meaningful gestures. 

 

1.1.10 Review Questions 

1. Why is cognitive linguistics not like other classic theories in lin-

guistics? 

2. How is the difference between polysemy and homonymy typically 

described? 
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3. Explain how categorization is one of the general cognitive pro-

cesses that structures language. On which levels of language can 

we observe categorization? 

4. Explain in your own words why metaphor is considered more than 

just a figure of speech in cognitive linguistics.  
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1.2 Representing Meaning 

Johan Blomberg & Moiken Jessen  

In the previous chapter, we acquainted ourselves with some central 

claims in cognitive linguistics and compared those to other traditions in 

linguistics. For cognitive linguistics to be a distinctive branch of linguis-

tics, its specific approach to language needs to be applied in analyzing 

language. The question for this chapter is how language is analyzed from 

the perspective of cognitive linguistics. 

We saw in 1.1 that the overarching assumption across the different ap-

proaches to cognitive linguistics is that language is based on general cog-

nitive capacities and the meaningful nature of every aspect of language. 

This is on the one hand reflected in the words used, semantically, on the 

other hand it is also reflected in how the words are arranged to form larger 

meaningful units, in grammar. How can we approach language on all its 

levels and different manifestations as something meaningful, specifically 

as grounded in more general cognitive capacities? The answer to this 

question will become clear as we go deeper into the mindset of some of 

the more prevalent and influential analytical approaches in cognitive lin-

guistics. For now, we can however say that the cognitive linguistic ap-

proach is to detect general structures of linguistic meaning that can be 

analyzed as based in human cognition, broadly conceived. Importantly, 

to qualify as such a structure, they must have a systematic character and 

be recurrent across the languages of the world. Otherwise, they would 

not be candidates for part of pre-linguistic cognition presumably shared 

by all human beings. 

 

Study Goals 

By the end of this chapter, you will be: 

− acquainted with fundamental concepts of cognitive linguistics 

− acquainted with how language is analyzed in cognitive linguis-

tics 

− able to apply these analytical tools to concrete linguistic exam-

ples. 
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1.2.1 Predication and Visual Perception 

An important topic in linguistics is predication, because it is a feature that 

is shared by all languages in the world. The sentences in (1a-c) are exam-

ples of predication: something is said about something else. Irrespective of 

the individual differences between these three sentences, they all have a 

subject, a predicate, and some kind of object. In very simple terms, this 

would be a traditional grammatical analysis of the sentence constituents, 

the word classes that constitute the constituents and the syntactical function 

fulfilled by them. 

(1)  a. The lamp is above the table. 

 b. The road goes through the forest. 

 c. The man over there is a real shark. 

Even though such an account is important for the purposes of detecting 

formal and descriptive features across languages, a cognitive linguist might 

nevertheless feel that something is missing on this account: the meaning 

inherent even in grammar. They might ask if there is a reason that predica-

tion is so often expressed in the verb or why there are verbs and predica-

tions at all. A telling example of meaning in grammar is something as 

straightforward as word order in English. The two sentences in (2a-b) are 

comprised of the same words but with the subject and the indirect object 

(or agent and receiver/beneficiary) swapped. Thus, even though they ex-

press the same type relation, their meaning is nevertheless different de-

pendent on the position of the constituents.  

(2)  a. Nigel gave Donald an advice. 

 b. Donald gave Nigel an advice. 

 c. Der Nigel gab dem Donald einen Rat. 

 d. Dem Donald gab der Nigel einen Rat. 

In these two examples, Nigel is agent in (2a) and receiver or beneficiary in 

(2b). In English these roles are given to the constituent’s order in the sen-

tence, the first one is the agent, the second one the beneficiary. Other lan-

guages can have freer word order and assign roles by, for instance, case 

marking. In the German example (2c and 2d) the meaning stays the same, 

even though the constituents change, since the case marking assigns the 

semantic roles.  
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With these brief examples of how grammatical properties can contribute to 

expressing meaning, let us in the following go through what a cognitive 

linguistic account of predication might look like. We begin with the sen-

tence in (1a), which arguably is the simplest of the three in saying some-

thing about a static spatial situation. From the perspective of formal gram-

matical analyses, this sentence might in somewhat simplified terms be con-

sidered as comprised of different word classes, such as in (3) below. 

 
Figure 1.8: Static spatial situation: The lamp is on the table (Lara Jessen) 

 

(3)  the lamp is on the table 

article noun copula verb preposi-

tion 

article noun 

Words of different word classes are then combined to form a clause where 

different combinations perform different syntactical functions, as shown in 

(4).  

(4)  the + lamp is on + the + table  

article + 

noun 

copula 

verb 

preposition + article 

+ noun 

word class 

subject predicate prepositional pre-

dicative phrase 

syntactic func-

tion  
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Behind such a formal account, an important meaningful feature can be de-

tected: how the arrangement of different word classes is not only a matter 

of following grammatical rules, but that these rules unveil an asymmetry 

between the two nouns used in the sentence: one is more in focus and the 

other is less salient. We can see this by reversing their relation, as in (5): 

(5) The table is below the lamp. 

The same spatial relation between a table and a lamp is described in (1a) 

and (5), but do they thereby mean the exact same thing? Cognitive linguists 

have argued that this freedom in how to profile or construct a spatial rela-

tion unveils how the speaker conceives the situation. Which is of greater 

relevance in the particular context – the lamp or the table? The difference 

is not what we are talking about, but how we are talking about it. The way 

we can use language to profile a situation in different ways is called con-

strual in cognitive linguistics (Langacker 1987). Noting such differences 

in construal, or talking about the same scene in different ways, Langacker 

states that even though sentences such as those in (1a) and (5) are  

 

[…] truth-conditionally equivalent, describing precisely the same 

objective situation. Yet they clearly differ conceptually, and 

since the differences are determined by their form, they must be 

accepted as aspects of linguistic meaning. (Langacker 2001: 9) 

 

If linguistic form involves how a situation is conceived, then it could be a 

matter of systematic linguistic investigation. To explore these alternations, 

cognitive linguists have suggested that their basis can be located in foun-

dational discrimination processes not exclusive to language, but rather in 

processes that are shared with other domains of human cognition, such as 

visual perception. To grasp this parallel, let us highlight some organiza-

tional features of visual perception. We do not attend to everything we have 

in the visual field with the same degree of attention. Rather, some things 

are in the foreground while other things reside in the background. A clear 

illustration of this can be found in optical illusions. One of the famous ex-

amples of such an illusion is the ‘Rubin vase’, shown in Figure 1.9. This 

image is a so-called ambiguous form where the image oscillates between a 

vase (in white) and the contours of two human faces turned against each 

other (in black). It is always either-or and there is no point in time where 



38 

 

the image is simultaneously perceived as both a vase and as two human 

faces. 

 
Figure 1.9: Rubin vase. The image oscillates between a vase (in white) and two 

faces looking at each other (in black) (Wikimedia 2017) 

 

From the example of the Rubin vase (see Figure 1.9), we could say that 

visual perception puts things in relation to other things, but does so asym-

metrically: not all things in the visual fields receive an equal amount of 

focus. What is focally perceived depends on where attention is directed, 

which shifts over time. The spatial descriptions in (1a) and (5) can be sim-

ilarly analyzed: one object is in focus, the other recedes in the background 

as a reference entity. To capture this, several different terms have been 

proposed in the literature to refer to the object in the foreground and the 

object in the background respectively, such as figure and ground (Talmy 

1978, 2000) or referent and relatum (Miller/Johnson-Laird 1976). For 

sake of simplicity and consistency, we will use the terms trajector and 

landmark. These terms originate with the work of Ronald Langacker 

(1982, 1987, 1991). Trajector and landmark are not restricted to primarily 

spatial descriptions (as opposed to figure and ground). We will, therefore, 

say that the focused entity is the trajector and the reference entity is the 

landmark. 
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1.2.2 Image Schemas 

As we just saw in 1.2.1, language can serve as a tool for expressing degrees 

of focus between two entities. Focusing is a mental process that helps us 

structure input in the visual modality. On the basis of this simple perceptual 

and spatial model we can extend more complex and less straightforward 

examples. This is in part due to the asymmetrical relation between the tra-

jector and the landmark: “a trajector as the figure in a relational profile; 

other salient entities are identified as landmarks” (Langacker 1987: 231). 

Langacker goes on to add that predicative structures in general manifest 

this asymmetry: 

 

With a few if any exceptions, relational predications display an 

inherent asymmetry in the presentation of their participants. This 

asymmetry is not reducible to semantic roles, i.e. the nature of 

participants’ involvement in the profiled relationship. [...] it is 

observable even for predications that designate symmetrical re-

lationships: X equals Y is not precisely equivalent semantically 

to Y equals X, nor is X resembles Y equivalent to Y resembles 

X. [...] In the expression X equals Y [...], X is referred to as a 

trajector, and Y as a landmark. This terminology reflects the in-

tuitive judgment that Y provides a reference point with respect to 

which X is evaluated or situated. (Langacker 1987: 231) 

 

The asymmetrical relation between a trajector and a landmark does not ex-

ist in a vacuum. Seen from the point of view of the asymmetry between 

trajector and landmark, we could extend to say that a predication is situated 

against a more general region of possible meanings that could be commu-

nicated. A speaker can choose to construe a situation in different ways, 

with each different construal signaling the perspective taken by the speaker. 

Langacker proposes that this perspectival nature is shown in language 

through the variety of ways that one can linguistically construe or profile 

one and the same situation. There are several different construal operations 

identified by Langacker. For now, let us note two different types of con-

strual operations. One type of construal operation identified by Langacker 

is how language allows for the same the same state-of-affairs to be speci-

fied with varying attention to details. This can be exemplified with the 
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sentences (6)-(8) where the same situation is referred to with different de-

grees of specificity. 

(6) Someone does something. 

(7) A person bites an animal. 

(8) The small blonde man with a mustache bites the big furry dog in the 

tail. 

These variations could be seen as the result of the information perceptually 

available to the speaker, or they could be considered to signal different 

kinds of communicative intents on the speaker’s behalf, such as a higher 

degree of attention to distinguishing traits of the agent and patient in (8) 

than in (6) and (7). Attention to detail is, therefore, another dimension of 

linguistic construal. 

Apart from the attention to details expressed linguistically, other kinds of 

alternations can be linguistically marked. The same situation in the real 

world can be linguistically construed or profiled differently dependent on 

the speaker’s vantage point. For instance, verbs like come vs. go, and ad-

verbs like here vs. there mark the viewpoint (typically that of the speaker) 

of the construed situation (see Chapter 5). One and the same situation can 

be construed differently depending on the where the speakers are spatially 

located. We can imagine two persons at different locations trying to figure 

out where something is, as exemplified in (9a-b). 

(9)  a. The ball is here. 

 b. No, it’s not here, it’s there. 

Construal is not limited to such explicitly speaker-relative (or deictic) ref-

erences, but is part of every linguistic meaning. Meaning is omnipresent 

since speakers and addressees always construct meaning out of their per-

ception.  

We have tried to show that linguistic expressions, though seemingly simi-

lar or identical, can have different construals and hence different meanings. 

The basis for this difference in meaning can be sought in various cognitive 

processes not specific to language. Since these differences are both gram-

matically (such as assigning subject or object roles) and semantically 

marked (for instance using specific verbs over more general verbs), they 

should be part of how linguistics is conducted. However, how do we go 

about detecting, analyzing, and representing such phenomena?  
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We saw in 1.2.1 that meaning in cognitive linguistics is seen as an analog, 

gestalt-like phenomenon, which is why it is common to represent linguistic 

meaning in a similar way. To illustrate this, we can return to the table and 

the lamp in examples (1a) and (5). The difference between these two re-

sides in whether the lamp or the table is in focus. Is it possible to explicate 

and represent the difference between these two situations according to a 

cognitive linguistic perspective? Cognitive linguists have proposed that 

schematic images can be used to represent the type of meaning involved in 

these situations. The difference between above in (1a) and below in (5) is 

illustrated in Figure 1.10. 

 
Figure 1.10: Image schemas of above and below (Langacker 2008a: 71) 

 

You probably already know which of the two images in Figure 1.10 repre-

sents above and which represents below. The difference is the assignment 

of the focus to either x (table) or y (lamp). If x is in focus, it is the trajector 

that is construed in relation to y, the landmark. The image to the left shows 

this situation and represents a relation in terms of above. The allocation of 

focus is reversed in the image to the right: y is the entity in focus, the tra-

jector, now construed against the landmark x, representing below. 

As a tool for analyzing linguistic meaning, such figures have been called 

image schemas (see Johnson 1987; Langacker 2008a for more details). 

The images are meant to capture the gestalt-like character of meaning in 
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general, while at the same time being sufficiently abstract to cover a wide 

range of meanings. We can see an example of this generality as we analyze 

the meaning of a construction, (see Chapter 4) like verb + out. This can 

be seen as following three different out-schemas (see Figure 1.11 below). 

Whereas (10a) expresses a single vector for the trajector, out in (10b) ex-

presses a slightly different meaning of the trajector spreading out in an arch. 

In (10c), out attains a somewhat different meaning of a straight trajectory 

without moving from a state of physical containment. Since the same word 

– out in this case – can refer to different spatial situations, it is common to 

analyze it as polysemous. We return to this in more detail in 1.2.3.  

(10)  a. Mary went out of the room. 

 b. Roll out the red carpet. 

 c. The train started out for Chicago. 
 

 
Figure 1.11: Image schemas for three different out-schemas (Johnson 1987: 32) 
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An important feature of image schemas is their dynamic character. They 

are not completely static forms, but are open to various manipulations and 

entailments (Johnson 1987). For instance, we can follow the trajectors in 

Figure 1.11 as moving from the inside to the outside. Image schemas are 

not only meant to represent linguistic meaning, but in line with the tenets 

of cognitive linguistics they are also considered as emergent on the basis 

bodily and perceptual interactions with the world. Conceived in such a 

sense, image schemas are important for having “meaningful, connected ex-

periences that we can comprehend and reason about” (Johnson 1987: 29). 

To summarize, we have seen that image schemas capture a few general 

features considered essential to meaning in cognitive linguistics, such as 

its analog (as opposed to digital or binary) and gestalt-like form. Image 

schemas are regarded as structures emerging from embodied pre-linguistic 

experience, and thus anchoring linguistic meaning in general cognitive 

structures. This is summarized by Mark Johnson in the following way:  

 

[image schemas] are a recurring dynamic pattern of our percep-

tual interactions and motor programs that gives rise to coherence 

and structure to or experience. (Johnson 1987: xiv) 

 

1.2.3 The Systematicity of Non-Literal Language 

We have seen that image schemas can be used to represent how a trajector 

and a landmark are related to each other. We will now look at an extension 

of this idea. An important feature of image schemas is that they can be 

extended to an analysis of non-spatial and non-literal senses. In other 

words, image schemas are not just for analyzing expressions as those in 

(10a-c), but can be used more broadly. This has been used to show that the 

same cognitive and perceptual structures that provide meaning to literal 

language are also the source of meaning for non-literal language. In this 

section, we take a look at what a non-literal use of language looks like and 

how this has played a significant role in the related models of conceptual 

metaphors.  

We mentioned in 1.1.2 that conceptual metaphors are based on abstraction 

from the concrete domain. We have seen that concrete spatial expressions 

can be analyzed in terms of image schemas. While this is fairly straightfor-

ward as long as we remain within the realm of literal and spatial meaning, 
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it gets more challenging with non-literal senses. Consider the construction 

used in (10a-c) above: verb + out. Instead of pertaining exclusively to a 

physical situation, the same construction can be used as in (11) to express 

a change in mental state. 

(11) I went out of my mind. 

Within conceptual metaphor theory, this sentence is analyzed as map-

ping a construction with a spatial meaning (go + out of) onto another do-

main, in this case a mental state. In cognitive linguistics, this is the specific 

reading of metaphor: a cross-domain mapping typically from one experi-

entially concrete domain onto a more abstract one. Language is filled with 

such metaphors, such as lose one’s head or fall into oblivion. These idio-

matic expressions are not interpreted literally – no one is actually losing 

her head or falling. Instead, they rely on a metaphorical interpretation. Sim-

ilarly, in sentence (1c) above it is obvious that a human being is not literally 

a shark. One of the important tenets of cognitive linguistics is not only to 

detect metaphorical expressions, but also to explore their systematic char-

acter. For instance, we can analyze (11) as a case where the mind is meta-

phorically described as a container landmark. If someone goes out of this, 

it means to not be the person they normally are. Due to their systematic 

character, metaphors have been proposed as a general cognitive mecha-

nism rather than something restricted to language (Lakoff 1987). There are 

for instance many ways to express time through spatial expressions, as in 

(12a-c), but the reverse pattern is more restricted. 

(12)  a. Christmas is ahead of us. 

 b. Time stands still. 

 c. It took a long time to finish the book. 

If words and constructions can attain both concrete and abstract meanings, 

they can be analyzed as having several different but related senses. This 

takes us to another important aspect of semantic analysis in cognitive lin-

guistics: polysemy. Many cognitive linguists have attempted to character-

ize polysemy through so-called polysemy networks (Figure 1.12). These 

detail how related meanings of a particular word belong together, emanat-

ing out from a central or prototypical meaning. Figure 1.12 shows a poly-

semy network for the preposition over, which, as we discussed in Chapter 

1.1.2, has several different but related senses, as shown in (13a-d). 
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Figure 1.12: A polysemy network of over (Tyler & Evans 2001: 746) 

 

(13)  a. The helicopter hovers over the bridge. 

 b. The dog runs over the bridge. 

 c. They live over the mountains. 

 d. The picture hangs over the wall. 

Even if these four sentences all describe spatial relations, they refer to quite 

different situations. In (13a), over locates the trajector above the landmark, 

but in (13b) the trajector is moving across the landmark. In contrast, (13c) 

differs from both by implicitly referring to the relation between the speaker 

and the landmark (mountains). Finally, (13d) does not involve a vertical 

relation between trajector and landmark (as in 13a-c). In this sentence, over 

could be analyzed as expressing the sense of ‘covering’ (that is, sense 3 in 

Figure 1.12).  

In sum, many different conventional expressions are polysemous and have 

a metaphorical component. One consequence that has been drawn from the 
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tangible metaphorical organization of language is its roots in perception, 

imagination, and bodily integration. In effect, linguistic meaning is integral 

to language. Specifically, cognitive linguists have emphasized how mean-

ing need to take these features into account rather than analyze meaning as 

mainly a matter of logical and formal relations. In other words, an analysis 

of language is primarily directed towards how people understand, conceive, 

and make sense of the world. 

 

1.2.4 Summary 

- All levels of language bear meaning, the morphological, the lexical 

as well as the grammatical level. 

- The way meaning is represented by all linguistic levels is subject 

to analysis in cognitive linguistics. 

- Meanings are analogue, gestalt-like phenomena that derive from 

general cognitive principles, like backgrounding and foreground-

ing information in visual perception. 

- Linguistic predication follows the organizing principles of visual 

perception in that extra-linguistic information can be linguistically 

foregrounded or backgrounded. 

- This is the principle of linguistic construal (compare The lamp is 

on the table vs. The table is under the lamp). 

- Because of the similarities between general cognitive processes 

and linguistic processes language should be described in a way that 

shows it as similar to these cognitive principles. 

- Image schemas, mappings, networks, and the idea of trajector and 

landmark present ways of doing so. 

- The terms ‘trajector’ and ‘landmark’ designate the roles played by 

real world participants and things play in verbalization. 

- Image schemas contain trajectors and landmarks. 

- Image schemas can be mapped onto domains (for instance how 

spatial image schemas can be mapped onto the domain of EMO-

TION). 

- This mapping opens the possibility to linguistically express ab-

stract things in concrete terms, so-called conceptual metaphors. 
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- Since words and phrases can obtain concrete and abstract mean-

ings, we observe polysemy in language. 

 

1.2.5 Review Questions 

1. Give an example of meaning at the morphological and grammati-

cal level. 

2. What is construal? 

3. What are the analog representations of linguistic meaning called 

in cognitive linguistics? 

4. What is a cross-domain mapping from a concrete to an abstract 

domain called in cognitive linguistics? 
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1.3 Theoretical Cornerstones in Cognitive Linguistics 

Johan Blomberg & Moiken Jessen  

When we introduced cognitive linguistics in 1.1, we began by noting that 

different research strands in cognitive linguistics are brought together by 

the aim to find a firm basis for language in the cognitive abilities of hu-

man beings to create meaning. We noted that language in cognitive lin-

guistics by and large is considered a cognitive phenomenon – including 

perceptual and bodily skills. At the same time, cognitive linguistics, 

therefore, rejects the assumption that language is isolated from the ways 

in which we can experience the world. General cognitive principles are 

thus expected to shape language, and it is in this regard that the cognitive 

linguists sometimes claim that study of language is generally a branch of 

human psychology (cf. Langacker 1986: 3). 

Now that we from 1.2 know more about how cognitive linguists analyze 

and represent meaning in terms of visual perception, image schemas, and 

metaphors, it is time to bring these analyses back to the fundamental 

question: what is meaning and what is language? We do so by pointing 

out some answers given from a cognitive linguistics point of view. Spe-

cifically, by expounding on the analyses discussed in 1.2, we take a look 

at why cognitive linguists analyze language the way they do, and why 

language is considered as part of general cognitive abilities. In technical 

terms, this chapter explores the ontology of cognitive linguistics. In 

charting the ontology, we look at the fundamental properties of language 

from a cognitive linguistics perspective. This involves primarily investi-

gating three central claims on the nature of language as crucially depend-

ent on mental and cognitive abilities (cf. Langacker 1986, Tyler/Evans 

2001, Croft/Cruse 2004). These claims are that:  

- Language must be understood through the function it serves. 

- Language is based in mental conceptualization. 

- Language is intrinsically embodied. 

This chapter acquaints us with these claims in order to present some of 

the most important theoretical pillars in cognitive linguistics. On the one 

hand, this allows you to have a clearer grasp of the connection between 

theory and method in cognitive linguistics. On the other hand, it intro-
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duces and explains some of the theoretical notions and concepts used in 

cognitive linguistics. 

 

Study Goals 

By the end of this chapter, you will: 

− know some of the basic theoretical concepts in cognitive linguis-

tics 

− understand the required conceptual and theoretical vocabulary 

− have a further understanding of the connection between linguis-

tic analyses and theoretical considerations in cognitive linguis-

tics. 

 

1.3.1 Language Must Be Understood through the Function It Serves 

There are different approaches to language in linguistics. We can generally 

make a distinction between two different ways to approach language: a 

formal and a functionalist perspective on language. An example of a for-

mal approach is to consider language as best analyzed and described in 

terms of explicating the rules for forming syntactically valid sentences. A 

formal analysis only looks at the syntactic rules of a language largely in-

dependent of its meaning and use. One of the most influential proponents 

of such an account is the previously mentioned Noam Chomsky, who ar-

gues that some version of a formal approach is the only scientifically valid 

one in linguistics (Chomsky 1965, 1981, 1995, inter alia).  

 

[T]he study of meaning and reference and of the use of language 

should be excluded from the field of linguistics. […] [G]iven a 

linguistic theory, the concepts of grammar are constructed (so it 

seems) on the basis of primitive notions that are not semantic 

(where the grammar contains the phonology and syntax), but that 

the linguistic theory itself must be chosen so as to provide the 

best possible explanation of semantic phenomena, as well as oth-

ers. (Chomsky 1977: 139) 

 



50 

 

We can contrast a formalist approach with a functionalist one. On a func-

tionalist reading, the study of language necessarily involves a considera-

tion of the social and cognitive functions language serves. Since language 

is used for communicating with other persons (and with oneself), a func-

tionalist approach argues that the study of language must necessarily take 

this function into account. Broadly speaking, cognitive linguistics proposes 

a functionalist theory of language: the function of language is for someone 

to mean something about something. At first glance, this might seem like 

an obvious claim. In the following, we will attempt to flesh out this claim. 

We start from the difficult notion of meaning. Expanding from an earlier 

quotation, meaning and its relation to linguistics can be described in the 

following way: 

 

[M]eaning is equated with conceptualization. Linguistic seman-

tics must therefore attempt the structural analysis and explicit de-

scription of abstract entities like thoughts and concepts. [...] 

[C]onceptualization resides in cognitive processing, our ultimate 

objective must be to characterize the types of cognitive events 

whose occurrence constitutes a given mental experience. (Lan-

gacker 1986: 3)  

 

There are two significant theoretical features of cognitive linguistics in this 

quotation. First, the claim that ‘meaning is conceptualization’ states the 

prominence of thinking and conceptual activity for language. Second, 

bringing together the function of language with the workings of the human 

mind. In this book, we introduce different linguistic phenomena that have 

been analyzed from cognitive linguistics perspectives. In the following two 

sections, we get a brief glimpse at two such integral abilities. We begin 

with the role our knowledge of the world has for language. 

 

1.3.2 Language Is Based in Mental Conceptualization 

Cognitive linguistics proposes that an adequate linguistic theory must 

make the function of language center stage, which, as we have just seen, is 

for someone to mean something about something. Moreover, the function 

of language crucially involves the general cognitive and conceptual abili-

ties of human beings. 
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Figure 1.13: Is the mountain range static or moving? (Bernhard Krichbaumer) 

 

Let us illustrate this with a linguistic example. Something that we will fre-

quently return to is the pervasive use of non-literal expressions. One ex-

ample is that static spatial situations can be described with verbs of motion 

– the exact opposite of stasis. This is shown in examples (1) and (2) where 

the configuration of immovable entities is described with the help of mo-

tion verbs. 

(1) The mountain range goes all the way from Mexico to Canada. (Talmy 

2000: 104) 

(2) Det sammetmörka diket krälar vid min sida. (Tranströmer, April och 

tystnad, 2–3) (The dark velvet ditch creeps by my side.)  

What is the basis for using words with dynamic meaning for describing 

stasis? Cognitive linguists have argued that such fictive uses of motion 

verbs cannot be explained by appeal to the truth of the claim in question – 

obviously, roads and ditches cannot move. Instead, sentences like (1) and 

(2) require an account of how speakers conceive and perceive their spatial 

environment (Talmy 2000). It is not just a description of what the language 

user is seeing in a spatial situation, but also how they are conceptualizing 

the situation. This tendency to use motion verbs for describing static 
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situations have been attested for other languages than English (cf. 

Blomberg 2015). We can explore the role of human cognition in linguistic 

meaning in more detail. To do so, let us return to the notion of construal 

introduced in Chapter 1.2.1. Recall that ‘construal’ is a technical term 

pointing exactly to how a situation is linguistically profiled. Let us now use 

two fictive motion sentences where the order of the two reference points is 

reversed in (3) and (4). 

 

Figure 1.14: Does the scar extend from the elbow or from the wrist? (Lara Jessen) 

 

(3) An ugly scar extends from his elbow to his wrist. 

(4) An ugly scar (extends/goes/runs/reaches/stretches) from his wrist to 

his elbow. 

(Langacker 2001: 9) 

Do they express the same or different meanings? On the one hand, they 

describe the same situation – a scar on a forearm. On the other hand, they 

differ exactly in how the situation is profiled by the language user. A cog-

nitive linguistic analysis proposes that the difference in construal between 

(3) and (4) reflects a difference in the cognitive processing ‘building up’ to 

the full conception. Sentence (3) signals that the process had its starting 

point at the elbow and ended by the wrist. This relation is reversed in (4). 

We can describe what is underlying the difference in construal between (3) 

and (4) as reflecting a dynamic process of mental scanning. In using (3) 

over (4), there is a type of non-actual movement involving ‘moving’ one’s 

attention across an actual or imagined situation. In other words, the sen-

tences in (3) and (4) can be analyzed as reflecting the dynamic cognitive 

process of gradually shifting attention.  

Langacker’s explanation in terms of mental scanning is but one example 

of how cognitive linguistics aims to find the basis for linguistic meaning in 

mental conceptualization and general cognitive abilities not unique to lan-

guage. As we progress through this book, we will continually return to such 

accounts in detail. 
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1.3.3 Language Depends on the Embodied Mind 

Cognitive linguistics claims that our concepts and world knowledge is 

what essentially nourishes language. The basis for this resides in the cog-

nitive abilities of human beings. In cognitive linguistics, a specifically im-

portant aspect is the role of sensorimotor capacities originating from the 

human body. To understand cognitive linguistics’ position on this matter, 

we have to make a brief detour into history of ideas to touch on the mind-

body problem. 

What is the (human) body? In classical philosophy – clearly articulated by 

17th century philosopher René Descartes – the body is a vessel for the hu-

man mind. The body receives input from the external world that is com-

prehended by the intelligibility of the mind, which in turn can make the 

body act according to its will. For Descartes, this is the difference between 

human beings and animals: the latter are mere automata lacking a mind. 

However, by insisting on a sharp distinction between the physical body and 

the immaterial mind, this poses a huge problem: how can something im-

material be related to something material? 

 
Figure 1.15: René Descartes’ illustration of the mind and the body (Descartes 

1664) 

 

Of course, Descartes’ 17th century view is by and large inspired by Chris-

tianity. Yet, the echoes of his views on the body and the mind can still be 

heard in contemporary debates in the mind sciences. An alternative view 

is to consider the human mind as intrinsically bodily. Such a view on the 

body and the mind as an integral part of cognition is found in the idea of 
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embodied cognition, which has been an important cornerstone for cogni-

tive linguistics. Varela, Thompson & Rosch (1991) summarize the notion 

of embodied as follows: 

 

By using the term ‘embodied’ we mean to highlight two points: 

first that cognition depends upon the kinds of experience that 

come from having a body with various sensorimotor capacities, 

and second, that these individual sensorimotor capacities are 

themselves embedded in a more encompassing biological, psy-

chological and cultural context. (172–173) 

 

As can be seen in this quotation, the body is not just a physical thing regu-

lated and maintained by biological processes, but also a perspective of the 

experienced body. Just consider a simple example as reaching out for a 

bottle of water standing on the table next to you. While we are not typically 

aware of it, this action requires a complex coordination between various 

sensory and motor capacities of the body. The distance to the bottle must 

be gauged with the eyes, and this information must be communicated to 

the hand in order for it to grasp the bottle. Thus, even though we do not 

attend to our own bodies, it is a constant companion in all activities, and 

what we can do is in a sense dependent and constrained by the capacities 

of our body. To just give a few examples, we can mention the following 

roles of the body in human cognition (adapted from Wilson/Foglia 2017).  

- When speaking, we use gestures not only to accompany speech but 

to actually facilitate language processing (McNeill 1992; see also 

Chapter 7). 

- Vision is guided by our actions, goals, and intents with bodily 

feedback integrated into visual processing (O’Regan/Noë 2001). 

- So-called mirror neurons activate not only when we perform an 

action, but when we see others perform the same action (Rizzo-

latti/Craighero 2004). 

- Cognitive tasks such as remembering are more efficient when we 

use our bodies and even including the surrounding environment in 

cognitive processing (Donald 1991). 
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Figure 1.16: A comic illustrating the metaphorical aspect of the term ‘mirror neu-

ron’ (Ufer 2018) 

 

1.3.4 How Is Embodied Cognition Related to Language? 

How is embodied cognition related to language? If our bodies constrain 

and enable us to know what we know about the world, then we might ex-

pect language to also be affected in a similar way. As social beings we 

would like to share what we know and what we experience with others. 

Our tool for sharing these things is language. Evans & Green summarize 

this idea as follows:  

 

[O]ur experience is embodied, that is, structured by the nature of 

the bodies we have and by our neurological organization […] the 

concepts we have access to and the nature of the ‘reality’ we think 

and talk about are a function of our embodiment: we can only 

talk about what we can perceive and conceive, and the things we 

can perceive and conceive derive from embodied experience. 

(Evans/Green 2006: 46) 

 

On such a view, we have access to the world mainly by virtue of having a 

body. It factors as both an enabling and a constraining condition for 
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experience. In turn, this will also affect what can be linguistically ex-

pressed, and just as importantly, how it is expressed. It has been argued 

that a majority of more or less conventionalized expressions in language is 

formed on the basis of systematic connotations and associations through 

embodied sensorimotor interaction. One such prominent analysis of lin-

guistic expressions, originating from the collaborative and individual 

works of George Lakoff and Mark Johnson, proposes that linguistic mean-

ing is to a large extent based on foundational categories or domains of bod-

ily space. These meanings are then used as templates or schemas for struc-

turing and ordering more complex and abstract meanings in both language 

and thought. Have a look at examples (5) and (6) below. 

(5) The meeting is at noon. 

(6) My spirits are soaring. 

In these examples we treat abstract terms as if they were physical entities 

that could be located in or move through space. This is why Lakoff & John-

son suggest language involves mappings from concrete conceptual do-

mains like SPACE to abstract domains like TIME (see for example 

Lakoff/Johnson 1980, Johnson 1987, Lakoff 1987, Lakoff/Johnson 1999). 

This is exemplified in (5) where the preposition at expresses the point in 

time when an occasion will occur, whereas in (6) the motion verb soar is 

used to express an emotional state. 

As we mentioned in 1.1.3, Lakoff & Johnson propose that at and soar orig-

inally express spatial meanings, but they have through processes of ab-

straction been extended to other domains, like TIME in (5) and EMO-

TIONS in (6). Due to our bodily interaction with the world, basic meanings 

are formed, which stand in as templates or schemas for structuring less 

tangible meanings. These mappings between domains are called concep-

tual metaphors (Lakoff/Johnson 1980, Grady 1997). Conceived in such a 

sense, a metaphor is not a figure of speech for rhetorical purposes, but ra-

ther a cognitive phenomenon reflecting systematic conceptual mappings 

between distinct domains. In other words, linguistic sentences can be seen 

as surface manifestation of a pervasive underlying structure of human cog-

nition as establishing links between conceptually distinct domains. This is 

one way in which the study of language has been considered to contribute 

to understanding the human mind. 
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1.3.5 Empirical Studies on the Idea of Embodiment 

Now we know about the mind-body problem and how embodiment is re-

lated to language. But how exactly does this relation work, how do we leap 

from here to meaning making in language? On this question, scientists 

have not fully agreed. Nevertheless, we would like to present one idea to 

you: Bergen (2012) argues that one way people make sense of the world, 

is what he calls embodied simulation. Embodied simulation refers to the 

possibility that we understand meaning transported to us via language by 

simulating in our minds the experience that the language describes. We can 

simulate because we have memories of our own experience of a similar 

event. As a result, we simulate constantly. But unlike the conscious recol-

lection of faces of friends or relatives, sounds, music, tastes, smells, and 

actions, embodied simulation happens, and we are not aware of it. Embod-

ied simulation happens when our mind creates mental experiences of sense 

perceptions and actions without them being present. The same processes 

that we consciously activate to do any kind of action are actually also busy 

when we are in the process of understanding language. Research shows 

those areas of the brain that deal with actions and perceptions are also ac-

tive when we understand utterances such as turn the key or kick the ball. In 

its broadest interpretation, this means that when we use or understand ac-

tion verbs, our low-level motor and perceptual brain structures are active 

for imagined action, because the brain activity in these areas can be made 

visible. This supports the notion that in language processing, meaning, and 

thought are tightly grounded in the experiences individuals have from their 

interaction with the world around them.  

Starting from this idea that the brain makes use of the fact that it can form 

imagery of events that happened before in order to understand linguistic 

input let us see what ways there are to actually show this on an empirical 

basis.  

One of the more influential paradigms has found a close connection be-

tween word meaning and brain activity. The three action verbs kick, pick, 

and lick refer to actions carried out with different parts of the body: the 

legs, the hands, and the tongue, respectively. Grounded cognition suggests 

that language processing is not restricted to the traditional language regions 

of the human brain, but also involves those responsible for bodily and per-

ceptual processes. We could, therefore, expect these three verbs when 

heard or spoken to involve activation of corresponding parts of the motor 
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cortex (legs for kick, hands for pick, and mouth for lick). By investigating 

the activity in motor cortex, this hypothesis was confirmed: words activate 

the same parts of the brain as when their corresponding action is performed 

(Pulvermüller 2005). 

 
Figure 1.17: Activation in brain areas controlling movement of the feet, fingers, 

and tongue in response to leg-, arm-, and face-related words (Pulvermüller 2005: 

576) 

 

In another experiment, cognitive psychologists (Stanfield/Zwaan 2001) 

found empirical evidence for the fact that knowledge of language is 

based/grounded in experience. Participants were presented sentences like 

the following: 

(7) The carpenter hammered the nail into the floor. 

(8) The carpenter hammered the nail into the wall. 

Right after the presentation of each sentence, participants were shown pic-

tures of objects, like elephants or nails and they had to decide as quickly 

as possible whether the object in the pictures occurred in the sentence they 

just heard or not. The critical items – the pictures with a nail on them – 

covered two conditions. In the images, the nail was in a horizontal position, 

as in hammered it into the wall, and the nail was in a vertical position, as 

in hammered it into the floor. When the position of the nail in the image 
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was the same as the implicit position of the nail in the sentence, participants 

answered faster, than when it was a mismatch between positions. The ex-

planation, you guessed it, is that when the mental image that was caused 

by the stimuli sentences was closer to one of the two conditions on the 

pictures, it made it easier for people to recognize the object. 

 
Figure 1.18: Stimuli similar to those used in the orientation experiment by Stan-

field & Zwaan 2001 (Bergen 2012: 55) 

 

Embodied cognition research in this and other areas has contributed sub-

stantially over the past decades to fostering our understanding of how sen-

sory experiences in the physical world are linked to cognitive processes. 

An excellent review of research on embodied cognition research including 

a classification grid is found in Skulmowski & Rey (2018; cf. also 

Yoon/Anderson/Lin/Elinich 2017 on embodied simulations in augmented 

reality environments; Müller 2017, Ladewig 2019a, 2019b, and Hotze 

2019 on the effects of gesture). In the context of foreign language learning 

and teaching, bodily engagement has also received a great deal of attention 

(e. g. Driver 2012, Wik/Hjalmarsson 2009). In most cases, however, in-

structional methods were not consistently grounded in a theoretical frame-

work that properly describes the links between language and embodied 

cognition. So far, the application of insights into language teaching has led 

to a growing body of research focusing on whether the integration of em-

bodied experiences can facilitate access to relevant concepts of grammar 

that often remain hidden to learners, and can compensate for an overem-

phasis on the formal aspects of grammar (Suñer/Roche 2021, Bielak/Paw-

lak 2011, Jacobsen 2018, Kohl-Dietrich/Juchem-Grundmann/Schnotz 

2016, Reif 2011, Tyler/Mueller/Ho 2011, Yasuda 2010). 
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1.3.6 Summary 

- Different approaches in linguistics theory focus on different lin-

guistic aspects. 

- Formalism and functionalism are two different approaches in lin-

guistics.  

- Formalism studies rules for forming valid expressions, functional-

ism studies the purpose language serves.  

- Cognitive linguistics is a version of functionalism understanding 

language through its basis in human cognitive abilities. 

- Cognitive abilities include perception, motor systems, reasoning, 

and imagination. 

- Embodied cognition is the claim that human cognition is intrinsi-

cally dependent on the bodily capacities of cognitive agents. 

- The understanding of human cognition in cognitive linguistics is 

largely influenced by embodied cognition. 

- We have access to the world mainly by virtue of having a body. 

- This has an effect on what can be linguistically expressed and how 

it can be expressed. 

- Basic semantic categories of spatial meaning emerge from bodily 

interaction with a surrounding world. 

- Linguistic sentences can be seen as surface manifestation of a per-

vasive underlying structure of human cognition establishing links 

between conceptually distinct domains. 

- Mental scanning happens when we are in the process of under-

standing language. 

- There are some empirical studies that try to show mental scanning. 

 

1.3.7 Review Questions 

1. What is the difference between a formalist and functionalist ap-

proach to linguistics? 

2. Name one general cognitive and conceptual ability of human be-

ings that is reflected in language. Illustrate with an example. 
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3. Recap: what is the mind-body problem? 

4. How does embodiment aim to overcome the mind-body problem? 

5. What is mental scanning? 
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2 Morphology 

The term ‘morphology’ refers to the linguistic study of all manifestations 

and structural shapes of words, especially the inflections of their base form. 

The original meaning of the term, ‘the study of forms’, has changed in 

modern linguistics to ‘the study of the words’. Or, to be even more precise, 

‘the study of the formal manifestations of words in a language’. August 

Schleicher was the first to use the term ‘morphology’ for a comparative 

study of linguistic forms. He meant to create a parallel to the morphology 

of natural sciences. Within the boundaries of language study, the term was 

used for various areas of grammar over time: in part for inflection, in part 

for word formation, sometimes for both syntax and lexicology. In the pre-

sent chapter, morphology is concerned with lexicology, ‘the study of the 

composition and structure of words’. It includes the description of the pro-

cesses through which new words are created, that is, word formation. In 

doing so, we discuss morphological phenomena less in terms of classifying 

aspects but rather in terms of a cognitive linguistic perspective. The reason 

behind this is to emphasize and describe cognitive representation patterns 

of meanings. They also serve as examples of the dominant perspective on 

the relation between conceptualization processes and linguistic structures 

(cf. Janda 2007: 632–633). The next two chapters will focus on various 

morphological aspects of the German language: Chapter 2.1 deals with the 

aspect of meaning in morphology, Chapter 2.2 focusses on creative word 

formation processes. 
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2.1 Semantics and Word Formation 

Marina Foschi Albert & Marianne Hepp 

In the following chapters you will become familiar with classic areas of 

morphology. We will introduce the unique perspective of cognitive lin-

guistics on identical phenomena in the respective chapters via appropri-

ate ‘windows’ into the topics. This is to say that we will contrast the clas-

sic perspective on linguistic phenomena with the more recent interpreta-

tive perspective of cognitive linguistics, where appropriate. In so doing, 

you will receive a fresh insight into a new linguistic theory. This chapter 

deals with the meaning of words both in their simple and their compound 

form. When discussing simple and compound words, it is important to 

distinguish between lexical and contextual meaning. After presenting a 

definition of the term ‘word’, we will examine the process of word for-

mation and show how words can be separated into their constituent ele-

ments.  

 

Study Goals 

By the end of this chapter, you will be able to:  

− explain the connection between semantics and morphology 

− define a word 

− recognize how the meaning of a word is constituted and per-

formed 

− understand how new words can be formed. 

 

2.1.1 What Does Semantics Mean and What Is Its Connection to 

Lexicology? 

How can we know what, for example, the German word Papier (paper) 

means? Semantics is the theory of meaning and meaning research. It is a 

linguistic branch closely related to other disciplines: logic and psychology 

among them. But what is the relation between word and meaning? It is 

often assumed that the relationship between meaning and word is direct 

and equal. However, a quick glance into a dictionary refutes this notion. 



64 

 

This is exemplified by the fact that the Digitales Wörterbuch der deutschen 

Sprache lists not merely one, but four main meanings for the word Papier: 

(1) besonders durch Verfilzung und Verleimung von Pflanzenfasern 

gewonnenes dünnes, flächiges Material, das vorwiegend zum Be-

schreiben, Bedrucken und Verpacken dient. (thin, planar material 

obtained in particular by felting and gluing plant fibres; primarily 

used for writing, printing and packaging) 

(2) Schriftstück, Dokument, Aufzeichnung (document, record) 

(3) amtlich beglaubigtes Dokument, das der Legitimation dient (nur 

im Plural) (officially authenticated document, used for legitimacy, 

ID (only used in plural)) 

(4) (Börse) Wertpapier, Wechsel (stock exchange, securities, bills of 

exchange) 

(DWDS 2017a) 

The respective meanings of the word Papier are derived from context, as 

the following examples demonstrate: 

(1) etwas in Papier (ein)packen (to wrap something in paper) 

(2) das Papier enthielt ein Verzeichnis der mitgeführten Bücher (the 

document contains a list of the books that have been brought 

along) 

(3) der Spion hatte falsche Papiere (the spy had false papers/fake ID) 

(4) ein gutes, schlechtes, wertloses Papier (a good, bad, worthless 

stock/share) 

How can one know which aspect of meaning is being referred to? Under-

standing words in context is possible through collocations, among other 

things. Collocations are semantically related words, which frequently ap-

pear in context with each other and so are retained together (Lipka 2002: 

181). For example: the dictionary Duden Online (www.duden.de) lists the 

following linguistic units as combinational in content in the entry Papier: 

− Adjectives falsch (wrong), gültig (valid), intern (internal), hand-

geschöpft (handmade), vertraulich (confidental), weiß 

(white) 

http://www.duden.de/
http://www.duden.de/rechtschreibung/handgeschoepft
http://www.duden.de/rechtschreibung/handgeschoepft
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− Verbs blättern (leaf through), bringen (bring), drucken 

(print), reißen (tear), kaufen (buy), rascheln (rustle), 

unterschreiben (sign) 

− Nouns Bleistift (pencil), Druck (print), Glas (glas), Karton 

(cardboard), Leinwand (canvas), Pappe (paperboard), 

Stift (pen), Tinte (ink) 

Let’s now consider the English word paper, semantically equivalent to 

German Papier. The Oxford English Dictionary (OED, www.oed.com) 

lists for paper two entries, paper as a noun/adjective and paper as a verb. 

The German word Papier corresponds to the English word paper only in 

its nominal use. In the adjective use of English paper, German sets a de-

rivative (papieren). In German there is no verb from the word family paper. 

For English paper as a noun, three main meanings are listed, with each 

main meaning carrying a varying number of sub-meanings. Overall, the 

main meanings are equivalent to those of German Papier. The different 

meanings appear in connection with the respective collocations. For exam-

ple: The paper used for this publication has been certified in accordance 

with the criteria of the Forest Protection Council. (…) Procedures for le-

galizing the situation of migrants without papers.  

It is the mental retention of prototypical meanings of common syntagmata 

as one large unit (of usual word combination) that enables us to understand 

meaning variations. These units make it possible to understand metaphoric 

usage of words such as using the German verb werfen (to throw) in the 

expression Gedanken aufs Papier werfen (literally: to throw thoughts on 

paper) (also see Chapter 3). 

How words can be semantically joined in context is, therefore, not a purely 

syntactical matter. Understanding the relations between meanings depends 

more on certain semantic implications, which all words bear in themselves. 

The verb leiten (to lead), for instance, bears the syntagmatic characteristic 

of an agent which “causes something to move” (translated from DWDS 

2017b). 

To be knowledgeable of the connection between semantics and morphol-

ogy is important for prospective teachers. It helps to identify linguistic el-

ements that carry meaning independently. Common knowledge would dic-

tate that the smallest linguistic unit bearing meaning is the word. However, 

words can be comprised of even smaller elements. See for instance English 

http://www.duden.de/rechtschreibung/blaettern
http://www.duden.de/rechtschreibung/bringen
http://www.duden.de/rechtschreibung/drucken
http://www.duden.de/rechtschreibung/kaufen
http://www.duden.de/rechtschreibung/rascheln
http://www.duden.de/rechtschreibung/unterschreiben
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compounds such as paper-fibre, paper-saving, paper-based. The variety of 

word-segmentations can even be better demonstrated in the components of 

a random word family of German: 

- Haus (house), Hausboot (houseboat), Hausbesetzer (squatter), 

Schneckenhaus (snail shell, literally: snailhouse), Behausung 

(dwelling), Häuslichkeit (domesticity), hausen (to live in poor con-

ditions), häuslich (domestic). 

These words can be split into smaller segments. During the segmentation 

process, the structural differences between the individual representatives 

of the various word families become apparent. 

- Haus 

- Haus-besetz-er 

- Schnecke-n-haus 

- Be-haus-ung 

- Häus-lich-keit 

- haus-en 

- häus-lich. 

This comparison reveals that, although words are indeed independent 

meaningful units, they are also comprised of smaller units, so-called mor-

phemes. Morphemes are generally defined as the smallest meaningful lin-

guistic units. The term ‘meaning’ is not reduced to lexical word classes 

such as nouns and verbs, but also encompasses morphemes, which bear 

grammatical functions. Afterall, in cognitive linguistics a grammatical 

function is also considered to be meaningful. Morphemes can express var-

ious meanings. The morpheme -er, on the one hand, when appearing in the 

word Hausbesetzer (squatter) conveys the meaning of an agent. On the 

other hand, in the word Mitglieder (members) it bears the grammatical 

function of a plural marker. In a similar way, the English morpheme -s can 

convey the meaning of possession in Tom´s car or it can function as a plu-

ral marker in Best new cars for 2022. A second in-depth comparative look 

reveals that different word meanings emerge through different morpholog-

ical mechanisms. In the case of the word Haus (house), the following ex-

amples show how images relay to possible mental representations of the 

respective words: 
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(1) Haus 

 
Figure 2.1: House (prefab Hartlhaus 2017) 

(2) Haus-besetz-er 

 
Figure 2.2: Squatter (Wikipedia 2017a) 

(3) Schnecke-n-haus 

 
Figure 2.3: Snail shell (Pixabay 2018) 

(4) Be-haus-ung 

 
Figure 2.4: Dwelling (Katsiaryna EL-Bouz) 

 

The images illustrate how the mental representation of a prototypical 

meaning of a word varies according to context. The syntactical role of the 

same word Haus (1) in the compound word Hausbesetzer (2) can lead to a 

mental representation of a squatter as the main reference (in which case -

er serves as a sign of human agency). Here, the Haus (as the image shows) 

is part of the background. In reverse, the compound word Schneckenhaus 

(3) conveys an extremely specific image of a house, namely the calcium 

carbonate housing of a snail. The word Behausung (4) as a derivation of 

the word Haus invokes an abstract concept which is difficult to visualize. 

Though the portrayed image of Behausung shows the dwelling of an owl, 

this only serves as a representative example. There are many other possi-

bilities of representing such an abstract concept visually.  
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The following section will deal with words and their constitution in greater 

detail. The section will focus on word elements (morphemes) used to de-

rive new words from existing ones, thereby determining the word class of 

the new word, that is, grammatical morphemes that add grammatical fea-

tures to a word without changing the word class.  

In Section 2.1.2, words are discussed as potentially divisible elements. Sec-

tion 2.1.3 is dedicated to lexical and contextual meaning. Section 2.1.4 

deals with word formation while Section 2.1.5 deals with the segmentation 

of words into morphemes. 

 

2.1.2 What Is a Word? 

The writing style scriptio continua was in use until the 9th or 10th Century 

AD in old manuscripts and inscriptions. It was a writing style which has 

no word division. The letters of words and the words themselves were 

grouped together without spaces, punctuation marks, or the use of alternat-

ing lower- and upper-case letters.  

The separation of words in texts was first introduced in the Middle Ages. 

The following text examples, one in the style of the scriptio continua and 

the other in a contemporary style, illustrates by comparison how word sep-

aration facilitates reading and understanding a random text: 

Therewasonceaforesterwhowenti

ntotheforesttohuntandasheentere

ditheheardasoundofscreamingasi

falittlechildweretherehefollowedt

hesoundandatlastcametoahightre

eandatthetopofthisalittlechildwas

sittingforthemotherhadfallenaslee

punderthetreewiththechildandabi

rdofpreyhadseenitinherarmshadfl

owndownsnatcheditawayandsetit

onthehightree. 

 

There was once a forester who 

went into the forest to hunt, and 

as he entered it he heard a sound 

of screaming as if a little child 

were there. He followed the 

sound, and at last came to a high 

tree, and at the top of this a little 

child was sitting, for the mother 

had fallen asleep under the tree 

with the child, and a bird of prey 

had seen it in her arms, had flown 

down, snatched it away, and set it 

on the high tree. (Fundevogel 

(grimmstories.com, July 2023)) 

Table 2.1: An example of word separation typical for scriptio continua 
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The previous example elucidates how words are separated in written me-

diality via spaces. It is from this point onwards that words become tangible 

and can be defined as such, that is, as independent linguistic units. From a 

semantic perspective, however, the phenomenon of ‘word’ is more elusive. 

In general, a word is defined as a unit with autonomous meaning. What 

appears as a word in writing, however, does not always coincide with a 

linguistic element conveying a semantic core. This is the case with 

phrasemes. These are linguistic elements which consist of multiple words, 

whose meaning is derived from the syntagmatic unit en bloc, as a whole.  

Examples: 

- in der Nähe von (in the vicinity of) 

- der rote Faden (the ‘red’/common thread) 

In Section 2.1.3 we will assume a basic equivalency of written word = word. 

 

2.1.3 Lexical and Contextual Word Meaning: What Is in a Word? 

The lexical meaning of a word is basically the definition of a word found 

in a dictionary (Weinrich 1993: 21). The dictionary definition represents 

an abstraction of the various meanings a word can assume in different texts. 

These are referred to as contextual word meanings (see below). Let us 

demonstrate contextual word meaning using the example of the German 

word General, which basically corresponds in its meanings to the English 

noun general.  

As found in the Großwörterbuch Deutsch als Fremdsprache (Dictionary 

of German as a foreign language) the noun General conveys the following 

meaning: ‘der höchste Offizier in einer Armee’ (the most senior officer in 

an army) (Götz 2003: 412). The word General itself refers to a person with 

a certain trait. The designation General can also be conferred on a person 

without rank who exhibits the presumed traits of a General. How is one to 

know which usage of the German word General is being referred to? 

Nouns can only be syntagmatically linked with other linguistic devices to 

indicate a certain conceptual entity in texts. This is apparent when you ob-

serve the appearance of the German word General in authentic text sam-

ples (Foschi Albert 2012: 30): 



70 

 

(1) Der General verkörpert Kontinuität (The general embodies continu-

ity) (heading) 

18.07.2011 / John Allen hat das Kommando über die Internationale 

Schutztruppe für Afghanistan (Isaf) übernommen (John Allen has 

taken command of the International Protection Force for Afghanistan 

(Isaf)) (subheading) 

(2) General Winter schlägt in den USA zu. (‘General Winter’ strikes in 

the USA.) 

The expression der General in the title of example (1) refers to a person of 

the male sex who is named in the caption as John Allen. In this case, the 

reader can infer from context without difficulty that General refers to a 

military rank. This information is in accordance with common knowledge 

every individual possesses, a shared knowledge which leads to the proto-

typical representational model of the word. In example (2) (from a weather 

report) the word General is used in a figurative sense. Its features are used 

comparatively in order to describe the impact of the powerful American 

winters. The example shows how General can be used as an attribute of an 

entity which is not a person. The general meaning listed in the dictionary 

notes the most common usages of the word. The overall meaning of Gen-

eral is extracted from the individual contextual realizations of the word. It 

is a collective concept of attributes observed in prototypical human gener-

als. In this case, the consensus is that generals are powerful and have great 

impact.  

 

2.1.4 Word Formation 

Word formation refers to the formation of new complex words on the basis 

of existing linguistic devices. This is achieved via different linguistic ele-

ments and can produce different word classes, which can be attributed to 

the different forms of conceptualization. For instance, the following words 

can be created on the basis of a simplex word such as the German Glück 

(luck/fortune): 

http://xinos.wordpress.com/2011/01/14/general-winter-schlagt-in-den-usa-zu/
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Word formation (basis: Glück) 

Glücksfall  

(stroke of luck) 

glücklich  

(happy, fortu-

nate) 

glücklicher-

weise  

(fortunately, 

luckily) 

beglück-

wünschen  

(congratulate) 

Beglückung 

(to make s.o. 

happy) 

glückbringend 

(bringing joy) 

unglücklicher-

weise 

(unfortunately) 

glücken 

(be successful) 

Nouns Adjectives Adverbs Verbs 

Table 2.2: Word formation of the word Glück (luck/fortune) 

 

Some of these examples consist of two constituents (glück-lich, glück-en) 

while others consist of three (Be-glück-ung, be-glück-wünschen). The for-

mation Glück-s-fall consists of two constituents and a linking element, the 

linking -s-. Glück-lich-er-weise features three constituents along with the 

linking element -er-. Un-glück-lich-er-weise is constructed with four con-

stituents and the linking element -er-. 

A fascinating aspect of word formation is thus, that complex words express 

a complex overall meaning. Complex meaning is partially conveyed 

through the semantic properties that ascribe encyclopaedic knowledge to 

individual linguistic elements, and partially through possible meanings 

which are contained in respective word formation processes.  

Example: compound noun Apfelsaft (apple juice) according to Ungerer & 

Schmid (1998):  

Attributes of the 

word formation pro-

cess Apfelsaft (apple 

juice) 

Attributes of the 

word Apfel (apple) 

Attributes of the 

word Saft (juice) 

made from apples round made from fruits or 

vegetables 
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beverage, liquid fruit beverage, liquid 

sweet, sweet and sour sour, slightly sour, 

sweet 

sweet, sour 

in bags, in bottles grows on trees bottle, carton 

yellow-green, brown green, red, yellow alcohol free 

… … … 

Table 2.3: Compound noun Apfelsaft (apple juice) (cf. Ungerer/Schmid 1998: 81) 

 

Words are equipped with a specific meaning during word formation pro-

cesses which functions as the semantic relation between the word elements. 

The semantic relationship between the base and the modifier in the word 

formation process (called composition), however, can be very different. 

Examples:  

- Autotür (the door of a car): whole-part lexical relation 

- Kellertür (door to the basement): relation provides information on 

a locality. 

- Winterfell (fur, worn in winter): relation provides information on 

a time span befitting the character of the object. 

The meaning of the compound is deduced by finding an appropriate rela-

tion between the meanings of the immediate constituents (Fleischer/Barz 

2012: 69). Hence, establishing the relation when interpreting the com-

pound relies in great parts on encyclopaedic knowledge. Unfortunately, 

such knowledge is not helpful when dealing with potentially ambiguous 

compounds (an example is Silbertopf (silver pot): A pot made of silver? A 

pot for storing silver?). These cases can only be judged through context 

(Schwarz/Chur 2007: 112). 

Affixes also carry meaning and express certain relations. For example, the 

suffix -less as in hopeless or meaningless expresses the concept of ‘miss-

ing’. But meanings cannot be attributed to affixes on a one to one basis 

either. For instance, a relation, such as the negative, can be expressed by 

not one, but several prefixes:  
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- A-social 

- il-legal 

- mis-leading 

- in-justice 

On the other hand, a suffix such as -some (as in handsome or gruesome) or 

-able (as in manageable or capable) can express several concepts and ideas.  

 

2.1.5 Word Elements 

As we have seen, words which are delimited in written text via spaces do 

not always represent the smallest meaningful elements. Many words can 

be disassembled into smaller meaningful constituents. Some of these parts 

can be used as independent words (free morphemes), others only appear as 

dependent parts of words (bound morphemes, affixes). In the following 

table, affixes (prefixes and suffixes) are underlined. 

Glück-s-fall 

(stroke of 

luck) 

glück-lich 

(happy, for-

tunate) 

glück-lich-er-weise 

(fortunately) 

be-glück-wünsch-

en 

(congratulate) 

Be-glück-ung 

(happiness, 

joy) 

glück-selig 

(blissful) 

un-glück-lich-er-

weise 

(unfortunately) 

glück-en 

(to succeed) 

Nouns Adjectives Adverbs Verbs 

Table 2.4: Word elements of the word field Glück (luck/fortune) 

 

Word formation, together with the formal extensions of the word, leads to 

semantic changes in the core lexeme. In our example, the lexical meaning 

of the base word Glück is stated as “the result of the meeting of particularly 

favorable circumstances” in the Großes Wörterbuch der deutschen Spra-

che. (Dudenreaktion 1999: 1543) The connections between the various 

word formation elements result in new words. Some of these belong to 

other word classes. As seen in Table 2.4, new words derived from the orig-

inal noun Glück include new nouns (1st column), adjectives (2nd column) 

as well as adverbs and verbs (3rd and 4th column). 
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The formation of new words primarily serves communicative purposes and 

can lead to the expansion of an existing language’s vocabulary. All exam-

ples of the word forms of Glück cited up to this point belong to the standard 

vocabulary of the German language. They are so-called lexicalized for-

mations.  

A living language allows for the creation of new word formations, so-

called spontaneous or ad-hoc formations, at any time. Ad-hoc formations 

are created in situations which require them for immediate communicative 

purposes and, if necessary, to compensate vocabulary deficiencies. If, after 

the first spontaneous use, these ad-hoc formations are not only used occa-

sionally but on an increasingly regular basis by language users, they 

achieve the status of lexicalized expressions. These pass into the collective 

memory of language users, and some are added to dictionaries.  

An example of a spontaneous formation based on the previous example 

with Glück, is Glücksarchiv (literally: archive of luck). This word des-ig-

nates the website of a non-profit project. The question ‘What is luck?’ is 

answered as follows on their overview page: 

 

Happiness is a millennia-old topic that has experienced a tremen-

dous upswing in recent years. Thus, the Glücksarchiv tries to 

bridge the gap from the old philosophers to the latest currents of 

positive psychology. (Translated from Glücksarchiv 2017, High-

lighting in the original)  

 

When attempting to deduce the meaning of a spontaneous formation such 

as Glücksarchiv, neither everyday linguistic experiences nor dictionaries 

are helpful. Therefore, to aid comprehension, special strategies have to be 

put in use. The first strategy takes context into account (cf. Hepp 2012: 38-

40). In our special case, a website is introducing itself as an archive. This 

is easily comprehensible, as the German word Archiv, can stand for a 

“geordnete Sammlung von [historisch, rechtlich, politisch belangvollen] 

Schriftstücken, Dokumenten, Urkunden, Akten” (ordered collection of 

[historically, legally, politically relevant] documents, records, deeds, files) 

(Dudenredaktion 1999: 286). Apparently, in this Glücksarchiv ‘Glück’ is 

collected. What exactly the term Glück is supposed to mean in this context 

is explained by the authors at a later point:  
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In the German language "Glück" as a term is very fuzzy, it has at 

least three different meanings, namely "Zufallsglück" (literally: 

coincidence-luck (luck)), "Wohlfühlglück" (literally: well-feel-

ing-happiness (satisfaction)) and "dauerhaftes Glück" (perma-

nent luck/happiness). When talking about “Glück”, it is, there-

fore, advisable to reach an agreement with your conversation 

partners about what you mean by the term. 

It also depends on the direction from which one approaches the 

term "Glück". Psychologists have a different understanding of 

"Glück" than philosophers, and pedagogues, theologians and 

economists also define the term "Glück" in their own way. For-

tunately, all perspectives are shown here in the Glücksarchiv. 

(Translated from Glücksarchiv 2017) 

 

The reader deduces from context what the term Glücksarchiv means by 

utilizing their encyclopaedic and (lexicalized) language knowledge.  

The second strategy involves analyzing the individual constituents of a 

new word and the way they are joined together. As already noted, the in-

dividual constituents can function as independent words. This is the case 

with our example Glücksarchiv. When independent words are joined, the 

meaning of the newly formed word is generally not difficult to deduce.  

When affixes occur in a word, recognizing how the word was formed is a 

decisive clue for gauging the meaning of a new word. By adding suffixes, 

for example, nouns can be shaped into adjectives, in this case the word 

glück-lich which is used attributively (‘mit Glück behaftet’ (attached to 

luck)) or, in other cases, to describe traits (menschlich – ‘wie ein Mensch’ 

(humane – ‘like a human’)). To offer up yet another example, adverbs can 

be formed from adjectives (example: glücklich – glücklicherweise (lucky, 

fortunately)) and so on.  

In complex German words, we distinguish between different morphologi-

cal word formation products based on the type of building blocks present. 

You will become more familiar with the various word formation processes 

in the next chapter.  
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2.1.6 Summary 

- Morphological phenomena are traditionally treated as classifying 

aspects (‘study of the structure and formal characteristics of a lan-

guage’). 

- The perspective of cognitive linguistics unveils the connection be-

tween morphology and semantics and the relationship between lin-

guistic structures and conceptualizing processes. 

- Aspects of meaning contained in morphological phenomena can 

be illustrated especially vividly using words formed from other 

words (new word formations as well as word changes) but also 

using simple words (simplex forms). 

- What appears in writing as a word is not always congruent with a 

linguistic element conveying a semantic core. Linguistic elements 

which consist of several words convey meaning only as a syntag-

matic unit as a whole (phrasemes). 

- In context, aspects of a word’s meaning can be discovered, espe-

cially through semantically related words: so-called collocations. 

- Knowledge of the connections between semantics and morphology 

is important for prospective teachers. It is useful in identifying lin-

guistic elements which bear autonomous meaning.  

 

2.1.7 Review Questions 

1. What is morphology? 

2. What is semantics and what is its connection to lexicology? 

3. Why are collocations useful for decoding the true meaning of a 

word? 

4. What are the characteristics of words in written language? 

5. Into what smaller units can compound words be parsed? 

6. What do you know about the meaning of affixes? 

7. What are the uses of spontaneous or ad-hoc word formations?   
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2.2 Compounding and Derivation 

Marina Foschi Albert & Marianne Hepp 

In the first part of this chapter, you learned that words are not always the 

smallest meaningful unit of a language in the conventional sense. They 

are composed of smaller constituents which are also meaningful. These 

can also be separated into even smaller constituents. You have also seen 

how the term ‘meaning’ is descriptive on a lexical as well as a grammat-

ical level in cognitive linguistics: an example is the concept of ‘missing 

– fehlen’, which can be expressed via the morpheme -los/-less. We dis-

cussed the possibility of creating new words from the existing language 

inventory of a living language. This type of word formation is utilized 

regularly and thereby increases the vocabulary listed in dictionaries. The 

meaning of such ad-hoc formations – in fact the meaning of all words in 

a conventional sense – is determined by the recipient utilizing two main 

strategies: 1. by considering the context in which the word appears; and 

2. (in the case of lexemes formed using whole words) by examining the 

individual constituents and by analyzing the respective processes of word 

formation. Cognitive linguistics regards the area of word formation in a 

similar fashion. From a cognitive linguistic perspective, complex lex-

emes are decoded by the listener and reader, or by the creativity of the 

speaker or writer when creating new lexemes to encode new concepts or 

designate new referents (Lipka 2002: 95, 108). We are going to use this 

chapter as a window towards discovering the first disparities between the 

perspective of classic linguistics and the perspective of cognitive linguis-

tics. Also, we are going to give you an overview of the main similarities 

and differences between the two approaches. As a collateral effect, this 

chapter uses examples from different languages, mainly English and Ger-

man. This will allow you to understand better the situation of a learner 

acquiring a foreign language while your knowledge of English will help 

you to identify structural differences to related languages. 

 

Study Goals 

By the end of this chapter, you will: 

− be familiar with the most important word formation processes 
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− learn why derivation and compounding are the most important 

word formation processes in the German language 

− understand how newly formed words are attributed to meaning. 

 

2.2.1 Word Formation 

The present chapter explores the constant expansion of vocabulary through 

word formation. Word formation is different from word creation which is 

the invention of all new word stems. Many examples of word creation are 

collected in the online Dictionary of Nowadays Language (Wörterbuch der 

Jetztsprache Sprachnudel (http://www.sprachnudel.de, October 2022)).  

In contrast to word creation, word formation uses existing lexical material 

in order to create new words (Fleischer/Barz 2012: 18–19). As we will see, 

there are differences in how word formation is viewed in classic linguistics 

and how it is regarded in cognitive linguistics. Classic linguistics differen-

tiates between word formation and so-called transfer of meaning or meta-

phorization. Cognitive linguistics does not distinguish between the two. 

We will illustrate how this distinction was abandoned in cognitive linguis-

tics by means of the process of conversion (see Section 2.2.2.5). 

Word formation is mainly concerned with assembling building blocks – 

constituents – which are already available. The main goal is to expand the 

dictionary. 

Constituents of word formation include the following units: 

- independent words 

- affixes of word formation (prefixes, suffixes, and circumfixes) 

- forms which only appear in combination with other morphemes 

(for instance geographic, xenophil) 

- letters (child – children) 

- unique units (for instance rasp-berry) 

- phrases (for instance the low emission vehicle lane) 

- linking elements (such as -n-, -e-, -er-, -s- in German). 

The expansion of the vocabulary takes place through different processes. 

The most prominent of these will be presented in an exemplary fashion in 

http://www.sprachnudel.de/


79 

 

the following brief overview. Subsequently, the formation processes com-

pounding and derivation will be presented in greater detail. 

 

2.2.2 The Most Important Word Formation Processes: An Over-

view 

The following list includes word formation processes of the German lan-

guage recognized by traditional linguistics. These word formation pro-

cesses are used frequently and allow for the creation of new formations 

(Hepp 2012: 15). They are as follows: 

- compounding 

- derivation 

- clipping (or truncation, shortening) 

- word formation of verbs that form a syntactic ‘bracket’-structure, 

known as ‘Klammer’ 

- conversion 

- blending. 

 

2.2.2.1 Compounding 

The formation of complex words consisting of at least two lexemes is 

called compounding. Compounding may appear in nouns, adjectives, 

verbs, adverbs, and prepositions but mainly serves the expansion of the 

two-word classes noun and adjective. The compound consists of an auton-

omous base and a modifier which provides the necessary specification of 

the base. Both are connected through a linking element. Example: 

Wissenschaft 

(science) 

s sprache 

(language) 

hilf 

(help) 

s bedürftig 

(needing) 

Modifier Linking  

element 

Base 

Table 2.5: Autonomous bases and modifiers of compounds 
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Linking elements (-n-, -s-, -es-, -e-) are more frequent in German word 

formation than in other languages. The English language only uses -s- in a 

few cases (for instance sports car). 

In the case of complex compounds, the modifier and the autonomous base 

already consist of compound elements (Wissen-schaft-s-sprache). For-

mations such as these are found in specialist jargons but also represent a 

characteristic feature of general German word formation. The more exten-

sive a compound is, the more the meaning of the noun is restricted, as the 

following example shows: 

Gesetz any law 

Arznei-mittel-gesetz a law concerning pharmaceu-

ticals 

Arznei-mittel-aus-gaben-begrenzung-

s-gesetz 

a law concerning the limita-

tion of expenditure on phar-

maceuticals 

Table 2.6: Restriction of noun meaning 

 

2.2.2.2 Derivation 

Derivations are formed with a lexeme and a morpheme. In these cases, the 

lexeme functions as the independent base form. The morpheme, a prefix or 

suffix, produces the derivation. For example: 

Gestein  

rocks 

→ Ge- 

This prefix conveys the 

meaning of collective-

ness. 

stein 

stone  

unsicher 

uncertain 

→ un- 

This prefix conveys the 

meaning of negation, 

similar to English. 

sicher  

certain  
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versprechen 

to promise 

→ ver- 

The function of the pre-

fix in this case is to alter 

the meaning of the verb, 

pointing out the effect 

of the action expressed 

by sprechen. 

sprechen 

speak (verb)  

 Prefix Base form 

Techniker 

technician 

→ Technik- 

technic 

er 

This suffix marks the 

semantic role of the 

agent. 

 

lesbar 

readable 

→ les- 

root of the verb lesen 

(read) 

bar 

This suffix, similar 

to English -able, 

conveys the meaning 

of ‘being able to’. 

 

radeln 

to take a bike 

ride 

→ rad- 

wheel 

eln 

This suffix alters the 

grammatic function 

of the word, trans-

forming a noun into 

a verb. In English 

derivate verbs were 

gradually replaced 

by particle verbs. 

 

 Base form Suffix 

Table 2.7: Derivation 
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Circumfixes also occur in the form of Ge-mäld-e (paint-ing), ge-füg-ig 

(sub-missive), er-kund-ig-en (in-quire). 

Derivation affects all main word classes: nouns, adjectives, verbs, and ad-

verbs. The German language possesses a relatively limited inventory of 

derivational morphemes. Despite that, these derivational morphemes can 

be combined in countless ways. 

Analyzing the morphological structure of derived words is considered con-

troversial in the cognitive process of meaning construction. Questions in 

need to be solved include: how would the semantic construction work? In 

what ways does a word receive meaning through its morphological struc-

ture? From a cognitive linguistic perspective, lexical and grammatical ele-

ments contribute equally to the deduction of meaning (Deppermann 2002). 

Linguistic elements can only build a cognitive structure (figure or profile) 

on the basis of a conceptual background (ground or base). A classic ex-

ample is the mathematical term hypotenuse. The hypotenuse is the longest 

side of a right triangle. Without the conceptual base of the right triangle, 

the hypotenuse would have no cognitive profile and could, therefore, not 

be defined. The concept of the hypotenuse cannot be understood without 

proper knowledge of the concept or idea of a triangle.  

 
Figure 2.5: Concept of a hypotenuse (own illustration) 

 

Meaning results from the contrast between the profiled element and the 

conceptual background relevant to the situation (Langacker 1987: 163). 

The figure contrast or ground contrast can be used for words during their 

syntactic interaction with other words. It can also be used for word for-

mation. It can be assumed that, during the cognitive process of deriving 

words such as Politiker (politician), Lehrer (teacher), Hörer (listener), the 
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semantic effect of the suffix -er as an agent is exacerbated by its interac-

tions with the profile Politik (politics). The interaction of the agent concept 

with the lexical concept underlying the word Politik leads to the conceptu-

alization of the word Politiker. While these conceptualization processes 

appear plausible for words such as Politiker, the compoundability of words 

such as Computer (computer) and Korkenzieher (corkscrew) is usually not 

as apparent (Ungerer 2007: 654). From a cognitive point of view, not all 

complex words are the same. In fact, there are formations which have un-

dergone an intense process of lexicalization, ultimately merging their con-

stitutive elements to a single new semantic unit. The more advanced the 

lexicalization process is, the more relevant is the listener’s/reader’s mor-

phological analysis of word formation for constructing meaning. Under-

standing complex words works in the same way as understanding simple 

words: it is a contrasting process of constructing meaning which can be 

viewed as a semantic extension of a prototypical pattern. In order to under-

stand the word Politiker, the semantic backgrounds of Politik and -er needs 

to be prototypically invoked. The distance from the prototype does not al-

ways correspond with the complexity of the word structure, as the follow-

ing table shows (loosely based on Ungerer 2007: 653). Lorbeer (laurel) and 

Apfelbaum (apple tree) are compounds, for instance, though the former 

(latin laurus + beer (berry)) has already been lexicalized. Lorbeerbaum 

(laurel tree) and Apfelbaum (apple tree) are tree species which exhibit var-

ying distances to the prototype, as the table displays iconographically. 

Some simplex words actually exhibit a greater distance to the prototype 

than complex words. This is, for instance, the case with the word Baum 

(tree) when it is used as an abbreviated designation of a mathematical tree 

diagram (cf. Table 2.8). The expression mathematischer Baum (mathemat-

ical tree diagram) refers to a graphical representation which has nothing in 

common with woody plants, apart, perhaps, from the connecting lines con-

tained in the graphic which are reminiscent of the twigs and branches of 

woody growths. The distance of the prototype Baum – referring to trees – 

is smaller than in the case of the compound verb aufbaumen auf + Baum 

(to build a tree-like structure/aufbäumen = to rear). The same applies to the 

compound baum + art and the derivational element -ig used to create the 

adjective baumartig (tree-like). 
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Cognitive prototype 

 

Figure 2.6: Tree 

(ClipProject 

2017a) 

Baum 

(tree) 

„Holzgewächs mit festem Stamm, aus dem 

Äste wachsen, die sich in Laub oder Nadeln 

tragende Zweige teilen“ (Dudenredaktion 

2017a) 

(a woody perennial plant, typically has a single 

stem or trunk that grows to a considerable 

height and bears lateral branches at some dis-

tance from the ground which carries pine nee-

dles or foliage) 

Semantic extensions 

 

Figure 2.7: Ap-

pletree (ClipPro-

ject 2017b) 

Baum 

(tree) 

 Apfelbaum = „rötlich weiß blühen-

der Obstbaum mit Äpfeln als 

Früchten“ (Dudenredaktion 2017b) 

(a fruit tree that blooms with red-

dish white flowers and bears apples 

as fruit) 

 
Figure 2.8: Lau-

rel (fructuster-

rum 2023) 

Baum 

(tree) 

 Lorbeer = „immergrüner Baum mit 

ledrigen (getrocknet als Gewürz 

dienenden) Blättern, gelblich wei-

ßen Blüten und blauschwarzen 

Steinfrüchten“ (Dudenredaktion 

2017c) 

(Laurel = an evergreen tree with 

leathery leaves (used as herbs when 

dried), yellow-white flowers and 

bluish-black stone fruit) 

http://www.duden.de/rechtschreibung/Lorbeer%23Bedeutung1
http://www.duden.de/rechtschreibung/Lorbeer%23Bedeutung1
http://www.duden.de/rechtschreibung/Lorbeer%23Bedeutung1
http://www.duden.de/rechtschreibung/Lorbeer%23Bedeutung1
http://www.duden.de/rechtschreibung/Lorbeer%23Bedeutung1
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 Baum 

(tree) 

 aufbaumen = „(von kletternden 

Wildtieren und Vögeln) auf einem 

Baum sitzen“ (Dudenredaktion 

2017d) 

((referring to tree-climbing wild 

animals and birds) to sit on a tree) 

 Baum 

(tree) 

 baumartig = „einem Baum ähnlich, 

wie ein Baum aussehend, wir-

kend“ (Dudenredaktion 2017e) 

(similar to a tree, tree-like) 

 

Figure 2.9: Tree 

diagram (Better-

marks 2017) 

Baum 

(tree) 

 Baum = „mathematischer Graph 

mit Knoten und Kanten“ (Duden-

redaktion 2017a) 

(mathematical graph with vertices 

and nodes) 

Table 2.8: Distance from the prototype according to Ungerer (2007: 653) 

 

You will learn more about meaning deduction and the concept of mental 

construction in Chapter 7.3. 

 

2.2.2.3 Clipping Formation 

Clippings are created by reducing a longer full form. They can be separated 

in three main categories: 1. complex clippings; 2. unisegmental clippings, 

consisting of the first or last segment of the full form; and 3. partial clip-

pings, consisting of an abbreviated or unchanged segment (Fleischer/Barz 

2012: 277–279). 

  

http://www.duden.de/rechtschreibung/Baum%23Bedeutung3
http://www.duden.de/rechtschreibung/Baum%23Bedeutung3
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Type of clipping Examples Unabbreviated 

word 

1. Complex 

clippings 

Initialisms  

Acronyms 

DAX Deutscher Aktienin-

dex 

(German stock in-

dex) 

Syllabic ab-

breviation 

Kita Kindertagesstätte 

(day nursery/kinder-

garten) 

Mixed clip-

pings 

Azubi Auszubildender 

(trainee/apprentice) 

2. Unisegmental clippings Euro European Currency 

Unit 

Cello Violoncello 

3. Partial clippings CBS-report  

Table 2.9: Types of clippings (in accordance with Hepp 2012: 21) 

 

Clippings do not produce new words, but synonymic word varieties. Lists 

of abbreviations in various dictionaries aid in decoding unknown abbrevi-

ated forms. Context is the most helpful tool when it comes to decoding 

clipping formations. The meaning is either explained, or the unclipped 

form appears alongside the clipping or is paraphrased (cf. Fleischer/Barz 

2012: 277). As communication is increasingly globalized clippings be-

come increasingly widespread as a means in international communication.  

 

2.2.2.4 Word Formation in Verbal Bracket Constructions 

Verbal brackets in German can be composed of various constructions, 

such as temporal constructions consisting of auxiliaries and main verbs, or 

modal constructions consisting of modal verbs and main verbs. Commonly, 

a verbal bracket in a German sentence can also consist of the stem or base 

of a main verb and a particle such as in komme ... an (arrive), fahre ... ab 

(drive off), esse ... auf (eat…up). Such constructions produce a lexical 

bracket consisting of a verb and a particle. The main process of German 

verbal word formation allows a simple verb structure to join with an 



87 

 

additional lexeme to form a two-part verb. This enables the verb to form a 

lexical bracket (for example stehe … auf (stand up)). The verbal base can 

be semantically determined by a preposition, an adverb, a verb in the in-

finitive form or an adjective. The quantity of possible verbal form out-

comes depends on how generic the meaning of the basic verb is. Generic 

verbs such as geben (give), legen (put), liegen (lie), machen (make), neh-

men (take), setzen (put), sitzen (sit), stellen (put), stehen (put/stand), treten 

(step) can be joined by a great variety of lexical forms (cf. Weinrich 1993: 

1032–1034). See for example the way the verbal bracket stellt … aus looks 

within a sentence: 

Welcher Arzt stellt das notwendige Attest für 

Berufssportler 

aus? 

 

 

 

 verbal base particle 

(Which doctor issues the necessary medical certificate for professional 

athletes?) 

Figure 2.10: Example of a verbal bracket with the verb base stellen (own illustra-

tion) 

 

There are often significant differences in meaning between a simple verb 

such as stellen and the same word combined with a particle in a compound 

(cf. Blühdorn/Foschi 2012: 127). The meanings of the new verbs are not 

always transparent, as the meaning of particles and verb bases merge into 

the overall meanings in very different and unpredictable ways. This is es-

pecially apparent when we combine the simple verb stellen (put) with sev-

eral particles and then look up the results in the dictionary: 

- stellen ‘sich an einen bestimmten Platz, eine bestimmte 

Stelle begeben und dort für eine gewisse Zeit ste-

hen bleiben’ (to go to a certain place, a certain spot 

and stay there for a certain time) 

- abstellen ‘an einen sich gerade anbietenden Platz stellen’ 

(to leave s.th. in a nearby place) 
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- anstellen ‘etwas an etwas stellen, lehnen’ (to put or lean 

something to/against something) 

- aufstellen ‘in einer bestimmten Ordnung o.Ä., an einen vor-

gesehenen Platz stellen, hinstellen’ (to put some-

thing in a certain place in a certain order) 

Verbs which have been formed via other word classes, such as sicherstel-

len (ensure/confiscate) via the adjective sicher (sure), are more transparent. 

The meaning of the new verb emerges from the easily understood mean-

ings of its two separate parts: 

- sicherstel-

len 

‘in behördlichem Auftrag beschlagnahmen, vor un-

rechtmäßigem Zugriff oder die Allgemeinheit ge-

fährdender Nutzung sichern’ (confiscate on behalf 

of authorities, secure against unlawful access or use 

that endangers the general public) 

In combination with certain expressions, such as in Rechnung stellen (to 

invoice), the meaning of the verb stellen fades. The noun Rechnung (ac-

count) is the main contributor to the overall meaning of the phrase berech-

nen (calculate). 

 

2.2.2.5 Conversion 

Traditionally, the term conversion describes the creation of new words by 

transposing a word into another word class. So-called pure conversion (to 

be distinguished from prefix conversion which has been classified as der-

ivation here) is a change of word class that takes place without affixation; 

that is to say, without a derivational morpheme. The most productive type 

of conversion is the conversion into a noun. Verbs are the main basis of a 

noun conversion whereas verb’s infinitive form is converted into a noun in 

a noun group (cf. Weinrich 1993: 981). 

Examples: 

- schreiben (to write) → das Schreiben (the writing) 

- veruntreuen (to embezzle) → das Veruntreuen (the embezzle-

ment) 
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Nominalization can also take place with adjectives (blau (blue)→ das Blau, 

golden (golden) → das Goldene) as well as adverbs (das Hier und Heute 

(here and now)), prepositions (das Für und Wider (the pros and cons)), 

conjunctions (das Wenn und Aber (ifs and buts)). 

Cognitive linguistics does not consider conversion to be a word formation 

process either, as it is not a process which changes the phonological form 

of the words (cf. Ungerer 2007: 651). Rather, cognitive linguistics views 

conversion as a purely semantic process of metaphorization or metony-

mization. Metaphorization is generally viewed as a process in which one 

level of meaning is transferred to another level. In that way, the meaning 

of here in the sentence Here comes the sun serves the purpose of determin-

ing the temporal point of the onset of the rising of the sun (present day or 

historical present). On the other hand, the meaning of ‘limited time span of 

the present’ in the nominal phrase The here and now of our being is made 

into an absolute and turns into a synonym for the present moment. Conver-

sion produces a higher level of abstraction often coupled with an expansion 

in meaning. This is the reason why conversion is commonly found in liter-

ary texts, especially in poetry. 

 

Experiment 

In the following example, the color adjective gold in the poem Rondel 

by Georg Trakl ([1913] 1972:14) changes through the word formation 

process of conversion from an attribute to an independent concept. With 

the help of the English translation, try to outline the possible meanings 

which the expression das Gold conveys in the poem. How can these pos-

sible meanings be explained from a cognitive linguistic perspective? 

Verflossen ist das Gold der Tage, 

Des Abends braun und blaue Farben: 

Des Hirten sanfte Flöten starben 

Des Abends blau und braune Farben 

Verflossen ist das Gold der Tage. 

 

(Flown away is the gold of days,  

The evening's brown and blue colors:  

The shepherd's soft flutes have died,  
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The evening's blue and brown colors;  

Flown away is the gold of days.) 

(English translation: http://www.literaturnische.de/Trakl/english/ged-

e.htm, August 2023) 

 

2.2.2.6 Blending 

In the German language, word groups being in syntagmatic relation to each 

other can be compressed to create new words (cf. Eichinger 2000: 31). 

Blending can be viewed as a special case of compounding, due to the fact 

that a syntactic group is compressed into a new word or into a composi-

tional link of a new word while maintaining word order and eventual in-

flected relational morphemes.  

Even though blending in German occurs only rarely the process displays 

growth potential, e.g. in the area of web-based communication 

(Foschi/Hepp 2012: 111). For example, a new history page of the German 

magazine Spiegel online has been called “einestages” (onceuponatime). 

New compounds can originate from word groups which have been com-

pressed in this fashion (Example: einestages-Zeitgeschichte (literally: once 

upon a time – contemporary history), https://de.wikipedia.org/wiki/Eines-

tages).  

 

2.2.3 Central Word Formation Processes in the German Language: 

Compounding and Derivation 

The two central word formation processes in German are compounding 

and (explicit) derivation. They are both combinational processes. German 

is a language with an affinity towards compounding in general: it is kom-

positionsfreundlich (compound-friendly). In order to assess the creativity 

potential a comparison with languages that are considered komposi-

tionsschüchtern (compound-shy), such as Romance languages (Donalies 

2011: 37), might be instructive. The veritable delight of the German lan-

guage in compounding – impressively demonstrated with the use of the 

two words kompositionsfreundlich and kompositionsschüchtern – can be 

found in a variety of text types. 

 

http://www.literaturnische.de/Trakl/english/ged-e.htm
http://www.literaturnische.de/Trakl/english/ged-e.htm
https://de.wikipedia.org/wiki/Eines-tages
https://de.wikipedia.org/wiki/Eines-tages
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2.2.3.1 Compounding in German 

The technical term Arzneimittelausgabenbegrenzungsgesetz is the title of 

a juridical text dealing with a law limiting the prices of pharmaceuticals 

(Hepp 2012: 17). The complex compound was generated from the noun 

Ausgaben (expenses) plus the prepositional syntagma für Arzneimittel (for 

pharmaceutica). The subtitle, Gesetz, das die Ausgaben für Arzneimittel 

begrenzt (law for reducing the cost of medication) can be seen as a para-

phrase of the compound. 

The potential of compounds for synthetization and compression is most 

apparent when compounds form nouns: their dominant role, diversity and 

productivity in word formation is unparalleled by any other word class 

(Fleischer/Barz 2012: 117). 

Nouns are often used in compound adjectives where they appear as the 

modifier of the compound while the adjective functions as the base. Exam-

ples are himmelblau (sky-blue), flaschengrün (bottle-green), geheimnisvoll 

(mysterious, literally: mystery-full). Noun-adjective compounds are rela-

tively unrestricted in their productivity and allow for many ad-hoc for-

mations, as do noun compounds. A spontaneous formation such as 

nusstortenbraun (nutcake brown), therefore, is completely possible. This 

ease is also due to the fact that such compounds conform seamlessly with 

already existent series of formations (cf. Table 2.10): 

(1) steinalt ‘alt wie ein Stein, sehr alt’ (as old as a stone, 

very old) 

(2) lammfromm ‘fromm wie ein Lamm, sehr fromm’ (as meek as 

a lamb, very meek) 

(3) aschgrau ‘grau wie Asche, intensiv grau’ (as grey as ash, 

intense grey) 

(4) rubinrot ‘rot wie ein Rubin, intensiv rot’ (as red as a 

ruby, intense red) 

(5) strohblond ‘blond wie Stroh, sehr blond’ (as blonde as 

straw, very blonde) 

(6) haselnussbraun ‘braun wie eine Haselnuss, intensiv braun’ (as 

brown as a hazelnut, intense brown) 

Table 2.10: Noun-adjective compounds 
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The noun-adjective compounds listed in the table all contain a semantic 

transfer which can be subsumed under a standard typology: The adjective 

(for instance steinalt) refers to a quality (alt (old)). This quality is specified 

or intensified and explained via a prototypical semantic characteristic of a 

noun. In this case, the meaning is sehr alt, uralt, (age old/very old, ancient) 

in accordance with the common belief that stones exist for ages and cannot 

experience death in a biological sense.  

As we demonstrated using the example Glücksarchiv in the previous chap-

ter (Section 2.1.5), so-called spontaneous or ad-hoc formations are created 

in situations which demand them for imminent communicative purposes 

and potentially for a compensation of vocabulary deficiencies. In the case 

of literary texts very specific stylistic requirements are met. 

 

2.2.3.2 Derivation in the German Language 

During explicit derivation words may be combined with affixes. Deriva-

tion affects all main word classes: nouns, adjectives, verbs, and adverbs. It 

follows a basic principle: The unit on the right determines the grammatical 

characteristics while the left specifies the word semantically. The follow-

ing table shows compounds and derivations in comparison: 

Compounding  Derivation   

hoch 

 

high 

Haus 

 

house 

Hochhaus 

 

skyscraper 

freundlich 

 

friendly 

keit Freund-

lichkeit 

friendli-

ness 

Adjective Noun,  

singular, 

neuter 

Noun,  

singular, 

neuter 

Adjective Suffix Noun, 

singular, 

feminine 

haus hoch haushoch 

as tall as a 

house 

Freund lich freundlich 

friendly 

Noun Adjective Adjective Noun Suffix Adjective 

Table 2.11: Compounding and Derivation 

 

The most common German negative prefix is un-; when used in a noun it 

results in formations such as Unwetter (bad weather/storm), Unkraut 
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(weeds), Unsummen (vast sum). When used with an adjective it produces 

words such as unwichtig (unimportant), unschön (unpleasant), unrein (im-

pure).  

Verbal prefix derivations (prefixation) such as bemalen (to paint), erblühen 

(to blossom), verleihen (to award), zerreißen (to tear) and so on are tradi-

tionally called inextricably linked verbs. The derivational element (lexeme 

and morpheme) is melted with the term. As a result, in contrast to the for-

mation of verbs via a lexical bracket (for instance komme … an) prefix and 

verbal stems are never separated.  

In the case of suffixation, on the other hand, the stem lexeme or the base 

form is positioned before the derivational morpheme (in this case a suffix). 

By this rule, all nominals ending with -ung (die Zeitung, Anerkennung, 

Wohnung (newspaper, recognition, dwelling)) ending on -erei (die Druck-

erei, Türkei (printer, Turkey)), -heit, -keit and -igkeit (die Ernsthaftigkeit, 

Glaubhaftigkeit (sincerity, credibility)) are classified as feminine while all 

nominals derived from verbs and ending in -er are classified as masculine 

(verlegen – der Verleger, denken – der Denker (to publish – publisher, to 

think – thinker)). By adding the suffix -in, the previously listed nominals’ 

gender is inflected and reassigned to the feminine gender (die Verlegerin, 

Kanzlerin, Musikantin (the (female) publisher, chancellor, musician)). 

 

2.2.4 Summary 

- Living languages are not static entities but in a state of constant 

change. While some words move towards obsolescence other 

words in existence are simultaneously equipped with new mean-

ings. Mainly new words contribute to the constant and necessary 

expansion and development of the lexicon. 

- In contrast to the processes of metaphorization and word creation 

(the formation of new word stems which occurs much more rarely) 

word formation uses existing lexical material to create new words 

from existing constituents. 

- The meaning of word formations can be deduced through the anal-

ysis of the respective word formation processes of the individual 

formation constituents (motivation and transparency) or by taking 

context into account. Connecting these two approaches makes es-

tablishing meaning more precise. 
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- Complex lexemes are decoded by the listener and readers or the 

creativity of the speaker or writer when creating new lexemes to 

encode new concepts or designate new referents. 

- From a cognitive linguistic perspective, lexical and grammatical 

elements contribute equally to the determination of meaning. Lan-

guage elements can only form a cognitive structure (figure or pro-

file) on the basis of a conceptual background (ground or basis). 

- Meaning results from the contrast between the profiled elements 

and the conceptual background relevant to a situation. 

- Understanding complex words is similar to understanding simple 

words. It can be viewed as an extension of prototypical patterns. 

These patterns are determined by the semantic backgrounds or pro-

totypes.  

 

2.2.5 Review Questions  

1. What is the difference between word formation and word creation? 

2. Which word formation processes do you know of? 

3. What parts constitute a compound? 

4. Explain the cognitive process that underlies the meaning construc-

tion of a derivation such as village-r.  

5. Which main types of clipping formation are there? Name an ex-

ample for each. 

6. How does cognitive linguistics interpret the word formation pro-

cess of conversion? 

7. What are verbal prefix derivations and how can they be distin-

guished from verbs capable of forming lexical brackets? 
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3 Linguistic Imagery 

It is astounding to see how important the role of images is in our mind. Not 

only in terms of modern media (visual turn) but also in the realm of lan-

guage. As imagery in language is so prevalent in everyday lives the present 

chapter will concentrate solely on language imagery and its special role in 

cognition and language acquisition. To illustrate the prevalence of images 

in language, let us look at a couple of expressions such as to solve a prob-

lem or to break someone’s heart. If we took the expressions at face value, 

we would have to expect a chemical experiment on an issue (in the sense 

of the dissolution of something in an acidic solution) or a physical assault 

on someone’s heart.  

In the first part of the chapter, we will explore how such metaphors and 

metonymies work and how traditional linguistics describes and explains 

these phenomena. Subsequently, we will discuss cognitive mechanisms 

fundamental to the ubiquitous imagery use in language We will also elab-

orate on metonymy, a linguistic element quite similar to metaphor. The 

conceptual metaphor theory will be presented and compared with the tra-

ditional (literary) perspective on metaphors. We will touch on the concep-

tual metaphor’s ability to represent mappings between cultural domains, 

and we will address the role of imagery for the way we think. It will be 

shown how abstract concepts can be understood through images. Finally, 

we will explore the role of imagery with respect to the processes of 

knowledge construction, knowledge representation and knowledge storage 

in a learner’s mind.  
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3.1 Linguistic Imagery and the Conceptual Metaphor 

Natalya Furashova, Moiken Jessen & Katsiaryna EL-Bouz  

Sometimes, people are not straightforward with what they mean to say, 

and – on the other hand – words are not always used to express their 

literal meaning. We could, for instance, say about a person that he is cun-

ning or clever. But instead, we say He’s (sly as) a fox. We harbor certain 

mental images (such as a mental image of a fox) and use them to speak 

about different things. The transfer entails a special effect which origi-

nates from linguistic imagery. 

Linguistic imagery is mainly achieved by metaphors and metonymies. 

These used to be viewed as primarily rhetoric tropes and, therefore, ap-

peared to be of relevance primarily to rhetorics and to literature rather 

than to linguistic research. Furthermore, they were viewed as purely sty-

listic phenomena.  

This chapter focuses on metaphors and broadens the traditional under-

standing of metaphors using research results of cognitive linguistic stud-

ies. According to these results, metaphors are an expression of our intel-

lectual abilities and, therefore, constitute the cognitive foundation of lan-

guage. They exhibit a regular, systemic character and embody a concep-

tualizing mechanism, or in other words, a pattern of thought.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− explain the most important types of figurative language 

− recognize different aspects of transmitting meaning 

− comprehend the difference between metaphor and metonymy 

from the perspective of traditional linguistics 

− gain a first impression of the metaphor as a cognitive, conceptu-

alizing mechanism which structures language.  
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3.1.1 The Basics: Types of Imagery-Based Languages 

Using words in a non-literal sense was part of the art of oratory (rhetorics) 

in antiquity. Especially in ancient Greece, speeches were embellished and 

endowed with impressive imagery to attain certain effects, impress the au-

dience, and make statements more powerful. Back then, the art of oratory 

meant speaking effectively. This was how free men with the right to vote 

were won over for certain political decisions and court rulings. An edu-

cated speaker had a lot of influence, power, and wealth back then.  

Imagery-based expression is still found today in poetry and literature. In 

literature, there is evidence of the poets striving “for innovation, originality 

and uniqueness in linguistic expression“ (translated from Schwarz/Chur 

2004: 108). Figurative, imagery-based word use was mainly of interest to 

rhetorics and literature for these reasons. 

On the other hand, Schwarz & Chur (2004) describe the role of metaphors 

in linguistics as follows:  

 

In early semantic theories metaphors were explained as semantic 

deviations (so-called anomalies). It was believed that metaphors 

are created by combining words that are incompatible due to their 

semantic characteristics. As a result, abyss was considered a con-

cretum and despair an abstractum. From the point of view of lin-

guistic selection rules, however, the direct connection of abstract 

and concrete reference areas (She plunged into an abyss of des-

pair) is not possible. (Translated from Schwarz/Chur 2004: 107) 

 

For researchers, the focus of interest, therefore, initially shifted from 

speech to the linguistic system. They realized that applying names and 

words to seemingly different contexts was extremely common and in ac-

cordance with regular systematics. This type of usage penetrates our lan-

guages and for this reason is of interest to linguistic research. Hence, re-

search was conducted on the regularities of the non-literal use of words in 

two areas: metaphor and metonymy. 
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3.1.1.1 Metaphors as a Transfer of Denotata 

Traditionally, the term metaphor is considered to mean a transfer of a 

name, i.e. a word due to (mostly superficial) similarities from one denota-

tum to another. The denotatum is the object or context the speaker refers 

to and it belongs to extralinguistic reality. The following examples illus-

trate extralingual similarities:  

(1)  
 

(2)  
 

(3)  
 

similar 

coloring 

fox 

similar 

shape 

dish 

similar 

function 

legs 

Figure 3.1: Similar coloring (Pixabay 2017) 

Figure 3.2: Similar shape (Pixabay 2017) 

Figure 3.3: Similar function (Pixabay 2023) 
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(4)  
 

Words attain new meanings via these transfers and can become polyse-

mous. This is the reason why metaphors are mainly researched in connec-

tion with polysemy (compare Chapter 4.1).  

Researchers originally assumed that these similarities were simply caused 

by the nature of things and that certain aspects were fixed in certain lan-

guages. This assumption was corroborated by the similarity of the meta-

phoric transmission of denotations in various languages. The figurative 

meanings of the words depicted in the above images (2), (3) and (4) are 

typical for German, English, and Russian (and most likely for several more 

languages). But there are also differences between languages in terms of 

the transfer of denotations. An example of such a case is the metaphoric 

transfer of the German word Birne (pear) from the fruit to a light bulb 

(Glühbirne) and also, (colloquially) to the human body part Kopf (head). 

This mapping does not exist in English or Russian. These types of transfers 

were also discussed in traditional metaphor theory.  

 

 
(1) Birne (pear) 

(Pixabay 2018) 

 

 

 

 

(2) Glühbirne 

(light bulb) 

(Pixabay 

2023) 

 

 

 

 

(3) Kopf (head, 

colloquial) 

(Katsiaryna 

EL-Bouz) 

Figure 3.5: Similarity between the fruit ‘pear’ and other objects which has led to 

the polysemous nature of the noun in German 

intrinsic 

similarity 

fox 

Smart 

person 

Figure 3.4: Intrinsic similarity (Pixabay 2017) 
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There are differences between languages in terms of which denotata are 

transferred, which is why linguists have asked themselves whether speak-

ers of different languages also perceive different similarities between the 

objects. This can be visualized using the example of the body part 

‘Kopf’/‘голова’ (head) in German and Russian. We will now show which 

objects the head is compared to in the two languages and which words are 

consequently used to denote it. 

Kopf/голова (head) 

German Russian 

Kürbis (pumpkin) 

Rübe (turnip) 

Erbse (pea) 

Ballon (balloon) 

дыня (melon) 

горшок (tea pot) 

скворечник (bird house) 

чаша (bowl) 

Table 3.1: Metaphorical expressions for the word head in German and Russian 

 

As you can see in the images above, speakers associate the body part ‘head’ 

with a number of objects. Within both languages, it is primarily the round 

shape of the head and of other objects that triggers the association. It is 

interesting to see which of the round objects is ultimately chosen from the 

vast range of round objects from around the world. It is in this respect that 

languages differ as the above images clearly illustrate.  

Naturally, traditional metaphor theory has also dealt with the question of 

why there are differences between languages and how they could be ex-

plained. One of the answers found, was that there are various world views 

which are expressed in the respective languages (von Humboldt 1910; cf. 

Chapter 5). 

The differences and similarities are also apparent in the metaphoric use of 

animal names: In German as in Russian, a cunning person is referred to as 

a Fuchs/лиса (fox), a vain person is a Hahn/петух (peacock) and a con-

temptible or messy person is called a Schwein/свинья (pig/hog). Also, Rus-

sian uses the noun петух (rooster) for an insolent, quarrelsome male per-

son, a transfer of denotations which is not common in other languages. 

However, it is important to note that speakers of various language commu-

nities too attribute different traits to animals. The differences in focus 
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logically lead to other manifestations of meaning transfers: e.g. even 

though both Russian and German use the term Kuh/корова (cow) to denote 

women, the term is used quite differently. In German Kuh describes a 

woman who has angered the speaker, in Russian, the term корова describes 

a stout, plump woman. The languages create a permanent snapshot of the 

respective societies’ views and how these view the world, it is ‘das Auge 

des Volkes’ (the people’s eye) (Grimm/Grimm 1854-1960). Meaning 

transfers reflect a certain interpretation of the contexts and facts of reality 

(compare Chapter 2 in Volume Language Learning and Cognition). But 

why, then, are speakers of various languages making use of the possibility 

of the meaning transfer in metaphors at all? Traditional linguistics assumes 

that language economy is the main reason (Baron 2014). Objects and con-

texts are constantly emerging and developing: the internet alone has pro-

duced a myriad of innovations and new words. New circumstances require 

new terms to describe and speak about them. If words were constantly in-

vented, our vocabulary would be huge and unwieldy. So instead, one word 

can denote two or twenty things: the word Käse (cheese) in German has 

two senses, while the word schneiden (to cut) has 22 (Dudenredaktion 

2017f, 2017g). 

The following recent example illustrates how the denotation of a newly 

emerged phenomenon works. When the communicative necessity arose to 

find a name for the symbol ✓ (‘swoosh’), speakers of the various languages 

used existing words (image projection, source domain) to name the symbol 

using a metaphor. 

However, there is a phenomenon which contradicts the assumption that 

language economy is the main reason for metaphoric transfer processes of 

meaning: a thing has many designations which becomes especially clear 

when you remember the example on the designation of the body part ‘head’ 

(Table 3.1). The use of metaphors in these cases has the goal to express 

aim, emotion, and attitude of the speaker regarding the context. This is the 

reason why denotations are accompanied by certain connotations and dif-

ferent styles, for instance coarse, rough, colloquial, derogatory, ironic, and 

sophisticated. They all serve the purpose of a more vivid depiction of the 

world. 
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3.1.1.2 Metonymy as a Transfer of Denotations 

There is a second way of making language more vivid: metonymy. It is the 

transfer of the name of a denotatum to another due to spatial and temporal 

contiguity. There is a distinct difference between metonymy and metaphor. 

Metaphors represent a mapping between domains entirely different from 

one another (cross-domain mapping). For example: 

- animal kingdom → objects: 

̵ horse → 1. Gymnastic apparatus, pommel horse  

 2. Chess figure with a horse’s head, knight.  

̵ cat eye → safety light 

- human body parts → objects: 

̵ arm of the lever  

̵ chair leg, table leg  

̵ letter heading or nail head. 

In contrast to the metaphor, the mapping of a metonymy takes place in a 

single domain, in which both denotata are located. The denotata are related 

to each other. They are in touch in some way, are adjacent to each other or 

have a temporal relation. In metonymy, one name is used to denote two 

different denotata. A sub-type of the metonymy is referring to a part of an 

object with the same name as to the whole, known as pars pro toto. The 

author of this chapter had to stand in line for long stretches of time to re-

ceive consumer goods after the Soviet Union fell apart. These were no long 

lines you would typically see at the registers of supermarkets. These were 

a veritable sea of people. If you wanted to be among the first in line and 

belong to those who received some of the very limited goods, you had to 

get in line many hours before the store opened. However, it was sometimes 

necessary to leave your place in line to go to the bathroom or to warm up. 

If you wanted to find your place in line after returning, you needed to re-

member the persons who had been standing in front and behind you by 

remembering distinctive characteristics: I’m standing behind the red coat, 

I’m standing behind the blue cap instead of I’m standing behind the lady 

with the red coat, with the blue hat. Not only is the nature of metonymy 

evident in this example, but also its pragmatic function: it makes identify-

ing objects easier. Yet other examples of metonymy are We need some 

muscle for our team instead of we need several physical fit men, or I need 

some clever minds for my project instead of I need intelligent people for 
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my project. Metonymy highlights a particular – often representative – as-

pect of the meaning of the word.  

Linguists have created systems and classified these transfers (for example, 

cf. Schippan 2002: 164). For illustrative purposes, some of these types of 

metonymic transfers are listed here: 

- fabric → products made of the specific fabric: she likes to wear 

silk instead of she likes to wear dresses made of silk 

- container → content bottle: he drank a whole bottle instead of he 

drank all the beer in the bottle  

- author → his work: he likes to read Kafka instead of he likes to 

read novels by Kafka 

- place → people at that place: the whole city is talking about the 

terrorist attack instead of all the people in the city are talking 

about the terrorist attack. 

Metonomy, just as metaphor, is based on a systematic and regular transfer 

of meaning. The transfer is often based in the language itself which causes 

words to be polysemous. These features can be seen in this example in-

volving the word Birne (pear): Birne (pear) – 1. Frucht des Birnbaumes 

(fruit of the pear tree), Die Birnen sind noch nicht reif (the pears aren’t ripe 

yet), 2. Obstbaum (fruit tree), Die Birnen blühen schon (the pears are al-

ready in bloom), 3. [als Material verwendetes] Holz des Birnbaums (wood 

of the pear tree used as building material), ein Schrank aus afrikanischer 

Birne (a cupboard made of African pear). Each of the three denotata, fruit, 

tree, and wood of the tree, belong to the same domain. They are in direct 

vicinity to each other, as is the tree and its fruit. They stand in a part-whole 

relationship to each other or in a temporal relation – the wood of the tree 

is used after it has been chopped down and processed.  

Figure 3.6 illustrates, how the metonymic meanings of the noun Küche 

(kitchen) originate and is proof of metonymy’s regularity and productivity. 
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Figure 3.6: Metonymic meanings of the noun Küche (kitchen) (Pixabay 2023) 

 

This figure illustrates the nature of metonymy: there are four dimensions, 

space, furnishings, people/professions, and activities performed in the 

room which are all referred to with a single word. The base of this reference 

system is produced by the spatial proximity and direct contact of the four 

dimensions. The elements can all be found in a single space and stand in 

contiguous relationships with each other. 

This example implies that metonymy, just as metaphor, can serve language 

economy. However, for a long time, linguistic research was focussed prin-

cipally on metaphor. Metonymy, to use vivid imagery, was forced to lead 

a decidedly Cinderella-like existence. 

 

3.1.1.3 Conventionalization of Metaphors and Metonymy 

Both metaphor and metonymy display a systemic and regular nature. They 

penetrate language at all levels and can also be found in academic and tech-

nical language, as for example: 

- sports: swallow, bird – skillful fall to the ground when fighting for 

the ball with the intention of being awarded a free kick or penalty 

kick 

- politics: hawk, hawkish, hawk-like behavior 

- medicine: donor organ, blood image donor. 
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The origins of many of these transferred imagery-based meanings have 

been either lost to us or are no longer transparent for a speaker. Terms have 

been conventionalized and lexicalized, their meanings stored as a unit in 

the mental dictionary. Few of us probably know, that the verb begreifen (to 

grasp) is a metaphor in itself, in the sense of verstehen (to understand). It 

originally meant ‘leibliches begreifen, berühren, betasten, befühlen’ (phys-

ically touching, grasping, feeling something). Nor do we think of the fact 

that the objects displayed below in Figure 3.7-3.12 are all parts of certain 

objects sharing one and the same denotations, or why that is. 

Denotata of the noun Griff (handle) in German: 

 

 
 

Figure 3.7: Griff a (handle a) (Katsiaryna EL-Bouz) 

 

 

 

Figure 3.8: Griff b (handle b) (Katsiaryna EL-Bouz) 

 

 

 
 

Figure 3.9: Griff c (handle c) (Katsiaryna EL-Bouz) 

 

 
 

Figure 3.10: Griff d (handle d) (Katsiaryna EL-Bouz) 

 

 

 
 

Figure 3.11: Griff e (handle e) (Katsiaryna EL-Bouz) 
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Figure 3.12: Griff f (handle f) (Katsiaryna EL-Bouz) 

 

The reason for the multitude of usages is that we do grasp all these objects. 

Each one comes into contact with the hand, as is shown in Figure 3.13. 

However, the speakers are often no longer aware of the fact that the multi-

tude of meanings is the result of a meaning transfer. 

 
Figure 3.13: The basis of the metonymic denotation of the objects in Figure 3.7-

3.12 (Katsiaryna EL-Bouz) 

 

Here again, differences exist between languages. The designation for Griff 

(handle) in Russian stems from рука (hand), in particular from its diminu-

tive ручка (little hand). Albeit, the mechanism underlying the designation 

is identical: it is the spatial and temporal simultaneity of the hand touching 

an object.  

While some lexemes lose their imagery when they are conventionalized 

over time, new, imagery-based expressions are formed all the time. It is 

not only poets who are productive in this way, it happens all the time in 

everyday as well as political communication, within many other settings. 

The imagery of novel expressions, however, is obvious and usually com-

prehended by readers and listeners without any difficulty. You only need 

to look at the following press headlines to find examples of newly created 

imagery-based expressions: 
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Angela Merkel – die Hochleistungssportlerin (Welt 2013) (Angela 

Merkel– the high-performance athlete). 

Angela Merkel – die Architektin der Europäischen Union (Spiegel 2014) 

(Angela Merkel – the architect of the European Union). 

How is it possible that we are not only capable of producing such imagery-

based expressions but are able to comprehend them as well? You will find 

the answer to this question in Chapter 3.2. 

 

3.1.2 Metaphor as a Mechanism of Conceptualization 

The traditional perspective on metaphors we described above is expanded 

in cognitive linguistics. Metaphors are no longer viewed as merely a sty-

listic device but as being a cognitive process in itself. It has even been said 

that the cognitive turn in linguistics began with the study of metaphor and 

its role in human cognition. Cognitive linguistics no longer confines met-

aphor to a linguistic level but instead views it as an expression of cognitive 

activity. Language in general is no longer viewed as an autonomous and 

isolated module independent from other cognitive abilities but as an ex-

pression of human cognition itself. Researchers assume the existence of a 

close interaction of “language – mind – culture” (Gibbs 2008: 5) (compare 

Chapters 1.1 and 5.1, also compare the cognitive commitment in Volume 

Language Learning and Cognition). 

Cognitive linguistics asks many questions such as ‘What can we assume 

about human cognition in general through language?’ and ‘What does lan-

guage tell us about cognition?’ The study of metaphors can illustrate the 

connection between language and cognition, therefore, research on that 

subject is deemed very important in the field of cognitive linguistics. But 

it necessitates shifting the research interest from the question of how we 

understand transferred utterances towards the question of how they come 

into existence in the first place.  

 

3.1.2.1 The Conceptual Metaphor According to Lakoff and Johnson 

A new understanding of metaphors emerged in cognitive linguistics, even 

though some researchers like Weinrich (1963) had published on the same 

subject much earlier. In the 1980s, Lakoff & Johnson developed a cogni-

tive theory of metaphors which identified metaphors as an essential part of 
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everyday language and as an integral component of human thought pro-

cesses (Lakoff/Johnson 2011: 14). According to their theory, perception, 

thought, and, consequently, actions are influenced and determined by con-

ceptual metaphors. Based on their understanding of metaphors, the daily 

perception and actions of humans are structured by a conceptual, meta-

phoric system: 

 

We have found […] that metaphor is pervasive in everyday life, 

not just in language but in thought and action. […] Our concepts 

structure what we perceive, how we get around in the world, and 

how we relate to other people. Our conceptual system thus plays 

a central role in defining our everyday realities. If we are right in 

suggesting that our conceptual system is largely metaphorical, 

then the way we think, what we experience, and what we do every 

day is very much a matter of metaphor. (Lakoff/Johnson 1980: 

3) 

 

As a result, the focus was no longer on individual transfers of meaning 

from one denotatum to another based on similarities. What matters is con-

ceptualizing the very idea of something abstract and inanimate in terms of 

something concrete and animate. This is the reason why fundamental 

thought processes and the mechanism of conceptualization of certain per-

ceptions and subject matters are considered central.  

Our experiences with our own body and our immediate environment play 

the most important role in these processes. They provide us with source 

domains, conceptual images which we can project onto the abstract fields 

of the target domains. It is thanks to the source domains that we can envi-

sion the target domains at all. This way, mental and psychological pro-

cesses such as deep, pure, great, bright joy or to spoil someone's joy, can 

be presented in terms of concrete objects or contexts. The examples in the 

preceding sentence show how the emotion happiness is sometimes con-

ceived as an object (large), sometimes as a fabric-like material 

(pure/clean), sometimes as a dish (oversalted/spoiled) and so on. The met-

aphor is the means of being able to imagine something tangible, graphic, 

and to be able to talk about it. The images and ideas of concrete objects 

and activities stored in our brain are the basis for the process of conceptu-

alizing the abstract or the new. An example is how the bodily experience 
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of sich [ins eigene Fleisch] schneiden (to cut oneself, to injure oneself with 

a sharp object) was used to conceptualize a mental condition in German 

(‘to hurt one’s own chances’). Eventually, it was attributed the meaning to 

err, to miscalculate and even later, received the more abstract meaning of 

to be mistaken (see Chapter 1.3 in this volume). 

 

3.1.2.2 Different Languages – Different Metaphors? 

The aforementioned close interaction of language, mind, and culture is 

clearly represented in metaphorization. For speakers of two different lan-

guages, it is frequently the case that, despite having a common set of prac-

tical experiences, certain experience-based structures for the metaphoric 

conceptualization of abstract fields are used in merely one language, but 

not necessarily in the other. The example of the German metaphor sich [ins 

eigene Fleisch] schneiden is not interpreted in this way in Russian. New 

idioms such as der Drops ist gelutscht (Steffens/Nikitina 2014, Steffens/al-

Wadi 2015) (literally: the drop has been sucked) in the sense of ‘a decision 

has been made, something has irrevocably taken place, game over’ or 

etwas in die Tonne treten (literally: to chuck something into the dustbin) in 

the sense of ‘to give up on something, to ruin something, to eschew some-

thing’ are very illustrative in this respect. However, such idioms are not 

necessarily used for any further metaphoric conceptualizing. On the other 

hand, practical experience structures can differ in two linguistic and cul-

tural communities despite being used for an identical metaphoric concept. 

An example is the idiom to tear down all bridges behind oneself which 

means to break off all contact. Russian speakers metaphorically burn down 

their bridges.  

Chapter 3.2 will discuss the workings of different practical experiences 

which result in identical metaphoric concepts and the important roles of 

metaphor and metonymy in cognitive mechanisms.  

 

3.1.3 Summary  

- The most important types of imagery-based language are metaphor 

and metonymy. 

- The cognitive linguistic view of metaphors is different from tradi-

tional linguistics and literary studies. 
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- Traditional linguistics views metaphor as a linguistic phenome-

non: a transfer of denotations from one denotatum to another is due 

to natural similarity. Despite that, languages differ in what deno-

tata they deem similar. 

- Traditional linguistics views metonymy as a transfer of denota-

tions from one denotatum to another based on contiguity. 

- Metaphor and metonymy have the effect that the range of mean-

ings of the transferred words is expanded. It makes them polyse-

mous. 

- All the important functions of metaphor and metonymy were for-

merly attributed to a necessity of finding new designations for new 

denotata. 

- Metaphor and metonymy are systemic and regular linguistic phe-

nomena. Many are no longer perceived as imagery-based or trans-

ferred denotations. They are lexicalized and conventionalized. 

- Cognitive linguistics’ understanding of metaphor has changed. 

Metaphor is now viewed as a cognitive mechanism of conceptual-

ization, a result of cross-domain mappings. Physical (embodied) 

experiences and structures based on experiences serve as source 

domains for the conceptualization of abstract target domains. 

- The culture of the language community plays an important role. It 

can lead to differences between the languages in terms of the se-

mantic structures of polysemous words and idiomatic expressions. 

- Not only linguistic knowledge is necessary to understand meta-

phors: encyclopaedic knowledge (culture, history, traditions) is 

also required. 

 

3.1.4 Review Questions  

1. How has the understanding of imagery-based language changed 

over time? 

2. Explain how the metaphoric transfer of denotations takes place. 

Use examples to illustrate the processes.  

3. How can the differences of metaphoric meanings between lan-

guages be explained? Illustrate using examples. 
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4. Explain how the metonymic transfer of denotations takes place. 

Illustrate using examples. 

5. Explain how the understanding of the metaphor as a cognitive 

mechanism of conceptualization differs from the understanding of 

the metaphor as a purely linguistic phenomenon. 

6. How do you explain the differences in metaphoric conceptualizing 

between various languages? 
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3.2 Mental Imagery in Cognition: Conceptual Metaphor, Em-

bodiment, and Prototype Semantics 

Katsiaryna EL-Bouz 

In the previous chapter, we introduced the most important types of fig-

urative speech. You have learned about the difference between a meta-

phor in the traditional sense and the conceptual metaphor, a concept of 

cognitive linguistics. In this chapter, we want to pursue the answers to 

the following questions: What makes abstract concepts tangible? What is 

the significance of our body for cognitive processes? How do we men-

tally organize the world around us? To answer these questions, we need 

to discuss aspects of the conceptual metaphor in greater detail. You will 

explore how conceptual mapping works and in what ways it is connected 

to bodily experiences. Afterwards, we turn to the phenomenon of embod-

iment and study how deeply our bodies are intertwined with cognition. 

We will then discuss which principles are active when we create catego-

ries structure our environment with language.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− explain how conceptual mapping works 

− understand and explain the connection between bodily experi-

ence and cognition 

− present the most important principles underlying the formation 

of categories. 

 

3.2.1 Structure and Traits of Conceptual Metaphors 

As you have already learned in Chapter 3.1, the conceptual metaphor is a 

fundamental cognitive mechanism with which we can conceptualize the 

abstract and put it into words. This mechanism is rooted in our non-meta-

phoric understanding of the world as well as in our bodily experiences. 

The conceptual metaphor conceives an abstract entity (target domain) us-

ing the words of a concrete, experienceable entity (source domain); this 
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process of transferring traits is called conceptual mapping. In conceptual 

mapping, image schemas of concrete sensorimotor fields of experience are 

projected through imaginative processes onto abstract areas of experience 

and are then used to understand, structure, and verbalize these abstract ar-

eas (for greater detail, see Chapter 1.2 in this volume and Chapter 2.1 in 

Volume Language Learning and Cognition). 

 

Image schemata are elaborate conceptual configurations that re-

sult from the basic cognitive domains. These are dynamic, recur-

ring and universal patterns of our sensorimotor experience or our 

interaction with the environment. Image schemata help to gener-

ate the meaning of these experiences and interactions and help us 

to think about them logically. Thus, image schemata help to solve 

various adaptation problems in complex physical environments: 

They make it possible to unify and structure many individual per-

ceptual experiences and to structure them in a coherent way. 

Therefore, image schemata are an inherent base for us function-

ing successfully in the world (Gibbs 2005: 69, Johnson 1987: 29, 

Johnson 2005: 18, Langacker 2008b: 33, Radden 1994: 75). 

(Translated from Kanaplianik (EL-Bouz) 2016: 33–34) 

 

The reason behind our need for metaphoric projection of image schemas is 

the fact that the abstract domains are not directly accessible to our sensory 

perception. They are vague and difficult to grasp. By referring to concrete, 

non-metaphoric fields of experience (image schemas), it is possible for the 

person doing the conceptualizing to imbue abstract terms with a compre-

hensible, internal structure. A speaker can associate these abstract terms 

with everyday experiences, making them easier to process by creating a 

concept that is equipped with an explanatory function (Beißner 2002: 63, 

Bellavia 2007: 16, Gibbs 2005: 74, Kövecses 2002: 6, Lakoff/Johnson 

1980: 112, Lakoff/Johnson 1999: 171, Lakoff 2006, Lakoff/Turner 1989: 

59, Lampert/Lampert 2000: 250, Meex/Mortelmans 2002: 53). We can of-

ten observe that participants in a TV debate tend to use war terms such as 

to jeopardize a discussion, to defend one’s arguments, to go onto the de-

fensive/offensive. This is a manifestation of the conceptual metaphor AR-

GUMENT IS WAR (Lakoff/Johnson 2003: 5): to make the abstract con-

cept ‘discussion’ or ‘argument’ more tangible we refer to a tangible ex-
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perience – warfare. We transfer the characteristics of a battle (the partici-

pants are in opposition to each other, defend their positions, and attack 

other positions) onto a debate/an argument. The abstract concept of ‘debate’ 

thereby receives an internal structure and an appropriate distribution of 

roles.  

Conceptual mappings are asymmetrical and unidirectional: the projection 

of the traits is oriented from the source domain towards the target domain 

because the source domain has a stronger tie to the physical experiences 

(Lakoff 2006: 232–233, Roche 2012: 35) (for more detail, see Chapter 2.1 

in Volume Language Learning and Cognition).  

Mapping also only occurs partially and not arbitrarily: not all characteris-

tics of the source domain are necessarily transferred to the target domain. 

Only those parts of the image-schematic structure that are compatible with 

the target domain are transferred (Lakoff 2006: 232–233; compare 

Kövecses 2000a, Pelyvás 2000, Turner 1993). An important restriction of 

conceptual mapping is that the image-schematic structure of the target do-

main cannot be infringed in this process (Turner 1993: 291–292). We 

would not, for example, find the concept of a ‘fire trench’ in the description 

of a debate even though trenches are a common element of warfare. Per-

haps the reason for that is that the concept of ‘trenches’ has no equivalent 

in the typical procedure of discussions in which all participants are clearly 

visible.  

Another very graphic example of conceptual mapping is the metaphor 

TIME IS MONEY (Lakoff/Johnson 1980, 2003). The metaphor exempli-

fies how we conceptualize and verbalize the target domain (TIME) in the 

terms of the source domain (MONEY), and also how we act accordingly. 

Time is seen as a precious resource, as something that can be owned and 

represents a limited resource; this is why we experience time as something 

that can be spent, used, calculated, invested wisely or badly, saved, wasted 

(Lakoff/Johnson 2011: 16). According to the classification of Lakoff and 

Johnson, the metaphor TIME IS MONEY is a structural metaphor. A struc-

tural metaphor is created when an abstract concept is structured by a con-

crete concept. Despite that, some traits of the target domain are highlighted 

while others are hidden (“highlighting and hiding”, Lakoff/Johnson 2003). 

Lakoff & Johnson differentiate between two additional types of conceptual 

metaphors: orientational metaphors and ontological metaphors. In the 

case of orientational metaphors a whole system of concepts is organized. 

It usually follows the principles of bodily orientation in space (for example 



115 

 

HAPPY IS UP, SAD IS DOWN: I feel elated today, I feel beaten). An 

ontological metaphor represents the conceptualization of an abstract con-

cept as an entity or matter. Also, the object of the abstract concept is made 

physically quantifiable (for example INFLATION IS AN ENTITY from 

which statements such as inflation is growing can be derived (Lakoff/John-

son 1980, 2003, 2011; cf. Weininger 2013: 23–24). You can find more on 

the classification of conceptual metaphors in Chapter 2.1 in Volume Lan-

guage Learning and Cognition.  

Often, a concept cannot be grasped by a single conceptual metaphor but 

instead by a whole metaphoric complex. In such cases, a system of meta-

phorical concepts is formed with elements related to each other in a coher-

ent fashion (Brünner 1987: 100). An example is the conduit metaphor 

(Reddy 1979), a system in which the human, in the role of the speaker or 

the listener, is conceptualized as a superordinate, large container. Exam-

ples are: I am full of ideas/full of joy/full of sorrow. Verbal expressions are 

containers for objects, for thoughts and ideas, seen in phrases such as empty 

talk, empty chatter (word container without content or meaning). Commu-

nication is conceptualized as sending such containers (cf. Brünner 1987), 

for instance: communication barrier. 

 

According to the CONDUIT metaphor, the performance of a 

speaker consists of selecting suitable word containers into which 

he packs thought objects from his mind container in order to send 

them to the listener, e.g. via a tube. The listener opens the word 

cases sent to him, takes the objective content and puts it into his 

own mental container so that he can absorb and understand the 

speaker's thoughts 1:1. (Translated from Drewer 2003: 128) 

 

Metaphorical attribution varies in its universality. Some metaphors are uni-

versal, others are quite wide-spread, and some are specific to a culture and 

language (Lakoff 2006: 232–233). All three types of metaphorical attribu-

tion are, however, tightly interwoven. The example quoted above, TIME 

IS MONEY, is considered widely as being characteristic of Western soci-

eties. Another example is love, which has been conceptualized in English, 

in German, and in other languages as a journey, fire, war, as madness, 

magic, physical power or patient. Here are several examples: 
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love is… 

(Liebe 

ist …) 

English (Source: Lakoff/ 

Johnson 2003: 49; cf. 

Lakoff 1993) 

German (Source: Lakoff/ 

Johnson 2011: 62–63, 

Strietz/Kopchuk 2009: 84) 

a journey 

(eine Reise) 

 

̵ Look how far we’ve 

come.  

̵ It’s been a long, bumpy 

road.  

̵ We can’t turn back 

now.  

̵ We’re at a crossroads. 

We may have to go our 

separate ways.  

̵ The relationship isn’t 

going anywhere. 

̵ We’re spinning our 

wheels.  

̵ Our relationship is off 

the track.  

̵ The marriage is on the 

rocks.  

̵ We may have to bail 

out of this relationship.  

 

physical 

power 

(physische 

Kraft) 

 

̵ I could feel the electric-

ity between us. 

̵ There were sparks. 

̵ I was magnetically 

drawn to her.  

̵ They are uncontrolla-

bly attracted to each 

other. 

̵ Ich konnte die elektri-

schen Schwingungen 

zwischen uns fühlen. 

̵ Zwischen den beiden hat 

es gefunkt. 

̵ Sie zog mich an wie ein 

Magnet. 

̵ Sie fühlen sich sehr stark 

zueinander hingezogen. 
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madness 

(Wahnsinn) 

 

̵ I'm crazy about her.  

̵ He constantly raves 

about her.  

̵ He's gone mad over 

her.  

̵ I'm insane about her. 

̵ Sie gefällt mir wahnsin-

nig. 

̵ Er kommt ständig ins 

Phantasieren, wenn er 

von ihr redet. 

̵ Er ist völlig verrückt 

nach ihr. 

magic 

(Magie) 

̵ She cast her spell over 

me.  

̵ The magic is gone.  

̵ I was spellbound.  

̵ She had me hypnotized.  

̵ Sie verfluchte mich. 

̵ Der Zauber unserer Be-

ziehung ist verflogen. 

̵ Ich war wie gebannt. 

̵ Sie hat mich hypnotis-

iert. 

war 

(Krieg) 

̵ He is known for his 

many rapid conquests.  

̵ She fought for him, but 

his mistress ironed out.  

̵ He won her hand in 

marriage.  

̵ He overpowered her.  

̵ He made an ally of her 

mother.  

̵ Theirs is a misalliance 

if I've ever seen one. 

̵ Er ist bekannt für seine 

unzähligen Eroberun-

gen. 

̵ Sie kämpfte um ihn, aber 

seine Geliebte hat den 

Sieg davongetragen. 

̵ Er gewann sie durch die 

Ehe. 

̵ Sie war von ihm über-

wältigt. 

̵ Er machte ihre Mutter 

zur Verbündeten. 

̵ Ihre Beziehung ist eine 

Misallianz, wie ich sie 

noch nie gesehen habe. 
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a patient  

(ein Patient) 

̵ This is a sick relation-

ship.  

̵ They have a strong, 

healthy marriage. 

̵ The marriage is dead – 

it can't be revived.  

̵ We're getting back on 

our feet. 

̵ Ihre Beziehung krankt an 

etwas. 

̵ Sie führen eine starke 

und gesunde Ehe. 

̵ Ihre Ehe ist tot – sie kann 

nicht wieder zum Leben 

erweckt werden. 

̵ Wir kommen schon wie-

der auf die Beine. 

fire 

(Feuer) 

*”I’m burning in my long-

ing for you.” 

*”This is my latest flame.” 

*”Tender love flared.” 

̵ Ich verbrenne vor Sehn-

sucht nach dir. 

̵ Das ist seine neueste 

Flamme.  

̵ Zärtliche Liebe flackerte 

auf. 

Table 3.2: Conceptual metaphors on the subject of ‘love’ in English and German 

 

The Volume Language Learning and Cognition elaborates further on the 

cultural specifics of conceptual metaphors and their role in foreign lan-

guage teaching in the Chapters 8.2 and 2.1.7.  

The conceptual metaphor is a key part of our thinking and brings to light 

that our conceptualization process is imagery-based as well as revealing 

the crucial role of imagination in thinking (Bellavia 2007: 25–26, Little-

more 2009: 97, Littlemore/Low 2006: 13). The conceptual system by 

which we think and act is metaphorical at its core (Lakoff/Johnson 2003: 

3). From this vantage point, Gibbs and other researchers view metaphorical 

language as a reflection of human mentality and culture: 

 

Metaphor is not merely an instance of language, a special rhetor-

ical device used for communication and persuasion. Instead met-

aphor is a fundamental mental capacity by which people under-

stand themselves and the world through the conceptual mapping 

of knowledge from one domain onto another. The overwhelming 

ubiquity of metaphor in language, thought, science, law, art, 

myth, and culture illustrates that metaphor is an integral part of 

human life. (Gibbs 1994: 207) 
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As we have seen in numerous examples in this section the sources of met-

aphoric mappings usually originate from bodily activity, perception, and 

parts of our everyday experiences such as holding, touching, eating, giving, 

body parts, animals and plants, colors, and so forth (Kövecses 2002: 25, 

Radden 1994: 79, Weininger 2013: 23). The fact that metaphoric mappings 

are rooted in concrete experiences that relate to bodily activity highlights 

how our thinking is imprinted by embodiment. A fact which we will cover 

in detail in the next section. 

 

3.2.2 Embodiment 

Our skin is soft and full of nerve endings, so we can feel changes in tem-

perature. This ability is the reason for the existence of words such as hot, 

warm, and cold in our vocabulary. Now, imagine a creature with a skin of 

stone which feels no difference between -30 degrees and +40 degrees. Con-

cepts such as ‘hot’ and ‘cold’ would probably not exist in this creature’s 

way of thinking. This example illustrates the profound role our body plays 

in thinking and language leading us directly to the theory of embodiment. 

The term ‘embodiment’ refers to the interaction between brain, body, and 

physical environment (Gibbs 2005: 66–67). The core of the embodiment 

theory is formed by the assumption that our conceptual structures emerge 

from sensorimotor experiences and their underlying neural structures. Con-

sequently, conceptual structures are intrinsically motivated by their con-

nection to the body and to physical experiences (Lakoff/Johnson 1999: 77–

78; also see Chapter 1.3 in this volume). The views of the embodiment 

theory help to expand and deepen our understanding of the conceptual met-

aphor. 

According to the embodiment approach, multimodal representations 

emerge through our physical interactions with our environment. These 

physical interactions are the basis of the concepts we formulate. Multi-

modal representations represent the reactivation of brain conditions rec-

orded during these interactions. They include sensorimotor and proprio-

ceptive experiences, as well as conditions that originate from the subjective 

experience of our internal (bodily) environment or sense of time (cf. Bel-

lavia 2007, Evans 2012, Holme 2009). Hence, our experiences are struc-

tured by the shape and the movement of our body: 
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The representation of what we call 'three-dimensional space' is 

thus constructed in the brain on the basis of our biological con-

figuration and our interaction with the environment. Everything 

we know about external reality comes to our awareness through 

the activity of the body. (Translated from Bellavia 2007: 238) 

 

More examples that illustrate the phenomena of embodiment include the 

concepts of colors and orientation in space. Our perception of colors arises 

from the interactions between our visual organ, our brain, the reflective 

properties of the objects, and their electromagnetic radiation. On the basis 

of these, our concept of color develops. Many animal species (like cats, 

dogs, and bats) see colors differently from humans because their visual or-

gans are built differently. The terms front and back (for example of a car) 

are based on the projection of the human body which also has a front and 

back. If our bodies were built differently (for example being the same from 

all sides) we would probably not be capable of differentiating between 

front and back (cf. Lakoff/Johnson 1999, Evans 2012). 

In summary, we can say that bodily experiences serve as a foundation for 

the perception, conceptualization, and verbalization of our environment 

and ourselves. Our bodily experiences (in particular) predetermine the pro-

cesses (compare Chapter 1.3 of this volume for an account of several em-

pirical studies on the phenomena of embodiment). Reality is, therefore, not 

objectively accessible to us. Instead, it is a function specific to us as hu-

mans and our individual embodiment (cf. Lakoff/Johnson 1999, Evans 

2012). Consequently, we can say that all cognition can be called embodied. 

Cognition cannot be separated from the body and is dictated by the struc-

ture of our bodies (as does the design of our brain or our sensory organs) 

(Bellavia 2007: 238, Holme 2009: 36; compare Evans 2012). Radden de-

scribes the phenomena as follows: 

 

We would experience the world differently and interact with it 

differently if we had a different body: if we were three millime-

tres tall or crawling on all fours, had the nose of a dog or the sonar 

system of a bat. The type and nature of our perceptions and ex-

periences is not only limited by our body but also motivated by 

it. (Translated from Radden 1994: 75) 
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Language and cognition are inseparable (more in Volume Language 

Learning and Cognition), and so embodiment proves itself as an essential 

basis of language (Gibbs 2005: 88). We will discuss the combined effects 

of embodiment and conceptual metaphorization in the following section 

(see also Suñer/Roche 2021 on a taxonomy of embodiment in language 

learning and its application to grammar animations).  

 

3.2.3 Conceptual Metaphorization and Embodiment 

In the first section of this chapter, we discussed how humans use their phe-

nomenal (concrete) bodily experiences systematically for structuring ab-

stract knowledge domains. In this sense, embodiment also underlies the 

process of conceptual metaphorization. We have already discussed aspects 

of the connection between embodiment and conceptual metaphorization in 

the first section, so, in what follows we will take a closer look at the phe-

nomena of the primary metaphor.  

Several authors emphasizing the importance of conceptual metaphor for 

our cognition (Narayanan 1997, Lakoff/Johnson 1999) did claim that the 

base level of metaphoric allocation is not the conceptual metaphor but the 

primary metaphor. The latter also emerges from our bodily interactions 

with our environment but it is more fundamental in principle (Grady 1997, 

Grady/Johnson 2003). Lakoff & Johnson have examined the primary met-

aphor from a conceptual perspective as well as from a neuronal one. Pri-

mary metaphors follow the same principles the conceptual metaphor ad-

heres to (Lakoff/Johnson 1980, 1999, 2003). The mapping of primary met-

aphors, however, has a more profound neuronal basis according to Lakoff 

& Johnson:  

 

Primary metaphors, from a neural perspective, are neural connec-

tions learned by coactivation. They extend across parts of the 

brain between areas dedicated to sensorimotor experience and ar-

eas dedicated to subjective experience. The greater inferential 

complexity of the sensory and motor domains gives the meta-

phors an asymmetric character, with inferences flowing in one 

direction only. (Lakoff/Johnson 1999: 57–58) 
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Primary metaphors are, therefore, not the result of a conscious, multistage 

interpretation process, but the result of immediate conceptual mappings via 

neuronal connections (Lakoff/Johnson 1999: 57–58). Basic concepts such 

as CHANGE IS MOVEMENT, HELP IS SUPPORT and CAUSES ARE 

PHYSICAL SOURCES all belong to the category of primary metaphors. 

They all possess minimal structure and develop naturally, automatically, 

and unconsciously. Primary metaphors emerge when our everyday experi-

ences blend with cross-domain associations and are grounded in the neu-

ronal connections of our brain (Narayanan 1997). For their part, primary 

metaphors are the foundation of complex metaphors. Complex metaphors 

result from conceptual blendings in an especially diverse mental space, as 

the fusion of the characteristics of both source and target domains (cf. 

Lakoff/Johnson 1999: 46–47, Littlemore 2009: 100, Fauconnier/Turner 

1995, 1998, 2008; for a more detailed account of conceptual blending, see 

Chapter 2.1 in Volume Language Learning and Cognition). We automati-

cally and unconsciously acquire a huge system of primary metaphors when 

we interact in simple everyday life as children; this is the time when the 

neuronal connections for metaphoric allocations are formed. The end result 

is that our thought processes are naturally and unconsciously based on hun-

dreds of primary metaphors (Lakoff/Johnson 1999: 47, 57): 

 

We have a system of primary metaphors simply because we have 

the bodies and brains we have and because we live in the world 

we live in, where intimacy does tend to correlate significantly 

with proximity, affection with warmth, and achieving purposes 

with reaching destinations. (Lakoff/Johnson 1999: 59) 

 

Primary metaphor theory has many parallels in the theory of the conceptual 

metaphor as a whole. However, primary metaphor theory emphasizes the 

role of embodiment for cognition more stringently by emphasizing that the 

basis for metaphoric allocations can be found in the co-activation of neu-

ronal connections. According to this theory, the conceptual metaphor is a 

phenomenon that appears gradually in later stages as a result of the pro-

cesses of conceptual blending and differentiation (Lakoff/Johnson 1999: 

49). It is, nevertheless, still unclear whether the conceptual (or primary) 

metaphor can actually be related to neuronal connections (cf. Hutchinson/ 

Louwerse 2013, Ortíz 2011). 
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We have learned that humans create their own subjective images of the 

world based on their cognitive abilities and their physical disposition. In 

this process, we as humans tend to give structure to the images in order to 

organize them. This is achieved through the process of categorization 

among others. We will learn how categorization works in the next section. 

 

3.2.4 Prototype Semantics 

Categorization and categorization processes help us to create meaning by 

partitioning our environment into points of reference. These points of ref-

erence are connected with each other through categories as well as the hor-

izontal and vertical meaning relations in between them. 

We speak of categories when we conceptualize two or more entities as one 

and attribute the same designation to different contexts and circumstances. 

Every word, with the exception of proper names, can designate more than 

one object and potentially represents a whole category. The word bird re-

fers to a category, as does the word sparrow, as there are innumerable spar-

rows in the world. In all, the category SPARROW is subordinate to the cate-

gory BIRD. Dividing contexts into categories is called categorization as we 

will see in the next section (compare Chapter 1.3 in this volume). 

The classic theory of categorization dates back to Aristotle and is based on 

the following principles: 

- A category is defined as being composed of necessary, sufficient 

characteristics.  

- These characteristics are binary. They either exist or they do not. 

- Categories have clear boundaries. Either an element belongs in a 

category or it does not. 

- All members of a category have the same status (Cletiu 1997, Tay-

lor 1989). 

 

Experiment 

Name a (random) bird, animal, flower, berry, fruit, or vegetable. Ask 

your acquaintances or fellow students to do the same and compare the 

results. Do you notice anything unusual about the answers? 
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After this little experiment, you have probably noticed that the many an-

swers still have a lot in common: for example, sparrow, eagle, or pigeon 

as typical BIRDS, apple, banana, orange as FRUIT, potatoes, tomato, or cab-

bage as VEGETABLE, strawberry or raspberry as BERRY. Did any of the 

participants name penguin or melon? If they did, they belong to an espe-

cially creative type of person. However, we suspect that penguin and melon 

were probably not named at all, even though they doubtlessly belong bio-

logically to the categories mentioned above. How can this phenomenon be 

explained?  

The psychologist Eleanor Rosch (Rosch 1973, 1975) proposed a different 

perspective on categorization. She established a new theory in her research 

based on the concept of the prototype. According to this theory represent-

atives of a category do not have the same status. Some members represent 

a category better than others.  

The prototype is the ideal representative of a category, the one most people 

associate with a specific category. The internal structure of many catego-

ries is, therefore, organized hierarchically: the prototype – or several pro-

totypes – are positioned at the core of the category. The remaining mem-

bers are sorted from best (close to the centre) to worst (farther away). This 

structure is illustrated in Figure 3.14. 

 
Figure 3.14: The category BIRD (Wildgen o.J.) 
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Several experiments and tests on the subject of categorization lead to the 

following conclusions (Kleiber 1993): 

- Prototypical representatives of a category are recognized faster 

than others. 

- Children learn the prototypical representatives first. 

- Prototypes serve as cognitive reference points for further thought 

processes. 

- Prototypes are the first to be listed if a person is asked to name 

representatives of a category. 

If categories are organized around prototypes the boundary of a category 

is no longer clear-cut, but vague. A single entity can be a member of more 

than one category. Categories can blend into each other. The question of 

an element’s membership cannot always be resolved by saying that ‘yes, it 

belongs into this category’, or ‘no, it does not’ (Lakoff 1973, Kortmann 

1999). This context is illustrated in the following example revolving 

around the category BIRD. 

 

Experiment 

Sort the following statements (Lakoff 1973) from 1 to 5, 1 being true, 

and 5 being absolutely false. What guides you in your decisions? 

The chick is a bird. 

The cow is a bird. 

The sparrow is a bird. 

The penguin is a bird. 

The bat is a bird. 

 

Most of the statements cannot be identified as definitely true of false. In-

stead, they can be sorted into a kind of five-point-scale: 

(1) The sparrow is a bird. (true) 

(2) The chick is a bird. (less true than 1) 

(3) The penguin is a bird. (less true than 2) 

(4) The bat is a bird. (false or very far from the truth) 
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(5) The cow is a bird. (absolutely false) 

(Lakoff 1973) 

Bats possess the trait ‘ability to fly’ moving them towards the category 

BIRD and thereby creating categorical vagueness. On the other hand, there 

are penguins: they are birds, biologically, but lack important traits of the 

category BIRD such as the ‘presence of clearly visible feathers’ and the 

‘ability to fly’. The lack of such trails estranges the penguin from the image 

of a typical bird. This makes it difficult to define borders for categories; 

instead, it is easier to identify the areas in which a category blends into 

another (Lakoff 1973). 

Categorization gives us two possibilities of naming a certain context (for 

instance ‘X’). The first of the two possibilities is to answer the question 

‘Why is X a dog and not a cat or a bike?’. If we want to answer this question, 

we must exclude all terms which cannot designate X. Additionally, we list 

all traits of X which are characteristic of the category DOG and not for the 

categories CAT and BICYCLE and vice-versa. During this process, we oper-

ate on the horizontal dimension of categorization, the main traits of 

which have been discussed above.  

The second possibility is to answer the question ‘Why is X a dog and not 

an animal or a mammal?’. Here, we need to choose which categories X 

actually belongs to. We need to identify superordinate and subordinate cat-

egories in our answer and define which concept pools the most information 

and appears most frequently in communication (cf. Kortmann 1999). This 

is called the vertical dimension of categorization. It will be explained in 

the following section.  

The starting point of categorization in the vertical dimension is the obser-

vation that a single object can simultaneously belong to several categories. 

The dog on the lawn outside is not only a DOG, it is also a BOXER, a MAM-

MAL and a LIVING BEING. But these are not merely synonyms of this par-

ticular dog; the four categories belong to different levels. In relation to dog, 

both living being and mammal belong to superordinate categories while 

Boxer belongs to a subordinate category. The categories form a hierarchy 

following the principle of an exclusive relationship (Kleiber 1993). For ex-

ample: All sparrows are birds, all birds are living beings. 

Rosch (1975) proposes partitioning the vertical dimension of categoriza-

tion as follows: 
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- The superordinate level: ANIMAL, FURNITURE 

- The basic level: BIRD, CHAIR 

- The subordinate level: EAGLE, ROCKING CHAIR. 

Categories of different levels are not equal when it comes to their use in 

communication: if you were to ask someone who or what he or she sees on 

the lawn he or she would likely answer ‘a dog’ instead of: ‘a living being’, 

‘a mammal’ or ‘a boxer’. We typically use the category of the basic level 

in everyday communication. There are several reasons for this tendency 

(Kleiber 1993, Kortmann 1999, Lakoff 1987): 

(1) Representatives of the basic level have several common traits and 

are, thus, perceived as similar. As a consequence, we do not, for 

instance, have a mental image that corresponds to animal but do 

have one for dog or boxer. Similarly, we could easily draw a dog 

or a Dachshund, but not an animal. It follows that the basic level 

is the highest abstract level whose representatives trigger an image 

of a common, global shape. The global shape is perceived as a 

whole and can be illustrated with a picture or a diagram.  

(2) Humans are equipped with an action schema or a motor program 

for the interaction with representatives of certain classes of the 

basic level. If we see a chair or a rocking chair, we know what we 

have to do: sit on it, and, in the case of a rocking chair, rock. We 

do not, however, have a consistent action plan for the superordi-

nate category FURNITURE. The concept of FURNITURE is simply 

too broad and too abstract. We can only assume that we can sit on 

it or store something in or on it. But these assumptions comply 

with certain mental images of base level categories such as CHAIR, 

TABLE.  

(3) Base level categories are identified faster. If you show someone a 

picture of a bullfinch, the person will probably identify the creature 

as a bird before he or she identifies it as a bullfinch or a living 

being.  

(4) Base level categories are stylistically neutral in general. This is ex-

pressed by categories containing shorter words with fewer sylla-

bles (ANIMAL, TABLE); the subordinate categories often harbor 

more complex words and terms (CHILEAN BOXER, KITCHEN TA-

BLE). Their complexity expresses their specificity. 
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(5) During language acquisition and language learning children are 

fast at learning terms of the basic level. Rosch conducted experi-

ments with three-year old children and discovered that, while the 

children retained the basic categories easily, they had difficulties 

with the superordinate and subordinate categories (Rosch 1978, 

Rosch/Mervis 1975, Rosch/Mervis/Gray/Johnson/Boyes-Braem 

1976). 

 

3.2.5 Summary 

- The conceptual metaphor is a fundamental cognitive mechanism 

which we use to structure abstract concepts utilizing concrete ex-

periences. The process behind the cognitive mechanism is called 

conceptual mapping. It entails transferring the traits of a concrete 

entity (source domain) onto an abstract entity (target domain). The 

phenomenon of the conceptual metaphor reveals how concept for-

mation is imagery-based and imagination is essential in our think-

ing. 

- The perception, conceptualization, and verbalization of our envi-

ronment can be ascribed to our bodily experiences and the shape 

and build of our body. We can, therefore, say that our cognition is 

embodied. Our view of reality is not an objective given but is, in 

fact, a function of embodiment specific and individual to us as hu-

mans. 

- According to prototype semantics categories possess a hierarchical 

internal structure. In this structure the most prototypical represent-

atives are close to the center of the category while the least proto-

typical representatives are located in the peripheral areas of the 

categories. By these means, the affiliation with a category can be 

gauged in degrees. 

- The base level categories possess the greatest saliency (in the ver-

tical dimension of categorization): people perceive and store them 

as a similar, simple mental image. Base categories are identified 

more easily on the basis of that simple mental image. 
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3.2.6 Review Questions  

1. Explain how conceptual mapping works. 

2. How is cognition interconnected with the body? 

3. Explain the difference between conceptual metaphor theory and 

primary metaphor theory. 

4. How are the categories organized according to prototype seman-

tics? 
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3.3 Mental Imagery in Knowledge Acquisition: Mental 

Models 

Katsiaryna EL-Bouz  

We have seen in Chapters 3.1 and 3.2 that our thought processes and our 

language are inseparably entwined with the phenomena of mental im-

agery. In this chapter, we will learn about the role of mental imagery in 

the processes of knowledge acquisition. We will show how knowledge, 

including knowledge on language, is dynamically constructed from the 

new experiences and is integrated into the existing knowledge base. 

Knowledge can also be constructed on the basis of a person’s thought 

processes which in turn are based on already existing knowledge struc-

tures (Seel 1991: 10, Seel 2003: 250). You will learn how new knowledge 

is linked with already established knowledge and how new knowledge is 

represented in the shape of imagery-based mental models. You will also 

learn in this chapter how the formation of mental models aids the learning 

process and how a learner’s mental models can develop.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− explain processes of knowledge acquisition 

− understand the role of mental imagery in the construction of new 

knowledge 

− understand the learning processes of students and support them 

in class. 

 

3.3.1 The Formation of Mental Models 

Each day, everyone of us is confronted with new information which needs 

to be integrated into already existing knowledge structures. People also en-

counter new problems demanding proper solutions. The result of the inte-

gration and problem-solving processes ideally should be a balanced cogni-

tive system (equilibrium; Piaget 1975). Such an equilibrium can be at-

tained in two different but complementary ways: either through assimi-
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lation (top-down processing) or accommodation (bottom-up processing) 

(Piaget 1975; also see Chapter 6.1 in Volume Language Learning and 

Cognition). The prior knowledge of an individual is central to both pro-

cesses. If the new knowledge can be interpreted on the basis of previous 

experiences and no conceptual changes are necessary, the new knowledge 

can be integrated into a person’s existing knowledge structures seamlessly. 

If the individual has access to a functioning schema for the problem at hand 

the schema is used. The process of assimilation takes place in both sce-

narios. 

But what happens if the individual is not able to reconcile the new 

knowledge with his existing knowledge structures, and if he is not able to 

apply an existing schema to the problem? In such cases, the knowledge 

structures must be changed, restructured, and expanded in relation to the 

new information. This process is called accommodation. Two variants of 

the process of accommodation are possible depending on the targeted re-

sult.  

The first variant is either accretion which expands on an already existing 

schema, or tuning, which merely adjusts the schema. If these processes 

bear no fruition, there is another possible variant. It generates a subjective 

mental model in the working memory through reorganizational processes 

(Hanke 2006: 10, Ifenthaler 2010: 82, Kanaplianik (EL-Bouz) 2016: 105–

106, Roche 2013: 260–261, Scheller 2009: 18–19, Seel 1991: 14, 44, Seel 

2003: 58, 250).  

Afterwards, the newly formed mental model needs to be balanced with the 

environment. Does the new information, as it is presented in the model, 

produce plausibility? Can the problem be successfully solved with the 

model? If the answer is yes, then the modelling process is concluded, for 

the time being. If the mental model is repeatedly confirmed in new situa-

tions, then it is stored in the long-term memory as a viable schema. If this 

is not the case, then the modelling process continues until the individual 

has either formed a viable model or has given up on the problem (Hanke 

2006: 52–53; cf. Kanaplianik (EL-Bouz) 2016: 106).  

 

3.3.2 The Concept of the Mental Model 

From the perspective of cognitive sciences, a mental model is a special 

case of a mental representation, a conceptual structure. A person creates 
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this structure in order to solve a specific problem. It contains relevant fea-

tures for the specific problem and is, therefore, subjectively plausible (Ifen-

thaler 2010: 82, Moser 2003: 188, Rieber 1991: 326, Seel 2003: 258). 

However, mental models are not stable structures fixed in long-term 

memory. They are constructed on demand in the working memory in order 

to overcome the challenges of a particular situation (Seel 2003: 258). 

The formation of mental models is based on the interaction between human 

perception and memory (Ifenthaler 2006: 7) as well as on cognitive pro-

cesses such as calculation, simulation, and prediction. It represents the 

deepest form of understanding (Jonassen/Cho 2008: 146, Seel 1999: 155; 

cf. Zwaan/Singer 2003). In addition, the formation of mental models re-

quires a learning ability of the model-creating system (as a competence of 

the acquisition and construction of world knowledge) (Seel 1991: 28). For 

its part, the learning ability of the system is linked to the cognitive pro-

cesses of information assimilation, information processing, storage, and 

application (cf. Seel 1991: 28). 

Despite the existing consensus that the information necessary for model 

formation is attained via sensory modalities researchers do not agree on the 

nature of the mental models themselves. Schnotz & Bannert (1999) and 

Schnotz (2001) view mental models as a form of purely visual representa-

tions (based on the theory of Johnson-Laird 1983). On the other hand, 

Jonassen & Cho (2008) describe mental models as a series of complex dy-

namic constructions which are simultaneously multidimensional and mul-

timodal (meaning that they contain textual, auditive, and visual elements). 

The researchers Engelkamp & Zimmer (2006) note that mental models are 

multimodal: they result from a logical thinking process and are reflected in 

the shape of textual representation. Dynamic processes, on the other hand, 

such as motion sequences, are modelled on the basis of images (cf. Scheller 

2009: 19). Despite the fact that mental models are closely connected to 

imagery-based thinking they are not generally dependent on it (cf. Scheller 

2009: 20).  

Principally, a mental model matches the original content instead of being 

a mere replicate of it (Seel 1991: 19–20). Structural analogies take a central 

role in the formation of mental models. However, a complete correspond-

ence in terms of the original content is not necessary (Hanke 2006: 40–41; 

cf. Ifenthaler 2006, Johnson-Laird 1983, 2004, 2013, Seel 1991). For this 

reason, mental models do not mirror the complete original structure but 

actually present cognitive approximations to phenomena of the perceived 
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or mediated world (Seel 1991: 59). It is the main function of mental models 

to create a subjective plausibility of the new information and to contribute 

to problem solution. They are, therefore, tuned to the intentions and goals 

of the individual creating the model and only include the aspects of a con-

text relevant to the solution of a problem. All other aspects are left aside 

(Johnson-Laird 2004: 203, Johnson-Laird 2013: 131). This is what makes 

mental models flexible, incomplete, simplified, unstable, and limited in 

their applicability (Hanke 2006: 14–15, Ifenthaler 2006: 12, Moser 2003: 

188, Seel 1991: 27, 96). Despite these limitations mental models make it 

possible to draw correct conclusions. The effect of drawing conclusions is 

made possible by the use of existing knowledge and deductive inferences 

and simulation processes (Ifenthaler/Seel 2013: 132). 

 

3.3.3 Learning-Dependent Progression of Mental Models 

We have seen that the formation of mental models is an important part of 

the process of knowledge acquisition. Learning processes can be classified 

as processes of knowledge acquisition. You will learn in this section how 

the concept of mental models can be used to describe learning processes 

and how these processes can be put to use in the classroom. 

Forming a mental model during a learning process is very complex. As 

long as the information processing is incomplete the internal model of the 

learner is still under development. The model remains incomplete with 

many knowledge gaps. As a result, the learner strives to fill the gaps with 

missing information to attain the completion and alteration of the model 

(Moser 2003: 184; cf. Collins/Brown/Larkin 1980). The learner operates 

with the mental model as long as changes continue to appear and 

knowledge changes. Ideally, the system slowly attains a stable condition 

where the existing knowledge structure is no longer modified by new in-

formation but, instead, is repeatedly confirmed and produces plausibility. 

This is how a mental model is established as a schema. It is then stored in 

the long-term memory (Ifenthaler/Masduki/Seel 2011, Ifenthaler/Seel 

2011, Ifenthaler/Seel 2013, Hanke 2006, Seel 1991). The goal of the whole 

learning process ultimately is the development and long-term storage of a 

schema for problem-solving (cf. Kanaplianik (EL-Bouz) 2016: 109–110).  

Mental models are dependent on previously acquired knowledge. That is, 

the mental models of novices can differ from those of experts despite the 

fact that they refer to the same topic (Ifenthaler 2006: 2). Experts find it 
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easier to follow task requirements: they extract and interpret the necessary 

information and create appropriate analogies on the basis of this infor-

mation. Novices, by contrast, often have more difficulties to recognize rel-

evant information and, therefore, tend to focus on the superficial traits of 

an issue (Scheller 2009: 20, Seel 2003: 258). As a result, a mental model 

develops (in the ideal case) from a novice model to an expert model (John-

son-Laird 1989, Ifenthaler 2006, Seel 2003). In this process, novice models 

become more differentiated, improved and more and more similar to expert 

models (Ifenthaler 2006: 19–20). This process can be pedagogically fos-

tered. 

The pedagogical external influence on the formation of mental models can 

be separated into three levels (Ifenthaler 2006: 19–20, Seel 1991: 193–

194): 

- declarative level: concerned with the constant restructuring of the 

scope and quality of relevant knowledge 

- procedural level: concerned with the improvement of cognitive 

processes and heuristics 

- semiotic level: promotes the competency of the model-creating 

system representing encyclopaedic knowledge via system symbols. 

Accordingly, the following forms of instructional measures are available 

in order to support the process of model formation: 

- on the declarative level: providing necessary knowledge on a topic 

used for the creation of a mental model in the following steps 

- on the procedural level: illustration of structural correlations of 

contexts in combination with visualizations with the aim of foster-

ing analogies and supporting the formation of inferences 

- on the semiotic level: providing appropriate representational aids 

for ‘envisioning’ knowledge (Seel 1991: 210). 

 

3.3.4 Mental Models and Imagery-Based Learning Tools 

Mental models are closely intertwined with imagery-based thinking, and, 

therefore, under certain circumstances can be advanced efficiently with 

different imagery-based learning tools (visualizations) (Seel 2003: 262, 

Scheller 2009: 21). We will discuss two possibilities in the subsequent sec-

tions: the use of instructional models and the use of animations. 
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Instructional models are visual representations (images, schemas etc) il-

lustrating and explaining complex contexts. 

 
Figure 3.15: Example of a schema on the topic of photosynthesis (Bauersachs o.J.) 

 

Instructional models are  

 

didactically prepared representations [...], which are intended to 

support the construction of mental models in relation to the learn-

ers' prior knowledge and the specific requirements (problem 

solving in class or in an everyday situation). (Translated from 

Ifenthaler 2006: 14)  

 

The structure of mental models can be influenced by the type of visualiza-

tion (Schnotz/Bannert 1999: 232; also see Schnotz/Bannert 2003). This is 

the reason why dynamic learning content (processes, movements, etc) is 

best illustrated with dynamic visualizations. They create dynamic mental 

models that correctly display all processes. Animations belong to these 

types of dynamic visualizations. 



136 

 

An animation is a simulated motion picture. It displays the movement of 

a drawn object and elicits the idea of continuous change (Moreno/Mayer 

2002: 88, Schnotz/Lowe 2008: 304). 

Animations are especially suitable for conveying dynamic contexts as they 

can represent changes in time and space and refer to dynamic mental mod-

els (Betrancourt 2005: 293, Schnotz/Rasch 2009: 412, Roche 2013: 69, 

Roche/Scheller 2008: 208). When dynamic contexts are conveyed via ani-

mations a structural analogy is created between the context and the visual-

ization. This is in contrast to static images. The effort of extracting task-

relevant information may be lowered (Scheller 2009: 116–117). Schnotz 

and Rasch note that animations fulfill two positive functions during the 

construction of mental models: enabling and facilitating. Animations en-

able learners without any prior knowledge or those who have difficulties 

creating visualizations, to mentally simulate situations. This is the enabling 

function of animations. If the learner is capable of producing visualizations 

himself animations can reduce the cognitive load by activating schemas 

and saving limited cognitive resources. In this way, animations facilitate 

cognitive processes (Schnotz/Rasch 2005: 57, Schnotz/Rasch 2008: 111; 

also see Ainsworth 1999, Schnotz 2003). Beyond that, animations can offer 

the visualization of different phenomena, that is in particular phenomena 

which cannot be reproduced easily in a typical classroom setting (for in-

stance, a volcano eruption) which are not immediately accessible through 

visual perception (for instance, electricity) or which can only be conveyed 

through textual descriptions with great effort (Betrancourt 2005: 288, 

Roche 2009: 399). Motion has the inherent ability of guiding and focusing 

attention. Specifically, it can be used to focus the learner’s attention on the 

most important elements of a situation, thereby raising the probability that 

successful learning may occur (Lowe 2003: 175, Scheller 2009: 114; cf. 

Kanaplianik (EL-Bouz) 2016: 120-122). 

 

3.3.5 Existing Misconceptions in Leaners and the Conceptual Con-

flict 

Learners who attend lessons are no ‘blank slates’. They have their own 

subjective mindsets, motivations, and prior knowledge. It is often the case 

that these pre-existing mental models and the students’ prior knowledge 

clash with the information that the students acquire in class. The pre-exist-

ing mental models sometimes exhibit gaps, are inconsistent or even faulty, 
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but still harbor a strong resistance towards change (Ifenthaler 2006: 22, 

Seel 1999: 158–159). In Section 3.3.2 we have discussed how the subjec-

tive plausibility of a mental model allows a person to solve a problem de-

spite a lack of a complete set of information on the subject. While this is a 

practical advantage it is also dangerous: the mental model despite provid-

ing a solution to a problem can be false. The student continues to entertain 

a misconception (Shute/Zapata-Rivera 2008: 25). Students can have firm 

beliefs on real phenomena established by everyday experience. With these 

in mind they enter the classroom where, for instance, they are confronted 

with a scientific model. The new knowledge is usually more abstract and 

more complex than the pre-existing mental model already rooted in the 

student’s conceptual system, a model whose subjective plausibility has al-

ready been successfully confirmed in the learner’s mind. The teacher, 

therefore, encounters resistance by the student. It is not easy in such cases 

to convince students to overturn or correct their misconceptions. Overturn-

ing the resistance appears only possible through focused external influence 

(Ifenthaler 2006: 19–20, Seel 1991: 8–9, Seel 1999: 158–159; cf. 

Kanaplianik (EL-Bouz) 2016: 110–111). 

What to do when a learner already harbors misconceptions on a certain 

issue? On the one hand, not all misconceptions are stable and resistant to 

change. Some of these misconceptions exist due to a lack of a more 

plausible alternative. Unstable misconceptions can be subjected to quick 

and in-depth conceptual change in a short period of time (Smith/diSessa/ 

Roschelle 1993: 152; cf. Brown/Clement 1989). There are also ways of 

dealing with firmly established misconceptions, however, there is no 

consensus among researchers on how that is best achieved. One approach 

suggests that the students externalize their misconceptions via mindmaps, 

schemas, or similar visual aids, and, subsequently, compare them with the 

correct concepts. By proceeding in this way, students learn to recognize 

anomalies and inconsistencies in their own concepts and are encouraged to 

edit and revise them (Jonassen/Strobel/Gottdenker 2005: 20–21). However, 

an explicit confrontation such as the one just described could also lead to 

a strengthening of a misconception. In such cases, the teacher should not 

attempt to directly combat misconceptions, or to replace them with the 

correct model (Smith/diSessa/Roschelle 1993: 154). The more 

constructive path is to incite conceptual conflict in the students and offer 

them an experiential basis for the complex and gradual process of changing 

their misconceptions/mental models (Hewson/Hewson 1984, Jonassen/ 
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Strobel/Gottdenker 2005: 30, Seel 1991: 211, Smith/diSessa/Roschelle 

1993: 154). 

The conceptual conflict is evoked by a discrepancy between events expe-

rienced by and the expectations of the students. Hence, the nature of a con-

ceptual conflict can be described as follows: 

 

This concept is closely linked to the idea of questioning 'cher-

ished' explanatory approaches and making the necessity of con-

ceptual changes clear. In other words: the 'conceptual conflict' 

aims at restructuring world knowledge. (Translated from Seel 

1991: 211) 

 

The conceptual conflict is not a procedure which simply leads to the sub-

stitution of one’s own model through an expert model. Instead, it is a com-

plex pattern of changes on a systemic level incorporating interconnected 

knowledge elements (Smith/diSessa/Roschelle 1993: 154). It is the first 

step of several towards the reorganization and restructuring of mental mod-

els: First, the student needs to become aware of the contradiction between 

his environment and his own conceptual system. Ideally, this step causes a 

desire for change (Jonassen/Strobel/Gottdenker 2005: 30). In order to help 

the student to get that point the teacher may offer the students additional 

(factual and functional) knowledge that should be reasonable on a subjec-

tive level as well as consistent, plausible, and productive (Seel 1991: 212–

213). 

 

3.3.6 Diagnosing Mental Models 

When we consider what has been discussed in the previous section, we 

must ask ourselves how we can track the formation of mental models. 

Diagnosing mental models offers the promising possibility of gaining in-

sights into the cognitive systems of students. Such insights are not easily 

generated by typical evaluations (such as various tests) (Schütze/Streule/ 

Läge 2011). It should be noted that internal mental models as dynamic 

multimodal representations are not immediately accessible for analysis. To 

analyze them we need to transfer them into an external representational 

form (Engelkamp/Pechmann 1993: 14, Hanke 2006: 58, Ifenthaler 2006: 
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23, Seel 1991: 162). During externalization a mental model is transformed 

and adapted to external semiotic systems. By doing so one needs to pay 

attention to the fact that the mental model at the core of the externalized 

model is not completely identical with its externalization (cf. Jonas-

sen/Strobel/Gottdenker 2005). It is, therefore, highly relevant to find the 

appropriate form for the externalization, a form that renders possible an 

adequate and exact representation of a mental model (Hanke 2006: 142, 

Ifenthaler 2008: 57, Ifenthaler 2010: 83). Suitable methodologies and in-

struments include the thinking aloud method, the structure-laying tech-

nique, concept mapping tools, tests for casual models, and surface structure 

comparisons (Ifenthaler 2006: 23). Computer-based tools are the most 

promising instruments for the diagnosis of mental models (cf. Jonas-

sen/Cho 2008). We will describe several in the following paragraph. 

Hanke (2006) attempted to develop an instrument for surveying mental 

models; however, the developed learning environment exhibited several 

drawbacks (such as not considering synonymous terms) (Hanke 2006: 142). 

The combined HIMATT software (Highly Integrated Model Assessment 

Technology and Tools) represents a step further in the development of 

computer-based analyses. The software combines several qualitative and 

quantitative methodological approaches for the diagnosis of mental models 

in a single environment. The HIMATT software also makes it possible to 

analyze structure, complexity, integrity, semantics, and propositional com-

pounding (Ifenthaler 2006, 2010, Pirnay-Dummer 2006, Pirnay-Dum-

mer/Ifenthaler/Spector 2010). A further development of the HIMATT is 

the AKOVIA software (Automated Knowledge Visualization and Assess-

ment) used for the visualization of mental models on the basis of written 

texts (Pirnay-Dummer 2011, Pirnay-Dummer/Ifenthaler 2010, 2011). Both 

tools have been empirically tested (Mistree/Ifenthaler/Siddique 2013 for 

AKOVIA). They were able to determine changes of the mental models in 

the respective study participants. 

 

3.3.7 Summary 

- Mental models represent flexible and dynamic knowledge struc-

tures closely interconnected with imagery-based thinking. These 

models are constructed in the working memory when new infor-

mation cannot be assimilated into existing cognitive structures.  
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- Mental models are meant for problem-solving. This is the reason 

why the models produce subjective plausibility and are used for 

illustration and simplification of contexts of the extralingual world. 

They are also used for formation of analogies and mental simula-

tions of processes.  

- Mental models can be developed and modified through learning 

processes during which the student (ideally) quickly advances 

from a novice model to an expert model. The final result is that the 

mental model is stabilized and stored as a schema in the long-term 

memory.  

- The formation of mental models can be externally influenced by 

instructional measures such as supporting the conceptual system 

on various levels, offering different methods of learning as well 

adequate visualization types, and using instructional models and 

animations. 

- If the students already entertain misconceptions these can be 

changed by triggering conceptual conflicts. 

- The analysis of mental models via computer-based instruments of-

fers promising possibilities for tracking and assessing the changes 

in a learner’s knowledge system. 
 

3.3.8 Review Questions 

1. Explain the process behind the formation of mental models. 

2. Describe the most important properties of mental models. 

3. How is a mental model constructed during the learning process? 

4. How do animations assist in the formation of mental models? 

5. How can a teacher deal with students’ misconceptions? 
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4 Grammar 

Humans have been fascinated with the phenomenon and the structure of 

language for thousands of years. This chapter focuses on the term as well 

as the concept of grammar. The term itself has its origins in antiquity, 

though at that time it was associated more strongly with philology. With 

new insights from the various modern linguistic subdivisions (such as neu-

rolinguistics, research into language acquisition or the phenomena of lan-

guage change), new questions arise constantly in the area of grammar. It is 

a goal of language acquisition research to define grammar in a way that 

makes it possible to explain the phenomena in terms of first and second 

language acquisition. Up to this point, theories were able to describe lan-

guage production, but they were not adequate: they were not able to explain 

the process of acquisition itself (see Chapter 7 in this volume). Furthermore, 

researchers always examined the influence of specific languages on human 

thought (assuming linguistic relativity) which is a concept that goes back 

to Wilhelm von Humboldt (also see Chapter 5.2). Researchers today use 

innovative methods such as eye-tracking to gain new insights which may 

have consequences for the underlying theory of grammar. 

In the first part of this chapter, we will discuss what grammar is in general 

and which assumptions with regards to language (and language produc-

tion) underly certain grammar theories. We will elaborate on the differ-

ences between various approaches. Following that, we will move on to fo-

cus on the theory of construction grammar. We continue in Chapter 4.2 

with a more in-depth consideration of construction grammar and its various 

trends, similarities, and differences as well as the term ‘construction’ itself. 

The third part, Chapter 4.3, deals with the mental representation of con-

structions taking multilingualism into account. 
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4.1 Approaches to Grammar 

Anne-Katharina Harr 

The first part of this chapter deals with the concept of grammar. After 

defining the term independently from theories, we will present three dif-

ferent grammar theories. The starting point will be de Saussure’s under-

standing of language as a system of signs. In de Saussure’s theory, gram-

mar defines the rules for linking signs. The second theory presented will 

be Chomsky’s theory of generative grammar which assumes that humans 

are born with an inherent so-called universal grammar. This inherent 

grammar includes a system of transformation rules which speakers use 

to produce sentences. Apart from these concepts, the dichotomy between 

Chomsky’s I-/E-language will be discussed critically. Finally, we will 

present construction grammar as a usage-based approach. The main rep-

resentative of the usage-based approach is Michael Tomasello. To-

masello assumes that grammar emerges from the conventionalization of 

linguistic structures, and that there is no inherent language specific dis-

position for language learning. This view is subsequently combined with 

a constructional approach to grammar, to which we will return again in 

Chapter 4.2. 

 

Study Goals 

By the end of this chapter, you will be able to: 

− give a differentiated definition of the term ‘grammar’ 

− classify and explain the views of de Saussure and Chomsky, as 

well as those of functional grammar and construction grammar 

− critically differentiate between the approaches and identify their 

boundaries. 

 

4.1.1 The Term ‘Grammar’ 

The term grammar originates from the Greek noun γραμματική (grammat-

ikē – ‘knowledge of writing‘) which in turn is derived from γράμμα 

(grámma – ‘alphabet letter, writing, post letter‘) (Bußmann 2008: 259). In 
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antiquity, the term referred to all arts concerned with composing and inter-

preting written texts. In the Middle Ages, grammar merely referred to the 

theory of style and language of the classic languages, especially Latin. 

Grammar, along with rhetorics and dialectics, represents an area of the triv-

ium, that is, the first three of the seven liberal arts at medieval universities, 

which all students had to deal with at the beginning of their studies (cf. 

Tavoni 2000). Already in Humanism the term is used less restrictively and 

was also applied to non-classical languages. This shows that during that 

time, grammatical structures were also attributed to other languages (for 

instance indigenous languages such as Nahuatl in Mexico and Nyulnyulan 

in Australia, beside the national languages such as German or Russian) that 

seemed worthy of description (cf. Stangl 2010: 86). In modern linguistics, 

the term ‘grammar’ is used to describe different subject areas (cf. Bußmann 

2008: 259f.): 

(1) Traditionally, grammar refers to the knowledge or teaching of the 

morphological and syntactic regularities of a natural language. 

Linguistic sub-areas such as phonetics and semantics are usually 

left out (cf. Helbig 2001). 

(2) Grammar is considered as a structural system of rules that under-

lies the processes of language production and comprehension (cf. 

de Saussure’s approach in Section 4.1.2). 

(3) Chomsky considers grammar (as discussed in Section 4.1.3) as a 

linguistic theory, that is, as a model for mapping language compe-

tence (Chomsky 1965: 40). 

(4) In encyclopaedias, grammar is used metonymically as a key word 

for the systematic description of the formal regularities of a lan-

guage. 

The relevant linguistic reference works (such as Bußmann 2008 or 

Glück/Rödel 2016) do not take into account the view of grammar underly-

ing construction grammar, which is explained in more detail in Section 

4.1.5. 

In addition to these distinctions, there are further aspects in the description 

of grammar(s), which cannot be discussed in detail here (for example de-

scriptive/normative/didactic grammar, corpus grammar and so on; for 

more details, see Glück/Rödel 2016 and Helbig 2001).  
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If we start from a narrow definition of the term, which subsumes the mor-

phosyntactic aspects of a language under grammar, the question arises why 

we need grammar at all. That we need the entries of the lexicon to put 

meanings into words seems obvious. However, it is far less obvious why 

natural languages have regularities, for example, in inflection or in word 

order. The reason for this is the fact that it is only through the use of gram-

mar that we are able to express unambiguously complex facts that do not 

only refer to the here and now, and in this way to communicate economi-

cally with others. Furthermore, it is assumed that humans are only capable 

of higher cognitive performance through the use of language, as we use 

language to solve problems (cf. Baldo/Dronkers/Wilkins/Ludy/Raskin/ 

Kim 2005, Gentner 2003). It is not necessary to speak our thoughts out 

loud, we often silently verbalize our thoughts in our head. Vygotsky (1992: 

224) calls this process inner speech.  

Important for the following chapters is the differentiation of the term de-

pending on the underlying conception of language, i.e. the differentiation 

of the term ‘grammar’ on the basis of the theory of language, which forms 

the basis of the respective linguistic trend. The consideration of this aspect 

is particularly relevant in the use of teacher and learner grammars, since 

the structure and presentation of the material depends on it. 

 

4.1.2 The Perspective of Ferdinand de Saussure 

When dealing with grammar, it is inevitable to mention the name of Ferdi-

nand de Saussure (1857-1913). His post-humously published Cours de lin-

guistique générale (1916) is the starting point for European structuralism. 

In order to grasp de Saussure’s understanding of grammar, we will first 

discuss his definition of language. De Saussure distinguishes between fa-

culté du langage, langue, and parole. ‘Faculté du langage’ is the human 

ability to produce language and involves neuro-physical processes. In con-

trast, the term ‘langue’ refers to a conventionalized system of signs in 

which signifiants are arbitrarily assigned meanings (signifiés) as shown in 

Figure 4.1 using the example of a tree. 
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Figure 4.1: De Saussure’s concept of signs (cf. de Saussure 1969: 99) 

 

The abstract entity of langue which includes sounds, words, and phrases, 

is a social product which exists exclusively in the minds of speakers and is 

passed on by a kind of tacit agreement among members of a language com-

munity (conventionalizing). In contrast, ‘parole’ is defined as the lan-

guage-specific performance of langue, which is executed individually by 

the speakers (cf. de Saussure 1969: 13). Syntactical processes are the ar-

rangement of phrases in a single sentence. These are, strictly speaking, not 

a phenomenon of langue but are a phenomenon of parole instead. Apart 

from syntagmata which are a sequence of linguistic expressions, “cons-

truits sur des formes régulières. En effet, comme il n’y a rien d’abstrait 

dans la langue, ces types n’existent que si elle en a enregistré des spécismes 

suffisamment nombreux” [“To the language, and not to speech, must be 

attributed all types of syntagmas constructed on regular patterns. Since 

there is nothing abstract in linguistic structure, such types will not exist 

unless sufficiently numerous examples do indeed occur”; de Saussure 

1983: 123] (Harris 1987: 173). 

When a syntagma has to be analyzed as a regular form, that is, how often 

it must occur in the language, is not discussed by de Saussure and is not 

the focus of his interest. 

According to de Saussure, language should be studied independently from 

its use. Nevertheless, de Saussure is aware of the interdependency of the 

two systems: parole is both instrument and product of langue (de Saussure 

1969: 37). Therefore, linguistic change can only happen through the parole. 

Speakers change certain conventions in their daily language use and over 

time, these changes become part of the langue where they become the norm.  

arbor 
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From this it is evident that de Saussure, like those structuralists who took 

up his approaches, sees language primarily as an ordered system. Therefore, 

the goal is to describe the structure of the system on the basis of a corpus 

of synchronous language data: this linear sequence of units has to be seg-

mented, and these units then have to be classified based on their paradig-

matic relations (i.e. elements of the same category). Language, or more 

specifically, the langue, is thus seen as the totality of devices which deter-

mine the structure of individual speech acts (cf. Bierwisch 1971). De Saus-

sure’s langue can therefore be equated with one of the meanings with 

which grammar is defined: it is “a system of rules capable of precise for-

mulation, which when applied repeatedly, generate, […] all the sentences 

of a language” (Bierwisch 1971: 48).  

 

4.1.3 Chomsky’s Understanding of Grammar 

As before, we first need to look at Noam Chomsky’s definition of language, 

on which he has built his understanding of grammar. Chomsky’s under-

standing of language is at first sight fundamentally different from de Saus-

sure’s, even if both focus on the language system. 

Chomsky defined language “as a set (finite or infinite) of sentences, each 

finite in length and constructed out of a finite set of elements” (Chom-

sky/Lightfood [1957] 2002: 13; cf. Chomsky [1980] 1989: 220). From this 

quotation one of Chomsky’s basic assumptions about language can already 

be gleaned: Language is based on the principle of recursion. This principle 

states that an unlimited number of expressions can be produced from a lim-

ited number of units. This statement can refer to words as well as sentences. 

Thus, recent generative work assumes that the innate predisposition for 

language acquisition is limited to the principle of recursion (cf. Hauser/ 

Chomsky/Fitch 2002). 

The above definition of language is very global and can be applied to other 

formalized systems such as mathematics. According to Chomsky, a lin-

guistic system that consists of sounds and meanings encompasses three 

different categories of units (cf. Chomsky [2000] 2007: 10): 

(1) Features: the properties of sounds and meanings 

(2) Lexical items denote those items that are composed of features. 

(3) Complex expressions: units consisting of lexical items. 
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Features and lexical items represent the limited means from which, via 

combination, can be generated an infinite number of complex expressions. 

This term can be equated with sentences. Consequently, Chomsky limits 

his concept of grammar to syntax.  

In his early works, Chomsky distinguished between competence and per-

formance. He later replaced this dichotomy with the conceptual pair inter-

nalized-language (I-language) and externalized-language (E-language). 

This distinction has several parallels to de Saussure’s concepts of langue 

and parole. Language competence (just like as the langue) underlies lan-

guage use, “[but] is not realized in any direct or simple way in behaviour” 

(Chomsky 1972: 4). Performance, on the other hand, reminiscent of de 

Saussure’s concept of parole, is influenced by various factors such as 

“memory, time, and organisation of perceptual strategies that are not mat-

ters of grammar” (Chomsky 1972: 117). Similar to competence, I-language 

is considered as the mental representation of an ideal speaker’s language 

knowledge (Chomsky 1986: 22). Consequently, a specific grammar is the 

theory of the respective I-language (Chomsky 1986: 29). In contrast to de-

scribe E-language, one considers empirical language data and then de-

scribes its properties (Cook/Newson [1991] 1998: 36). Chomsky views E-

language as a “construct independently of the properties of the mind/brain” 

(Chomsky 1986: 20). Therefore, E-language cannot be equated with per-

formance.  

According to Dürscheid (cf. 2012: 126), Chomsky’s focus is on the formu-

lation of general laws. The linguistic data serve to modify these, if neces-

sary. Chomsky’s interest therefore consists only in the description of the I-

language. According to him, the E-language, which structuralism had in 

focus, only plays a minor role in the establishment of a theory of language 

(cf. Chomsky 1986: 24–26).  

For a long time, scholars of generative grammar assumed that every per-

son was born with a universal grammar (UG), enabling her to acquire 

any language of the word. The UG consists of general principles and lan-

guage-specific parameters, that are set depending on the type of input (for 

more details see Chapter 6.1). It is not the goal of generative grammar to 

describe the grammar of one specific language. In contrast, UG aims to 

uncover the general regularities that form the basis of all languages. This 

so-called deep structure is the abstract level underlying the concrete reali-

zation of linguistic forms with their differences in word and phrase order 

called surface structure.  
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Since the turn of the millennium, representatives of generative grammar 

itself have more and more frequently been questioning the assumptions 

presented. In particular, the task-specific innate universal grammar is 

hardly compatible with recent findings from language acquisition research 

(cf. Fanselow 2002: 233). That is why, as mentioned above, only the prin-

ciple of recursion is considered innate by Chomsky himself. 

However, generative approaches did not stagnate at this point, but have 

evolved to a large extent. Many advocates of generative grammar have 

turned to optimality theory over the past years, a meta-theory that consists 

of different components and principles. This approach is used to explain 

first, second as well as foreign language acquisition, with a focus on pho-

nology (cf. Bhatt/Bolonyai 2011, Fikkert/de Hoop 2009, Hancin-Bhatt 

2008).  

 

4.1.4 Functional Grammar 

The general characteristics of functional grammar, as presented below, also 

apply to construction grammar a theory we will focus on in Section 4.1.5 

and that will be elaborated in even more detail in Section 4.2.  

Functional grammars are usually grouped together as those streams which 

explicitly distance themselves from formal grammar theories like genera-

tive grammar. All functional approaches are of the opinion that language 

cannot only be analyzed in isolation, but only in relation to its role in in-

terpersonal communication (cf. Smirnova/Mortelmans 2010: 13). There-

fore, language use is not excluded, instead but one tries to infer the under-

lying structures by analyzing the communicative and cognitive functions 

of language. In contrast to Chomsky, the focus is also on areas other than 

syntax.  

 

In the functional paradigm, on the other hand, a language is in 

the first place conceptualized as an instrument of social interac-

tion among human beings, used with the intention of establishing 

communicative relationships. Within this paradigm one attempts 

to reveal the instrumentality of language with respect to what 

people do and achieve with it in social interaction. (Dik 1997: 3) 
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Compared to construction grammar, which we will be discussing in the 

next chapter, the goal of functional grammar as it was established by Dik 

(1997) is to specify all possible linguistic expressions with the help of gen-

eralizations and their expression in grammatical rules (Jungen/Lohnstein 

2006: 101).  

The limitations of generative grammar, which functionalists often point out, 

will be illustrated by an example that shows why it is necessary to consider 

utterances in their discursive context (cf. Welke 1994: 16; also cf. Welke 

2005): 

(1) The dining hall is next to the library. 

(2) The library is next to the dining hall. 

In the first sentence (1) the localization of the dining hall is seen from the 

library, while in sentence (2) the perspectivation is reversed. Both sen-

tences are grammatically correct, however, they differ with regard to their 

function in discourse. Sentence (1) is the answer to the question Where is 

the dining hall? But not sentence (2). The change of perspective conse-

quently determines how the subject position is filled, which cannot be ex-

plained purely through syntax. Only by examining the sentences from a 

functional-pragmatic perspective, we can explain why the two sentences 

are not equivalent (cf. Dürscheid 2012: 174). Functionalists advocate tak-

ing into account not only the rules for the formation of linguistic expres-

sions (at the levels of semantics, syntax, morphology, and phonology), but 

also the pragmatic rules that define the conditions for the use of utterances. 

In example (1) and (2) this would be the perspective of the speaker. Dik 

(1997: 4) emphasizes that only an explanation of the linguistic rules 

through their functionality within the discourse is powerful. Consequently, 

grammar rules should only be traced back to the rules and principles of 

social and communicative interaction (Jungen/Lohnstein 2006: 102).  

Representatives of formal linguistic theories counter the functionalists that 

their approach, in turn, cannot explain certain phenomena such as the in-

correct sentence-final verb position in main clauses. We will not go into 

the theoretical disputes between the proponents of the two positions here, 

but it should have become clear that there are two positions which differ 

fundamentally in the importance they attach to communicative-functional 

aspects. 
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4.1.5 Construction Grammar  

Construction grammar that we will introduce in this chapter serving as a 

transition to the following two chapters differs in several aspects from 

functional grammar, in particular with regard to the central role of con-

struction and its definition. Construction grammar views language as a net-

work of form-meaning pairings, called constructions. In this approach, a 

construction is a conventionalized symbolic unit where, “all levels of 

grammatical description involve such conventionalized form-meaning 

‘pairings’” (Hoffmann/Trousdale 2013: 1). Hence, the term ‘construction’ 

is based on an extended definition of de Saussure’s concept of signs that 

includes morphemes, words, idioms, and abstract sentence patterns, as ex-

ample (1) and (2) illustrate. 

(1) Plural morpheme -s: N-s/PLURAL as in car-s or apple-s 

(2) Lexically fully specified idiomatic expressions: live like a lord, hit 

the mark 

This already shows that there is no longer a dichotomy between lexicon 

and grammar, but that a continuum is assumed. However, as will be ex-

plained in Chapter 4.2 construction grammar is not a uniform model, but 

subsumes different theoretical currents, all of which assume that human 

language consists of signs on all levels (cf. Fischer/Stefanowitsch 2008: 3).  

At this point it is necessary to mention cognitive grammar, which Lan-

gacker established in his foundational work in 1987. His main aim was to 

distinguish himself from the generative models and not to explain language 

by innate rules, but to put the cognitive aspect in the foreground. When a 

speaker wants to express a concept, he has a number of options at his dis-

posal. Which formulation he or she chooses now depends on the one hand 

on the concept itself, but un the other hand also on the situational context 

and the conventionalized units (ranging from morphemes to specific link-

ing patterns). Smaller units such as morphemes can be part of larger units 

(words), and these can again be part of sentences. The units overlap with 

each other, that is why Langacker’s (1987: 73) definition of grammar dif-

fers fundamentally from Chomsky’s: “The grammar of a language is thus 

a vast inventory of units structured in hierarchies that overlap and intersect 

on a massive scale”.  

As will be explained in Section 4.2.3, Langacker’s cognitive grammar 

(1987) differs significantly from construction grammar in certain aspects. 
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Nevertheless, both currents share crucial characteristics, such as the as-

sumption of a lexicon-grammar continuum. Therefore, Langacker’s ideas 

have been taken up and were further developed mainly by cognitive-usage-

based approaches within construction grammar (cf. Fischer/Stefanowitsch 

2008: 2).  

So far, three basic assumptions of construction grammar have already been 

stated: 

(1) Construction represents the only relevant descriptive category for 

language. 

(2) The structure of language can be described simply by construc-

tions of varying degrees of abstraction.  

(3) Consequently, there is a continuum between lexicon and grammar. 

In the following, we will now discuss two further points in which the as-

sumptions of construction grammar and formal approaches differ: lan-

guage acquisition and the concept of language competence. 

Construction grammar approaches, especially those that consider them-

selves usage-based, aim to replace the mathematical view on language 

prevalent in generative grammar with a psychological focus (cf. Tomasello 

2000a, 2003, 2009). Representatives of this approach criticize the classic 

concept of language as a system of signs, which is characterized by gram-

matical rules. They prefer to speak of linguistic patterns and regularities. 

As a result, language consists of “more cognitively sophisticated learning 

and abstraction processes” (Tomasello 2000a: 247). This means that a 

number of purely cognitive abilities are necessary for language acquisition, 

such as the ability to form analogies or to abstract. Children are not born 

with a UG, they rather use their general cognitive as well as their socio-

pragmatic abilities to acquire language. They observe how adults use spe-

cific constructions and relate them to their intended meaning (Tomasello 

2009: 79). Children begin to successively abstract more and more abstract 

schemata from concrete utterances. They are able to use and combine these 

abstract schemata productively with increasing creativity (cf. Lieven/Beh-

rens/Speares/Tomasello 2003, Lieven/Tomasello 2008). This process will 

be discussed in more detail in Chapters 4.2 and 7.1. 

The main characteristic of language is therefore its role as a communicative 

system within a language community (cf. Lyons 1970: 7), which is passed 
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on from one generation to the next. Grammar is just a derivative that copes 

with the functional demands that ‘packaging’ a message requires.  

 

The grammatical dimension of human linguistic communication 

consists in the conventionalization of and cultural transmission 

of linguistic constructions – based on general cognitive skills, as 

well as of shared intentionality and imitation – in order to meet 

the functional demands of the three basic communicative motives, 

leading to a grammar of requesting, a grammar of informing, and 

a grammar of sharing and narrating. (Tomasello 2008: 326) 

 

Linguistic competence, in a functional sense, means the mastery of all units 

and patterns of a specific language abstracted from input by general cog-

nitive abilities. Linguistic patterns are considered as being always in a state 

of flux, as the speakers continuously and subconsciously analyze their in-

put and adjust their linguistic knowledge accordingly. Therefore, the lan-

guage-knowledge is considered to be much more extensive and complex 

in construction grammar approaches as compared to the core grammar that 

underlies I-language in formal approaches. The description of grammar 

cannot be achieved by formulating regularities, since language is under-

stood as something dynamic that is constantly changing and whose use or 

meaning depends largely on the context. Consequently, grammar is not 

modular and not derivational (cf. Fischer/Stefanowitsch 2008: 5), it is ra-

ther influenced by cognitive factors and does not rely on the application of 

transformational rules to generate sentences. Nevertheless, a broader em-

pirical base is needed from neurolinguistics and work through computer 

simulations to see how construction grammar can be modelled neurocog-

nitively and thus invalidate the arguments of formal linguists (Rostila 

2011). 

 

4.1.6 Summary 

- The term ‘grammar’ has various meanings, some of which are 

closely related to particular theories of grammar or language. 

- Both the structuralist de Saussure and the main representative of 

generative grammar, Chomsky, who both study primarily the 
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abstract properties of the language system, the units of language 

and their relationship to each other, view language as something 

static. 

- De Saussure’s and Chomsky’s views have been criticized for not 

paying attention to parole and E-language, even though language 

use has its own regularities. De Saussure’s work focused primarily 

on the sign, i.e. the lexicon; Chomsky focused on syntax. For this 

reason, neither approach constitutes a comprehensive theory of 

grammar. 

- Representatives of functional grammar and construction grammar 

focus on language use. They, therefore, view language as a dy-

namic, constantly changing system. 

- Particularly the usage-based approaches of construction grammar 

can explain certain phenomena of language acquisition (such as 

different acquisitional patterns) more simply and economically 

than generative models. 

 

4.1.7 Review Questions  

1. Why and for what reason do we need grammar in the narrower 

sense? 

2. What does de Saussure mean by the terms ‘langue’ and ‘parole’? 

3. How do representatives of the generative approach define gram-

mar? 

4. What is the functionalists’ critique of generative grammar? 

5. What are the new aspects brought into play by construction gram-

mar? 

6. What does language knowledge look like according to advocates 

of construction grammar? 

7. How do the functional approaches differ from formal ones?  
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4.2 Construction Grammar – Basic Ideas 

Nikolas Koch 

In this chapter as well as in the next, we will develop the basic criteria of 

the approaches that are ascribed to construction grammar. Construction 

grammar is not a uniform theory, but consists of a series of approaches 

to grammar theory. All of these approaches share fundamental perspec-

tives on language knowledge, such as the conviction that it must be the 

goal of language and grammar theory to describe and explain language 

knowledge with a single model. This is based on the notion that language 

knowledge can be captured with the format of construction. This convic-

tion is shared by all the different approaches of construction grammar. 

We will first present the common characteristics of the various ap-

proaches within construction grammar, and subsequently explain the 

concept of construction with various examples of types of constructions. 

Next, we will discuss the idea of argument structure constructions, first 

presented by Goldberg (1995). Argument structure constructions present 

an all new understanding of language structures. We will conclude with 

an introduction to the most important theoretical currents of construction 

grammar. 

 

Study Goals 

By the end of this chapter, you will be able to: 

− name and explain the basics of construction grammar approaches 

− understand the differences and similarities between various con-

struction grammar approaches 

− explain the concept of construction and the resulting relation be-

tween syntax and lexicon 

− explain constructions with respect to formal features and content 

− explain the exceptional features of argument structure construc-

tion. 
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4.2.1 Introduction to Construction Grammar 

Over the last thirty years, construction grammar and its various currents 

have established themselves as a serious alternative to dominant generative 

and formal approaches (see Chapter 4.1) for describing and explaining lan-

guage. The term ‘construction grammar’ however does not apply to a sin-

gle theory of grammar, but to a group of theoretical approaches. Most of 

these approaches share the central premises of cognitive linguistics, spe-

cifically in the area of grammar. The following five core concepts serve as 

a basic premise (cf. Koch 2019, Goldberg 2013: 15-16, Smirnova/Mor-

telmans 2010: 135). 

(1) Grammatical constructions: Every utterance in a language, no 

matter how abstract or complex, always links form with meaning. 

This is true for traditional lexical units (words) as well as larger 

linked constituents such as ditransitive constructions (see Section 

4.2.3). This rescinds the strict separation of lexicon and grammar 

practiced in the vast majority of other theories.  

(2) Surface structure: Different descriptive levels of grammar, such 

as in Chomsky’s generative grammar are rejected (see Section 

4.1.3).  

(3) Construct-i-con: Constructions of varying degrees of complexity 

and abstractness comprise the grammar of a language in form of 

an interconnected network. The constructions within this network 

are connected via various hereditary relations (see Chapter 4.3 and 

Diessel 2023). This common descriptive level is called the con-

struct-i-con, a term which fuses the words construction and lexicon. 

(4) Learnability: A language-specific genetic predisposition is not as-

sumed. Grammar is learned on the basis of linguistic input and 

general cognitive principles, and hence is not an inherent ability. 

(5) Usage-based: The term ‘usage-based’ means that language struc-

ture emerges from language use, and children build up their lan-

guage relying on their general cognitive skills. Usage-based ap-

proaches typically draw on cognitive processes, such as categori-

zation, analogy, and chunking to explain language structure and 

function. A distinctive feature is that linguistic knowledge consists 

not only of lexical knowledge and abstract syntactic knowledge, 

but also contains generalizations of different degrees of specificity. 
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The last assumption is not shared by all approaches in equal meas-

ure, but nevertheless constitutes a central interface for theories of 

language acquisition, language production as well as language 

change (cf. Goldberg 2013: 16, Goldberg 2019). 

The various approaches do not value all of these concepts in equal measure. 

Still, these are characteristic core concepts of constructional grammar the-

ories. Apart from these five core concepts, there are numerous theoretical 

premises by which the various approaches of construction grammar can be 

categorized (cf. Fischer/Stefanowitsch 2008: 8–14).  

 

4.2.2 The Concept of Construction 

The definition of construction varies between the different theoretical cur-

rents within construction grammar (see Section 4.2.4). We will present the 

definition of construction from the perspective of cognitive construction 

grammar (CCxG), which is the approach that has been the most discussed 

recently. 

One of the most important principles of construction grammar theories is 

the conviction that all areas of a speaker’s linguistic knowledge can be ac-

counted for and explained on only one linguistic descriptive level. The con-

struction is the central element in this process. Goldberg defines construc-

tion as follows: 

 

Any linguistic pattern is recognized as a construction as long as 

some aspect of its form or function is not strictly predictable from 

its component parts or from other constructions recognized to ex-

ist. In addition, patterns are stored as constructions even if they 

are fully predictable as long as they occur with sufficient fre-

quency. (2006: 5) 

 

A construction, thus, represents a pairing between form and meaning. Fur-

thermore, Goldberg names two additional criteria. Either form or meaning 

needs to be non-compositionally determinable. This means, for instance, 

that the meaning of a construction lies beyond the sum of its combined 

partial meanings. This is the case when parts of the construction are already 

mentally available (first criteria) (cf. Ziem/Lasch 2013: 11). The first 
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criterion no longer applies when a construction occurs with sufficient fre-

quency (second criterion).  

Figure 4.2 illustrates how the form of a construction can be linked with 

different kinds of linguistically relevant information. These include syn-

tactical, morphological, or phonological features (cf. Boas 2013: 234). The 

meaning side of a construction contains semantic information alongside 

with conventional aspects associated with the function of the construction. 

An example of a conventionalized aspect would be the knowledge of dis-

course features, which enables the speaker to delete obligatory arguments 

from utterances, as in the sentence The tiger killed again (Goldberg 2006: 

190). What is missing here is the normally obligatory addition of the direct 

object (who or what did the tiger kill again?). Despite that, interpreting this 

statement is simple. Constructions’ aspects of form and meaning are indi-

visibly connected via a symbolic relationship. The parallel to de Saussure’s 

concept of signs is apparent here (see Section 4.1.2; cf. Taylor 2002: 38–

44). Construction grammar, like many other theories, assumes that the as-

signment of form and meaning is arbitrary. Perceiving constructions as 

conventionalized form-meaning pairings has a considerable effect on the 

structure of grammar (cf. Boas 2013: 234, Hilpert 2014). Consequently, as 

language knowledge is always a connection between form and meaning, 

scholars of construction grammar assume a direct link between syntax and 

semantics (cf. Goldberg 1995: 7). Hence, they reject dividing syntax and 

semantics into separate mental models:  

 

Each construction will be a form-meaning pair (F,M) where F is 

a set of conditions on syntactic and phonological form and M is 

a set of conditions on meaning and use. (Lakoff 1987: 467)  

 

Lakoff’s definition can be represented graphically as seen here: 
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Figure 4.2: The structure of a construction according to Croft (2001: 18) 

 

4.2.3 Types of Constructions 

Constructions are not restricted in terms of abstractness or complexity. All 

linguistic levels, be it morphemes, words, phrases, or whole sentences, 

count as form-meaning pairings and, therefore, as constructions (cf. Boas 

2014: 44–45, Goldberg 2006: 5). This is the point in which the concept of 

construction strongly diverges from de Saussure’s concept of signs. Pro-

ponents of the concept of construction assume that there is no restriction 

whatsoever on the degree of abstractness or complexity. Lexical mor-

phemes such as the words dog or pretty count as syntactically simple con-

structions and concrete in their meanings. The idiom to keep an eye on 

someone is quite the opposite: though it is also concrete, it is syntactically 

complex. However, constructions can also be represented mentally in a 

completely abstract way, such as the ditransitive construction [[NPSUB] 

[VP] [NPOBJ] [NPOBJ]]. However, whether a completely abstract level of 

linguistic knowledge actually exists and is used by speakers is an issue 

which is discussed extensively in construction grammar (cf. Ambridge 

2020a, b, Goldberg 2019).  

Constructions are classified in a continuum between their degree of ab-

stractness and specificity on the one hand and their complexity and sim-

plicity on the other hand. All constructions of a language can be located on 

this continuum. Goldberg (2013: 17) offers an overview of the various lev-

els of constructions regarding complexity and abstraction (for English, see 

also Hoffmann 2022). This list is necessarily incomplete as the description 

of language by constructions is exhaustive: 
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Construction  Examples  

Word  Iran, another, banana  

Word (partially filled)  pre-N, V-ing  

Idiom (filled) going great guns, give the Devil his 

due 

Idiom (partially filled) Jog <someone's> memory, 

<someone's > for the asking 

Idiom (minimally filled) 

The Xer the Yer 

The more you think about it, the less 

you understand  

Ditransitive construction: 

Subj V Obj1 Obj2 (un-

filled)  

He gave her a fish taco, He baked her 

a muffin  

Passive: Subj aux VPpp 

(PPby) unfilled) 

The armadillo was hit by a car  

Table 4.1: Selection of constructions with varying levels of complexity and ab-

straction according to Goldberg (2013: 17) 

 

Table 4.1 illustrates how the formal features of constructions such as size 

and complexity do not necessarily match content features for instance ab-

stractness and specificity. Small or barely complex constructions can be 

specific, as seen in the word banana but can also show a higher degree of 

abstraction such the partially filled word V-ing into which the verb play 

can be inserted, for example, to build the word playing. In the same way, 

complex constructions can be specific, like the idiom give the Devil his due. 

Ditransitive constructions, in contrast, are also complex constructions, but 

display a higher degree of abstractness. The example of the ditransitive 

construction illustrates how constructions can be connected and combined 

to create linguistic expressions. In this way, it is conceivable that the con-

crete words Maria, give, Peter, the book can be inserted in the ditransitive 

construction [[NPNOM] [VP] [NPOBJ] [NPOBJ]]. We can conclude, therefore, 

that we can distinguish between three dimensions of linguistic knowledge 

within usage-based, cognitive approaches (cf. Koch 2019: 60): 

- Specific constructions: fully lexicalized constructions such as 

(complex) words, established multi-word expressions, grammati-

cal phrasemes, and proverbs 
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- Semi-specific constructions or so-called frame-and-slot pat-

terns: partially lexicalized constructions such as derivational and 

inflectional morphemes, schematic idioms, or schematic construc-

tions with lexically specific elements ([[NPNOM] [gives] [NPDAT] 

[NPACC]]) 

- Fully abstract constructions: schematic constructions such as ar-

gument structure constructions. As mentioned before, this level of 

linguistic knowledge is quite controversial within construction 

grammar. 

The approach of cognitive construction grammar (CCxG) (see Section 

4.2.4.1) includes a special type of construction: argument structure con-

structions such as the ditransitive construction. The central definition of 

linguistic structures as form-meaning pairings can also be illustrated more 

clearly here. Most grammar theories assume that the verb determines the 

argument structure of an utterance. These so-called projectionist ap-

proaches view syntactical structures as the result of lexical conditions. The 

explanation of an utterance such as Maria schlägt Peter (Maria hits Peter) 

would be that the verb schlagen (to hit/to beat) requires two additional ar-

guments. In this scenario, the valency of the verb determines the argument 

structure of the utterance (cf. Goldberg 1995: 11). Goldberg (1995) argues 

that a single verb can occur in numerous different argument structures, 

changing its meaning. The prototypical intransitive verb schlagen (to hit/to 

beat) cannot only be used transitively as seen above, but also in the follow-

ing way: Maria schlägt die Vase vom Tisch (Maria hits/pushes the vase off 

the table). Schlagen (literally: to beat) is conceptualized as a process here, 

which effects the movement of an object. It is a meaning that cannot be 

found in the first example. To that end, a variety of analogue examples can 

be found in which verbs appear in utterances that do not pertain to their 

prototypical valency:  

(1)  Maria schlägt die Vase vom Tisch (literally: Maria hits the vase off 

the table). 

Er hustet die Serviette vom Tisch (literally: He coughed the napkin 

off the table). 

Peter zittert den Schaum vom Cappuccino (literally: Peter trembles 

the cream off the cappuccino). 
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Rex hechelt die Wurst vom Teller (literally: Rex pants the sausage 

off the plate). 

 Sie tritt den Ball auf die Wiese (literally: She kicks the ball onto the 

lawn). 

A similarity is evident in the meanings of these statements, despite their 

use of very different verbs. As mentioned before, these examples encode 

the movement of an object via a process. Goldberg (1995) ascribes this 

phenomenon to a common argument structure, which underlies all utter-

ances. Within Goldberg’s approach, it is referred to as a caused-motion 

construction. This is a construction whose form [Subj V Obj Obl] is con-

nected to the meaning [X CAUSES Y TO MOVE Z]. The actual meaning 

does not need to have much in common with the respective statements, 

even when the same verb appears in different phrase structures (in brack-

ets). Stefanowitsch (2008: 248–249) illustrates how this is the case with 

the verb rollen (to roll): 

(2)  Der Ball rollte  

(literally: The ball rolled). 

(subject-predicate  

construction) 

 Der Ball rollte unter den Tisch  

(literally: The ball rolled under the table). 

(intransitive mo-

tion construction) 

 Maria rollte den Ball unter den Tisch  

(literally: Maria rolled the ball under the table). 

(caused-motion 

construction) 

 Josef rollte eine Wurst  

(literally: Josef rolled a sausage). 

(transitive  

construction) 

 Kaspar rollte die Wurst rund.  

(literally: Kaspar rolled the sausage round). 

(resultative  

construction) 

Example (2) shows that not only the verbs (by themselves) determine the 

argument structure of an utterance, but also the construction itself: 

 

Even basic sentence patterns of a language can be understood to 

involve constructions. That is, the main verb can be understood 

to combine with an argument structure construction (e.g. transi-

tive, intransitive, ditransitive, etc.). (Goldberg 2006: 6) 
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Goldberg’s assumption is that syntactic structures always have underlying 

semantic content. For the English language, she has formulated the follow-

ing list of argument structure constructions, which determine the basic 

message on the level of expression: 

Construction Semantic  

content 

Form Example 

Ditransitive X CAUSES Y 

to RECEIVE Z 

Subj V Obj1 

Obj2 

Pat faxed Bill 

the letter. 

Caused  

motion 

X CAUSES Y 

to MOVE Z 

Sub V Obj Obl Pat sneezed the 

napkin off the ta-

ble.  

Resultative X CAUSES Y 

to BECOME Z 

Subj V Obj 

Xcomp 

She kissed him 

unconscious. 

Intransitive 

motion 

X MOVES Y Subj V Obj The fly buzzed 

into the room. 

Conative X DIRECTS 

ACTION at Y 

Subj V Objat Sam kicked at 

Bill. 

Table 4.2: Argument structure constructions of the English language according to 

Goldberg (1995: 3–4) 

 

The difference between the concept of construction within construction 

grammar and de Saussure’s concept of signs is clearly recognizable in the 

argument structure constructions of cognitive construction grammar. The 

caused-motion construction is a complex syntagmatic structure and, being 

a form-meaning paring, possesses underlying semantic content (X 

CAUSES Y to MOVE Z). It is important that the meaning is tied to an 

abstract construction and not to concrete lexical units alone. This aspect 

goes beyond de Saussure’s concept of signs, as all linguistic levels are 

comprised of form-meaning pairings (cf. Koch 2019). 

 

4.2.4 Construction Grammar Approaches 

We now offer an overview of some approaches that currently exist within 

the framework of construction grammar. Basically, these can be divided 

into two areas (cf. Smirnova/Mortelmanns 2010: 135–136, Ziem/Lasch 
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2013: 38–66): cognitive, usage-based approaches and formal approaches. 

The handbook of construction grammar offers more detailed insights into 

the various theoretical approaches (Hoffmann/Trousdale 2013) (for a brief 

summary, see also Ungerer/Hartmann 2023). 

 

4.2.4.1 Cognitive, Usage-Based Approaches 

Cognitive construction grammar (CCxG), cognitive grammar (CG) and 

radical construction grammar (RCxG) can all be counted as cognitive, us-

age-based approaches. Lakoff (1987) developed the CCxG, a theory char-

acterized primarily by the fact that it combines all linguistic structures into 

a single theoretical structure: the construction. Another feature of CCxG is 

that these structures are also psychologically plausible; cognitive construc-

tion grammar also considers the ideas of the cognitive sciences as well as 

the neural sciences to a great extent. Beginning in the 1990s, it was mainly 

Goldberg who significantly influenced the theoretical direction of the ap-

proach by publishing numerous works (significantly 1995, 2006, 2013, 

2019). In comparison to earlier works by Lakoff, Fillmore, Kay and 

O’Connor, Goldberg’s focus changed: peripheral grammatical phenomena 

or isolated phenomena such as the “there-construction” (Lakoff 1987) or 

the “let alone-construction” (Fillmore/Kay/O’Connor 1988) were no 

longer of interest. Instead, it was the core areas of traditional syntax (cf. 

Ziem/Lasch 2013: 40) in the form of argument structures that attracted 

Goldberg's attention. The thematic focus is on the acquisition of construc-

tions and their mental representations. Experimental and neuroscientific 

procedures increasingly complement traditional corpus-linguistic methods 

as the methodological basis of investigations (Boyd/Goldberg 2011, Al-

len/Pereira/Botvinick/Goldberg 2012).  

Cognitive grammar, along with construction grammar, is usually viewed 

as an independent theory. This is due to cognitive grammar developing 

relatively independently from other construction grammar approaches. De-

spite this, the cognitive grammar approach can be traced back to Langacker 

(1982, 1987, 1995, 2008a) and still shares decisive premises with Gold-

berg’s cognitive construction grammar (Langacker 2005). Both theories 

propose a cognitive-semantic explanatory approach to describing syntactic 

structures and functions (cf. Ziem/Lasch 2013: 41). However, a major dif-

ference between the theories is the definition of the concept of construction 

itself. In contrast to Goldberg, Langacker differentiates between morpho-
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logically and syntactically complex units, such as compounds, inflected 

words, or multi-word units, which have the status of a construction. In ad-

dition, non-complex linguistic units such as grammatical morphemes or 

lexemes (‘simplizia’) are referred to as symbolic units (cf. Ziem 2014: 28). 

A more expansive discussion of the differences between cognitive gram-

mar and cognitive construction grammar is found in Goldberg’s publica-

tions (2006) as well as Langacker’s (2009). Both approaches have empiri-

cally lived up to the claim of an independent grammatical theory by re-

cording and analyzing numerous different language phenomena.  

Radical construction grammar goes back to the work of Croft (2001, 2013) 

and takes into account large parts of the assumptions of Langacker's cog-

nitive grammar. However, radical construction grammar includes more ty-

pological and diachronic research in the formation of its theories than is 

the case for other cognitive, usage-based approaches. The approach can be 

considered radical in the sense that Croft questions the existence of syntac-

tic functions such as subject or object. He views word classes such as noun, 

adjective, verb, and so on as building blocks of constructions rather than 

abstract, cross-linguistic categories. In this point, Croft agrees with Gold-

berg and Langacker, but his reasoning is mainly typological and diachrone. 

All three approaches share the conviction that language structures develop 

based on usage and are the result of language use. 

 

4.2.4.2 Formal approaches 

Formal approaches within construction grammar include the Berkeley 

Construction Grammar (BCxG), the Sign-Based Construction Gram-

mar (SBCxG), as well as the Fluid Construction Grammar (FCxG) and 

the Embodied Construction Grammar (ECxG). All of these approaches 

are based (more or less) on distinct formalizations and resemble head-

driven phrase structure grammars (HPSG) in their notation style. 

In both fluid construction grammar and embodied construction grammar, 

this type of notation is used not only for illustration, as in the cognitive, 

usage-based approaches, but also for the systematic implementation of 

constructions in computational systems. The modeling of language pro-

cessing is the main goal, rather than collecting and describing language 

knowledge (Bergen/Chang 2013, Steels 2013) and is inspired by actual 

language use. Both approaches are interdisciplinary in that they draw sub-

stantially on research in computer science, artificial intelligence research, 
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and robotics. So far, however, rather little work exists in this area, espe-

cially with respect to embodied construction grammar.  

In contrast, Berkeley construction grammar and sign-based construction 

grammar are more rooted in the tradition of linguistic theories of grammar. 

In line with cognitive, usage-based approaches, construction was chosen 

as the unified representation format for linguistic units. A modularization 

of language knowledge (syntactic, semantic, morphological, and phono-

logical knowledge), as proposed in approaches to generative grammar (see 

Section 4.1.3), is rejected. Nevertheless, generative rules are used to sepa-

rate semantics from pragmatics. Linguistic redundancies at the mental 

level are rejected by Berkeley construction grammar, although they are ac-

cepted by, for example, cognitive construction grammar. This means that 

if concrete linguistic structures can be generalized, they are lost mentally 

in favor of abstract structures. The ditransitive construction is such an ex-

ample. This construction is an argument structure with three semantic roles, 

an agent, a patient, and a recipient; they create the following schematic 

structure: [[NPSUB] [VP] [NPOBJ] [NPOBJ]]. With the aid of a verb and three 

nominal phrases, the schematic structure can be realized in the shape of, 

for instance, Maria gibt Peter ein Buch (Maria gives Peter a book). In con-

trast to Berkeley construction grammar, cognitive construction grammar 

assumes that semi-specific forms of ditransitive constructions are also 

stored mentally. This is mainly based on frequency effects of linguistic 

structures. Accordingly, semi-specific forms such as the variant [[NPNOM] 

[gives] [NPDAT] [NPAKK]] may be stored in the speaker's construct-i-con, 

since the ditransitive construction is prototypically used with the verb give 

(see Chapter 4.3).  

 

4.2.5 Summary 

- Construction grammar differs from other theories of language in 

its fundamentally different assumptions regarding the structure 

and organization of linguistic knowledge.  

- Construction grammar is not (at least at present) a unified, mono-

lithic theory. This can be seen in the differences between the indi-

vidual research approaches. Nevertheless, these different ap-

proaches share the assumption that all linguistic structures can be 

captured in the format of construction.  
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- Constructions are always form-meaning pairs. This applies not 

only to words, but also to more complex grammatical structures. 

This results in a new understanding of the relationship between 

grammar and lexicon.  

- We introduced argument structure constructions as a special con-

struction type, which is able to illustrate this aspect. Goldberg was 

able to break up the rigid division between grammar and lexicon 

with this new type of construction, by showing that a certain se-

mantic content is always inherent to argument structure construc-

tions.  

 

4.2.6 Review Questions  

1. Name and explain five central premises of construction grammar 

approaches. 

2. Explain how the concept of construction differs from de Saus-

sure’s concept of signs. 

3. Explain the main idea of argument structure constructions. Why is 

this perspective on language different from other concepts?  

4. Explain the notion of three dimensions of linguistic knowledge 

within usage-based, cognitive approaches using examples.  
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4.3 Construction Grammar – Conceptualization and Mental 

Representation 

Katharina Günther 

Now that we have introduced the concept of construction along with the-

ory of various approaches within construction grammar, this chapter will 

focus on the organization of language on a conceptual level. This means 

that we will discuss the mental representation of constructions and how 

constructions are learned, stored, and used. 

All approaches of construction grammar (CxG) assume that all linguistic 

expressions and their underlying conceptualized knowledge can be rep-

resented in one and the same format: constructions. In contrast to gener-

ative grammar, construction grammar does not differentiate between 

deep structure and surface structure (see Chapter 4.1). Language 

knowledge, for instance the knowledge of constructions and their use, is 

depicted in a network of constructions: the constructicon. This term was 

created using the word construction and lexicon and refers to the contin-

uum of lexicon (meaning) and grammar (form). In the following chapter, 

we address the questions of how mental representations of constructions 

actually emerge and how a network develops between them. You will 

learn in the following sections which processes produce construction 

through their usage, what information on constructions is mentally 

stored, as well as about the links between constructions. In the last part, 

we will offer an insight into the special conceptualization of construc-

tions in bilingual speakers, in order to answer the question of how multi-

language constructions are represented in the constructicon. 

 

Study Goals 

By the end of this chapter, you will be able to: 

− develop an understanding of the mental representations of con-

structions 

− understand the way constructions are stored 

− explain the links between constructions within the constructicon 

− describe and analyze the case of bilingual speakers. 
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4.3.1 The Conceptualization of Constructions from a Cognitive, Us-

age-Based Perspective 

So, how are constructions processed, stored, and conceptualized or net-

worked in the constructicon? How do they emerge in the first place? Ac-

cording to proponents of cognitive, usage-based approaches, constructions 

result from language usage, which is why the approaches are called usage-

based (cf. Langacker 1987, Goldberg 1995, Croft 2001). They view lan-

guage, or rather grammar, as a dynamic system that is constantly changing 

due to its dependency on cognitive processes. Various phenomena play a 

role in this dynamic development. We will describe the role of frequency 

in the development and entrenchment of constructions in the constructicon. 

Afterwards, we will detail what information the respective mental repre-

sentations contain on constructions. We should note at this point that CxG 

is merely one possible approach to explaining the mental representation of 

language. As the existence of mental structures and their development can-

not be verified, we must emphasize that these approaches are purely theo-

retical. 

 

4.3.1.1 Development and Consolidation of Constructions as Mental 

Representations 

This section deals with the question of how constructions are represented 

mentally. Which processes contribute to speakers storing constructions on 

a conceptual level on the basis of language use? Or, simply said, how does 

a speaker learn them? 

Entrenchment plays an important part. On the one hand, the term ‘en-

trenchment’ includes diverse processes which contribute to the consolida-

tion of mental representations and lead to various degrees of entrenchment. 

These processes, according to Schmid (2014: 3) include “memory consol-

idation, chunking and automatization”. On the other hand, entrenchment 

also refers to the results of these processes, so-called “entrenched linguistic 

structures” (cf. Langacker 2005: 105, Schmid 2014: 3). All of the construc-

tions that appear in the speakers’ use of language are included in the con-

structicon, a kind of lexicon of all constructions. There, they are stored and 

consolidated and then considered entrenched. Constructions that appear 

frequently are more entrenched than less frequent constructions. The pro-

cess of becoming more entrenched is directly tied to the frequency with 

which the construction is used. Researchers hereby distinguish between 
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type frequency and token frequency. In order to explain the difference be-

tween type and token in linguistics, consider the following brief example: 

(1) A girl goes to the supermarket and buys an apple and a banana while 

another girl waits outside.  

Every single occurrence of an element or linguistic utterance counts as a 

token. Hence, our example sentence contains 18 tokens. Type is a class 

which all words which share a common, underlying abstract unit belong to 

(cf. Bußmann 1996: 812). If we were to define the category word form as 

a type, our sentence has 16 types. Girl appears twice in our example and, 

therefore, to the same type, as it is the same word. The category, or the 

type, does not necessarily correspond to word class as in our example. If 

we defined nominal phrases as types, all nouns of our example sentence 

would be considered to be one type. The phrases a girl and an apple would 

belong to the same type, for instance.  

Now, let us return to constructions; in the example, we considered words 

as individual tokens. Similar to tokens, idioms are a phenomenon that have 

engaged construction grammar from the very beginning. Idioms are com-

binations of words that, as a whole, yield a specific sense that cannot be 

deduced from the individual meanings of the words. A high token fre-

quency means that a single construction appears frequently and unchanged 

as a token, as for examples the idioms break a leg and once in a blue moon. 

Idioms cannot be abstracted any further, as their information content in 

form and meaning is unique. A high token frequency results in idioms be-

ing stored as a unit: they become entrenched. These types of constructions 

cannot be abstracted any further and every element is set lexically. They 

are referred to as specific constructions.  

In English, other frequently occurring constructions are constructions such 

as the -er, the -er. These constructions are called partially-schematic con-

structions as one part of the construction is lexically specified and the 

other part is schematic. Partially-schematic means that the construction is 

partially stored with lexical material, in this case the -er, the -er, which still 

allows for variations in certain places (see Chapter 4.2). Numerous possi-

bilities come to mind for the aforementioned example of the -er, the -er: 

the richer they are, the lonelier they get; the harder you practice, the better 

the result.  

If specific and partially-schematic constructions appear frequently in input, 

it means that the token frequency is high. This in turn means that speakers 
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will be storing a mental representation of this specific construction. As we 

have already noted, constructions cannot be abstracted any further. 

A high occurrence of utterances which correspond to one type of construc-

tion equals a high type frequency. A high type frequency leads to the de-

velopment and storage of abstract, schematic mental representations (also 

called schemas). Schemas are units that come into existence via the struc-

tural and functional similarities of many linguistic utterances (cf. Ziem 

2014: 22).  

A classic example of a schema is the caused-motion construction. Caused 

motion is the phenomenon of a person or object being moved physically 

through the influence of another person or object. Figure 4.3 below shows 

several examples of utterances that contain caused-motion constructions. 

Different linguistic elements can be inserted into a caused-motion con-

struction. Every time this is done, different instances of constructions are 

created (cf. Ziem/Lasch 2013: 197). These instances are similar structur-

ally: they all have a subject, a verb, an object, and a directional phrase. 

These common features make it possible to mentally create a schematic 

construction or mental schemas, through abstraction processes. This is es-

pecially the case when the construction appears frequently in input. Every 

time a speaker encounters this structure in everyday language use, the men-

tal representation is reinforced.  

Figure 4.3: Interplay of different utterances (instances) and abstract mental repre-

sentations (schemas) (own illustration) 

 

 

Instances 

Lisa puts the 

glas on the ta-

ble. 

 

Paul shot the 

ball into the 

goal. 

 

She builds the 

pieces on each 

other. 

 

[Subject] [Verb] [Object] [Dir. Phrase] 

caused motion 

 

Schema, abstract 

construction 

… 



171 

 

Figure 4.4 illustrates how a high token frequency as well as a high type 

frequency can lead to the formation of mental representations. This means 

that the frequent occurrence of linguistic input of the same kind can lead 

to more or less abstract mental representations. On the left-hand side a 

schematic construction with a high type frequency is pictured, i.e. it exhib-

its a high number of instances of structural and functional similarity. On 

the right-hand side, a single, highly frequent token is depicted which can-

not be abstracted any further; it always appears in the same shape and is, 

therefore, an entrenched construction.  

 
Figure 4.4: Entrenched schematic construction (left) versus entrenched tokens 

(right) according to Barðdal (2001: 32) 

 

Productivity is relevant to the formation of the mental representations of 

constructions or conceptualizations. Productivity captures to what extent 

the non-lexicalized slots in a construction can be filled. A construction is 

only productive when many lexical elements can be inserted into its slots. 

The argument structure construction known to us as caused motion (com-

pare Figure 4.3) is very productive, because numerous lexical elements can 

be inserted. The verb ending -ed, which marks the past tense in the English 

language, is another example of a very productive construction and appears 

alongside many verbs (walked, danced, talked). The ending for irregular 

verbs [-ʌŋg/k] (sang, rung) (Bybee 1995) is far less productive because it 

is used for fewer verbs. Productivity is considered a sufficient indicator of 

the degree of entrenchment of a construction, but not a necessary criterion, 

because low productivity does not necessarily go hand in hand with low 

entrenchment (Ziem 2014: 21). The construction [-ʌŋg/k] may be less pro-

ductive, but due to its high token frequency it is just as strongly entrenched 

as the verb ending -ed (Verbs such as sang, rung are also very common in 

language use).  
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4.3.1.2 Storage Forms: Instances and Schemas 

Some proponents of construction grammar assume that high type or token 

frequency results in both item-specific knowledge (specific constructions) 

and abstract constructions (schemas) are stored in the constructicon (cf. 

Goldberg 2006, 2009).  

Several empirical studies challenge this view. A number of different opin-

ions can be found in literature on the topic of if, and to what extent, speak-

ers create abstractions and generalizations and store them as schemas (cf. 

Barðdal 2008: 45; also cf. Croft 2001: 51-53). 

Empirical studies show that speakers might not be storing abstract sche-

matic knowledge at all. Instead, they might be storing and using a large 

number of concrete instances stored as specific constructions (Bybee 2010; 

also cf. Hilpert 2014: 66). Concrete utterances that are highly frequent are 

deeply entrenched and can be easily accessed without having to fall back 

on a schema. We also speak of lexical prefabs in this case, which are pre-

fabricated word rows. These are highly frequent and are processed and re-

trieved as a whole. An example would be what’s up? (cf. Diessel 2016: 

212, Wray/Perkins 2000: 1). 

Also, the use of schemas places high demands on the speaker in terms of 

processing. The speaker needs to make quick decisions when producing 

language and choose which element he or she should insert into a schema 

(cf. Diessel 2004: 21). Schemas are therefore viewed as secondary, as 

“serving more of an organizing function than an active computational one” 

(Langacker 1991: 265). They are only activated when a concrete instance 

is not available when the speaker intends to produce a new and less fre-

quent utterance (cf. Diessel 2004: 23, Dąbrowska 2010). 

However, according to Boas, the knowledge of schemas alone is not suffi-

cient for two reasons: for one, the speakers who only rely on abstract sche-

mas lack verb information needed for producing a construction. Even 

though the verbs talk and speak are commonly viewed as synonyms, it is 

evident in the following example (2) that only the verb talk can be inserted, 

not speak. 

(2) Miriam talked herself blue in the face. 

*Miriam spoke herself blue in the face.  

(Boas 2003: 106) 



173 

 

Secondly, not all verbs accept the same categories of postverbal constitu-

ents, as we will see in the following examples. The examples (3) and (4) 

are resultative constructions. The verb dance necessitates the insertion of 

to + nominal phrase in this case, the verb talk does not. This is information 

that is not contained in the schemas, but which depends on the verb itself. 

Consequently, speakers must store knowledge on specific instances. They 

must know under which circumstances a verb can be used in a certain con-

struction in order to produce the correct expression. 

(3) Jerry danced himself to exhaustion versus *Jerry danced himself ex-

hausted.  

(4) *Nancy talked herself to hoarseness versus Nancy talked herself 

hoarse.  

(Boas 2005: 449) 

Lastly, we must mention that speakers need abstract schemas for the pro-

duction of new utterances (Langacker 2000, Diessel 2004). For instance, 

when we use a new verb in English and form a past tense with it, we base 

it on an abstract construction, the schema -ed. There is a close correlation 

between productivity and entrenchment (see Section 4.3.1.1): as the 

schema -ed is both more productive and more entrenched than [-ʌŋg/k], it 

is more likely to be used (cf. Diessel 2004: 31). 

 

4.3.1.3 Levels of Storage 

Even though the very existence of schemas and their use is disputed, re-

searchers have conjectured a hierarchy of superordinate and subordinate 

constructions (also see Section 4.3.1.5). Superordinate constructions are 

more abstract constructions such as [[Subject] [Verb] [Object] [Directional 

Phrase]] for caused-motion constructions (Figure 4.3) or [Verb + Ending -

ed] (Figure 4.5) for instance. 

 
Figure 4.5: Superordinate past construction and its instances (own illustration) 
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Advocates of formal and cognitive, usage-based approaches have different 

opinions regarding what level information on constructions is stored (see 

4.3.1.4), or how often the information is stored. Kay & Fillmore (1999; 

Berkeley construction grammar) assume that information is only stored 

once in a superordinate construction and is not stored repeatedly in subor-

dinate constructions. Redundancies are, therefore, avoided. An example is 

the superordinate Simple Past tense construction: verbs end with -ed (cf. 

Hilpert 2014: 66 for German). The knowledge of the schemas or the super-

ordinate construction is sufficient for the speaker to apply the ending pro-

ductively to verbs. The subordinate constructions are merely instances of 

jumped and cleaned, which need not be stored individually, as they arise 

from the schemas. This solution is economical, as information is only 

stored once. Usage-based, cognitive theories (Croft 2001, Goldberg 1995) 

tread a different path. They assume the existence of redundant representa-

tions because they are psychologically more plausible. As described in 

4.3.1.2, we can assume that speakers probably are oriented towards lin-

guistic instances rather than towards abstract schemas – as long as they 

appear with sufficient frequency. Speakers refer back to the schemas when 

they encounter a rare verb whose concrete instance is not frequent enough 

to have a high level of entrenchment. In conclusion, information is not 

solely stored in superordinate schemas; they must contain concrete in-

stances as well.  

 

4.3.1.4 Inheritance Links between Constructions 

What would our stored language knowledge look like? What shape would 

it take? How are constructions – be they abstract or specific – connected 

with each other in the constructicon? 

In the constructicon, constructions form a network-type structured inven-

tory of the knowledge that a speaker possesses on language conventions 

(cf. Langacker 1987: 63). As we have seen, the construction network is 

structured taxonomically, meaning that a hierarchy exists in terms of the 

degree of abstraction in constructions. There is more than merely a hierar-

chical arrangement between constructions: relations also exist between 

constructions with the same degree of abstractness (cf. Ziem/Lasch 2013: 

96). The relations between constructions are motivated. It means that con-

struction A can be conjectured partially or completely from construction B. 

B, in consequence, motivates A. This specific construction inherits the 
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formal and functional features of the superordinate, more abstract con-

struction (Hilpert 2014: 60).  

 
Figure 4.6: Different levels of taxonomical hierarchies (inspired by Croft/Cruse 

2004: 263) 

 

The proponents of the various currents have different opinions on the sub-

ject of the types of inheritance links between constructions. Signe-based 

construction grammar (SBCxG) and Berkeley construction grammar 

(BCxG) conjecture a full inheritance link between constructions (cf. 

Kay/Fillmore 1999). According to this approach, either a construction 

passes on all of its features to a filial construction, or none at all. In oppo-

sition, Goldberg (1995) and Langacker (1987) argue that a construction 

can inherit individual pieces of information on form and meaning from 

several superordinate constructions: for instance, the construction I didn´t 

sleep inherits features from the construction [Subject VerbINTRANSITIVE] as 

well as from the construction [Subject Auxiliary-n’t Verb] (Croft/Cruse 

2004: 264). The next section will present models for structuring form and 

content of the constructicon, for example [NPNOM]. 

 

4.3.1.5 Taxonomical Hierarchies 

Croft describes taxonomical relations between constructions (Croft/Cruse 

2004: 262). Every construction with unique morphological, syntactical, 

lexical, semantic, or discourse-pragmatic features constitutes a so-called 

node (Croft 2001: 25). 
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Let us consider the example of the idiomatic construction presented in Fig-

ure 4.7, He hits the bar. Even though this idiomatic construction possesses 

its own node due to having its own meaning, there are still connections to 

other constructions. The more schematic verb-specific construction [Subj. 

hit Object] constitutes a superordinate node. The completely schematic 

construction [Subj. Verb Object] stands above this node. The degree of 

abstractness and schematicity increases: every subordinate construction 

represents an instance of the more schematic construction (also see Fig-

ure 4.7). We can conclude that the superordinate construction passes down 

information on form to the subordinate construction and that constructions 

can inherit information from several schematic constructions.  

 
Figure 4.7: Illustration of taxonomical inheritance links inspired by Croft (2001: 

26) 

 

4.3.1.6 Inheritance Links – What Types Exist between Construc-

tions? 

Goldberg (1995: 74-76) proposes a detailed model for structuring the con-

structicon. She postulates four types of inheritance links between argument 

structure constructions, which we will present in the following section. 

 

Polysemy Links 

Using the ditransitive construction and the caused-motion construction as 

examples, Goldberg (1995) illustrated how some constructions are con-

nected by polysemy. The central, prototypical meaning of the ditransitive 

[Subj] [Verb] [Object]

[Subj] hit [Object]

[Subj] hit the sack [Subj] hit the bar

[Subj] eat [Object]
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construction is the transfer of an object from Z to Y. Lexicalized elements, 

in this case the verb, can expand the meaning of the construction. Table 4.3 

presents different possible meanings of the ditransitive construction. The 

prototypical construction passes on the semantic basic meaning as well as 

the syntactical information to the polysemous constructions. 

Meaning Examples 

X CAUSES Y TO RECEIVE Z Paul gave Mary the flower. 

X CAUSES THAT Y RECEIVES Z 

– condition of satisfaction 

Paul promised Mary a wonder-

ful marriage. 

X ENABLES Y TO RECEIVE Z The bank allowed him a credit. 

X CAUSES THAT Y DOES NOT 

RECEIVE Z 

The police revoked him his driv-

ing license. 

X INTENDS TO CAUSE Y TO RE-

CEIVE Z 

Paul built Mary a house.  

Table 4.3: Polysemy of the ditransitive construction (inspired by Ziem/Lasch 

2013: 99, Goldberg 1995: 75) 

 

Subpart Links 

When construction A is part of construction B but is also capable of exist-

ing independently from construction B, it is setting which Goldberg calls 

a subpart link. A relation like this one exists between a resultative and an 

intransitive construction (for instance Example (5)) as well as between an 

intransitive-motion construction and a caused-motion construction (for in-

stance Example (6)). To elucidate the process, the inherited information is 

underlined in the examples (5) and (6). It corresponds with the nominal, 

verbal, and prepositional phrases. We can conclude from this example that 

every complex syntactical construction maintains subpart links to addi-

tional, simpler constructions. Argument structure constructions, for in-

stance, always include nominal phrase constructions as well as verbal 

phrase constructions. 

(5) A: Paul runs. (intransitive) 

B: Paul runs over a cat. (resultative) 
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(6) A: Paul drives to the supermarket. (intransitive motion) 

B: Paul drives Lisa to the supermarket. (caused motion) 

 

Instance Links 

Instance links exist between two constructions when one of the construc-

tions is a particular case of the other. In this case, construction A is a “more 

fully specified version” (Goldberg 1995: 79) of construction B. This is of-

ten the case for idiomatic expressions. Example (7) presents a resultative 

construction. The resultative construction’s semantic and syntactic infor-

mation is passed on to the instance. It is only in this specific resultative 

construction that a lexical element, in this example the verb drive, in com-

bination with mad receives a certain meaning (here, ‘crazy’). 

(7) The students drive the teacher mad. (instance of a resultative construc-

tion)  

 

Metaphorical Extension Links 

Goldberg illustrates how the content of a construction is extended with a 

metaphorical extension link by expanding the resultative construction into 

a caused-motion construction. 

Examples (8) and (9) describe certain goals: the caused-motion construc-

tion encodes the prepositional phrase into the bowl with a specific goal: the 

activity changes the locality. The resultative construction into pieces does 

not name a specific goal, yet describes metaphorically how the state is 

changed by the activity (from a whole apple to small pieces). 

According to Goldberg (1995: 81), the metaphoric extension is grasped in 

the form of a “change of state as change of location” (Goldberg 1995: 89). 

The meaning of the resultative construction in Example (9) is the direct 

result of the metaphoric extension of the caused-motion construction, 

which is regarded as dominant. 

(8) Paul cuts the apple into the bowl. 

(caused motion) 

(9) Paul cuts the apple into pieces.  

(resultative) 

 

Metaphoric extension  

location → state 
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4.3.2 Conceptualization of Constructions in Multilingual Contexts 

Research in the field of construction grammar has mainly focused on mon-

olingual language use and has dealt primarily with the English language. 

In the 90s, scholars began to increasingly devote themselves to other lan-

guages as well. The basics that had been established up to that point for 

English were applied to other languages (for an overview, see Boas 2010: 

4). Applying the construction grammar approach to any language is effort-

less (Fried/Östman 2004). Scholars then turned to the question of how they 

may apply their knowledge of language and constructions to multilinguals. 

Over the course of this chapter, we will gain insights into the basics of 

construction grammar perceived in a multilingual context.  

 

4.3.2.1 Language-Specific Constructions 

The first question to be asked when studying various languages and their 

underlying constructions, is whether different languages have different 

constructions or whether cross-linguistic constructions exist. Hence, it is a 

question of the language-specificity of constructions. The various currents 

of construction grammar take different positions in this regard. Kay & Fill-

more (1991: 1) assume a set of cross-linguistic, abstract constructions 

which pass on their features to other language-specific constructions 

(ibid: 19). Croft (2001) and Goldberg (2013), on the other hand, are of the 

opinion that constructions are fundamentally language-specific. While 

cross-linguistic phenomena are not rejected as such, Goldberg (2013: 25) 

claims that these can be explained by cognitive processes.  

There are more questions than answers regarding this aspect as of now. If 

we assume that constructions are language-specific, we must wonder what 

the structure of a bilingual’s constructicon may look like. Perhaps it would 

look something like this: 

̵ Is it plausible for bilinguals to possess a separate constructicon for 

each of their languages? 
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̵ The research of bilingualism does not assume the existence of 

strictly separated language systems. The notion of a network, in 

which both languages are connected, is the dominant idea (Paradis 

2004, de Bot 2004, Riehl 2014). Based on this assumption, can we 

conclude that constructica are connected with each other and ca-

pable of interaction? 

 
 

̵ Or is it possible that bilinguals develop cross-linguistic constructi-

cons i.e. superordinate constructions not specific to a language? 

That would make it possible for information and form to be stored 

only once for all languages together. This is an idea that is pursued 

by Höder (2012, 2014): the structurally and functionally similar 

constructions of two languages forms a cross-linguistic di-

aconstruction (Höder 2012: 247-249) connected by a diasystem-

atic link.  

 
 

If there are constructions that are identical in two languages, we can as-

sume that speakers use these constructions more frequently. Because they 

appear in two languages, they have a high frequency and are, therefore, 

more entrenched. It does not answer the question whether a cross-linguistic 

construction develops from identical constructions in two languages, but it 

could be evidence of the interaction of the two constructica. They may not 

be wholly separate. Wasserscheidt (2014) assumes that bilingual speakers 

do not develop cross-linguistic constructions, but solely create semantic 

generalizations. The form of the construction is specific to the respective 

language.  
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4.3.2.2 Bilingual Phenomena 

In this last section we seek to explain cross-linguistic influences with the 

aid of construction grammar. Cross-linguistic influences are “the influence 

of a person’s knowledge of one language on that person’s knowledge or 

use of another language” (Jarvis/Pavlenko 2008: 1). In view of the inter-

play of languages, we must ask how constructions interact cross-linguisti-

cally. According to Wasserscheidt (2015: 251-253), we should challenge 

the use of the term ‘transfer’. His reasoning is that a solely syntactical or 

semantic transfer cannot occur because construction grammar does not 

conjecture a separation of form and meaning. In place of transfers Wasser-

scheidt (2015: 161-163) speaks of cross-references (‘Querverweise’ in 

German), meaning to say “that [the speaker] refers to symbols in the lan-

guage LB [Language B] in a certain way when producing forms in LA 

[Language A]” (translated from Wasserscheidt 2015: 161-163). The 

speaker can refer to and access different elements of construction within 

Language B. Wasserscheidt (2015) describes four strategies of this process, 

two of which we will elaborate on: insertion and imitation.  

We can observe with bilingual language production that the meaning as 

well as the form of a lexeme belonging to Language B can be inserted into 

a slot in a construction of Language A (compare Example 10). Wasser-

scheidt calls this strategy insertion; the speaker hereby refers to the con-

struction as a whole (Wasserscheidt 2015: 161). 

(10) Can you give me the Brot?  

An additional form of cross-linguistic influence according to Wasser-

scheidt (2015) is the imitation of a construction that belongs to another 

language. The influence of the L2 is evident without the morphemes being 

realized in the second language. The speaker refers solely to the semantic 

structure of the other language’s construction. An example of an instance 

of such an imitation is playing the piano: in Turkish piyano calmak (liter-

ally: piano to.sound) and in Dutch piano spelen (literally: piano to.play) 

(inspired by Backus/Dorleijn 2010: 77). The concept is the same in both 

languages (‘to produce music with an instrument or to master an instru-

ment’). However, the meaning of the semantic components of the construc-

tion is different (to.play and to.sound). This leads to the phonological struc-

ture [X spelen] in Dutch and [X çalmak] in Turkish. If a speaker of Turkish 

and Dutch would say piano oynamak (literally: piano to.play) in Turkish, 
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he implements the meaning of the language A with the form and phono-

logical structure of language B.  

Wasserscheidt (2014) emphasizes that cross-linguistic phenomena do not 

consist in transfer of constructions from one language to another. They can 

be explained with cognitive strategies, such as when a speaker imitates part 

of the semantic structure of a construction. 

More experiments and corpus work are necessary to investigate to what 

extent the structure of constructica or constructicons in bilinguals can be 

inferred from cross-linguistic transfers.  

 

4.3.3 Summary 

- Constructions are reinforced on a conceptual level via generaliza-

tions and abstraction processes. 

- Frequency of occurrence (type and token frequency) and produc-

tivity play an important role. 

- Item-specific knowledge as well as abstract schemas are stored in 

the constructicon. A speaker usually relies more on item-specific 

knowledge when processing. 

- Constructions are stored in a pattern in the constructicon.  

- Constructions are connected by inheritance links, in which super-

ordinate constructions pass on information to subordinate con-

structions. There is no consensus on the type of inheritance link 

(be it full or partial).  

- Goldberg defines the following inheritance links between argu-

ment structure constructions: polysemy links, subpart links, in-

stance links and metaphorical extension links. 

- There are few research insights on the nature of constructions in 

bilinguals. Scholars assume that bilinguals create abstractions in 

the same fashion that monolinguals do. It is however unlikely that 

multilinguals are capable of cross-linguistic constructions, at least 

on the level of form.  

- In construction grammar, cross-linguistic influences can be ex-

plained by the processes of insertion and imitation.  
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4.3.4 Review Questions 

1. What is the constructicon and how is it structured? 

2. Abstract schemas or concrete instances: which are more likely to 

be used for language processing?  

3. What types of inheritance links does Goldberg describe as existing 

between constructions? 

4. Think of an example of an argument structure construction that is 

identical in German and a language of your choice. 

  



184 

 

5 Linguistic Diversity, Relativity, and Cognitive Lin-

guistics 

In this chapter, we acquaint ourselves with linguistic diversity and its rela-

tion to cognitive linguistics. We specifically look at the extent to which 

languages differ in the expression of meaning. Cognitive linguistics de-

parts from the assumption that language is based in general cognitive 

mechanisms of human beings. From such a point of view, we would expect 

that languages are similar. In 5.1, we investigate the diversity of the 

world’s languages. We do so by turning specifically to a few domains of 

human experience, such as SPACE, MOTION, and BODY PARTS. In so 

doing, we find that languages do indeed differ in how meaning is expressed 

and what meaning that can be expressed.  

On the basis of the systematical differences between languages to be dis-

cussed in 5.1, we turn in 5.2 to the proposal that linguistic differences cor-

relate with differences in thought. This is the controversial notion of lin-

guistic relativity. We summarize this claim and discuss both arguments for 

and against. 

In 5.3, we explore the implications of linguistic diversity for cognitive lin-

guistics. Specifically, we ask whether linguistic diversity can be accounted 

for and explained from a cognitive point of view. This leads us to interro-

gating whether there are so-called linguistic universals: exceptionless pat-

terns across languages.  
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5.1 Linguistic Diversity 

Johan Blomberg  

How languages differ in the expression of meaning is a question for se-

mantic typology. It is concerned with the expression of particular do-

mains of experience, such as SPACE and TIME. Semantic typology ex-

plores and describes linguistic variation in such domains by pointing to 

wherein differences in describing the world reside. Where possible, se-

mantic typology presents constraints on language types based on empir-

ical observation. In this chapter, we explore semantic typology. Chap-

ter 5.1 introduces some interesting cases of diversity in meaning across 

languages, including diversity in basic domains such as SPACE and MO-

TION. In Chapter 5.2, we discuss the tools and methods for investigating 

semantic diversity. The chapter ends in 5.3 with a summary and conclu-

sion.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− account for a few examples of linguistic diversity 

− know the difference between lexical and grammatical diversity 

− describe the basic features of semantic typology 

− know the difference between a universalist and a relativist view 

of linguistic diversity. 

 

5.1.1 Semantic Variation across Languages 

What type of variation is there between languages? Languages differ for 

instance in their sound inventory, in pronunciation, and in orthography. 

Here, we are not interested in such difference, but concerned with investi-

gations of the possible variation in meaning across languages. Somewhat 

roughly, languages can differ in two ways: 

- What meanings can be expressed?  

- How are the same meanings expressed?  
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With respect to the first type of differences, there are many examples of 

‘untranslatable’ words. As we saw in Chapter 1, the Japanese word tsun-

doku means ‘the act of leaving a book unread after buying it, typically pil-

ing it up together with other such unread books’. Czech has the word pro-

zvonit for calling a mobile phone and letting it ring once so that the other 

would call back up, which allows the original caller to not spend money on 

minutes. 

There are many examples of such individual words difficult or even im-

possible to directly translate into a word in other languages. While these 

differences are interesting in themselves, research in semantic diversity has 

been more interested in systematic differences across language. One do-

main in which researchers tried to find systematic differences is the domain 

of the HUMAN BODY and how its different parts are referred to in differ-

ent languages. One example is body part terms in the Mon-Khmer lan-

guage Jahai, which lacks words corresponding to the English words arm, 

leg, and limb (Burenhult 2006). Instead, speakers of Jahai refer to those 

body parts with a term that does not differentiate between extremities (cf. 

5.1.4). Kinship terms have been another domain for the investigation of 

cross-linguistic differences. The Tangkic language Kayardild uses an intri-

cate system, combining information about the speaker and the sibling re-

ferred to, such as their relative age and whether they have the same or op-

posite sex. The system is shown in Figure 5.1.  

 
Figure 5.1: Kinship terms in Kayardild (adopted from Evans 1985: 484) 
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For instance, when a female speaker refers to a younger sibling of the same 

sex, she would use yakukathu. The Kayardild word expresses a specific 

meaning not easily translatable to English, and, therefore, expressing a 

sense not directly lexicalized by the English terms brother and sister which 

only takes the gender of the sibling into account. In contrast, yakukathu 

lexicalizes information like ‘older sibling of the same sex, said by a female 

person’.  

How can the same sense be expressed differently? A simple example is, 

when one language has one word where another has two. Consider once 

again kinship terms, but now for grandparents. The English word grand-

mother does not differentiate between a maternal grandparent on the fa-

ther’s or the mother’s side. In contrast, the Swedish words mormor and 

farmor indicate which of the parents’ side the grandmother belongs to. 

Thus, the English word is semantically general with respect to parents’ side 

whereas Swedish makes a distinction and requires in this regard semanti-

cally more specific information. 

The examples we have encountered concern lexical diversity: similarities 

and differences in semantic fields like color, kindship, and body parts. But 

languages can also differ in what is obligatorily expressed through gram-

mar and linguistic structure, grammatical diversity. One example is that 

some languages grammatically mark the nature of the evidence for a given 

statement. This is known as evidentiality. Most commonly, languages 

with evidentiality differentiate between two different evidential markers, 

such as witnessed vs. non-witnessed or reported vs. everything else. This 

is the case in for instance Turkish where the difference between witnessed 

and non-witnessed is marked with inflections on the verb, as in (1a) and 

(1b) below. In (1a), the statement is reported indirectly, and can thus be 

hearsay or otherwise indirectly known. (1b) states that the speaker knows 

the state-of-affairs directly, for instance by having heard it directly from 

Ahmet or his wife. 

(1)  a. Duydun mu, Ahmet ile karısı boşanmış? 

(Did you hear that Ahmet and his wife are divorced?) 

 b. Duydun mu Ahmet ile karısı boşandı? 

(Did you hear that Ahmet and his wife are divorced?) 

The type of evidentiality in Turkish only marks whether there exists a given 

source of information, but does not specify the source of information fur-

ther. Other languages exhibit systems with different evidential markers 



188 

 

indicating what the source is explicitly. This is the case in New Guinean 

language Fasu which differentiates between the following six types of ev-

identials: visual sensory, nonvisual sensory, inferential, reported, heard 

from known source, direct participation. While English does not grammat-

ically express evidentiality, it can nevertheless be lexically expressed by 

the choice of verb. Whereas (2) expresses a statement, (3)-(5) also involves 

the type of evidence the speaker puts forth for the statement in question. 

(2) Danilo is tired. 

(3) Danilo looks tired. 

(4) Danilo seems tired. 

(5) Danilo would be tired by now. 

It is primarily such structural properties in obligatory information that have 

been the target for typological concerns. In the following, we look closer 

at three interesting examples of semantic diversity. 

 

5.1.2 Spatial Frames of Reference 

Given universal properties of physical nature and human constitution, it 

would be reasonable to assume that languages across the world would treat 

spatial relations fairly similarly. It has for instance been claimed that view-

point-relative locutions such as left and right would be primary in cognitive 

development, and by extension reflected as the basic way to locate entities 

in the space across the languages of the world. 

This assumption has been challenged on grounds of cross-linguistic re-

search on spatial relations. Languages spoken in various parts of the worlds, 

such as Tzeltal, Dene, Arrernte, and Guugu Yumuthirr prefer to specify 

spatial relations at different scales, in terms that are similar to cardinal di-

rections such as west and south (Levinson & Wilkins 2006). Some lan-

guages even lack words for viewpoint-relative specifications. It is of course 

possible to use cardinal directions in many languages, but this use is typi-

cally restricted to large-scale geographical specifications, such as Munich 

is south of Berlin. This is illustrated in Figure 5.2 where a small-scale spa-

tial situation is expressed in terms of absolute bearings, together with an 

example description of this situation in Tzeltal. 
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Figure 5.2: Stimuli representing a spatial relation possible to describe with differ-

ent spatial frames of reference (Katsiaryna EL-Bouz) 

 

waxal ta y-ajk'ol  xila te limite. 

stand-of-vertical-

cylinder 

at its-uphill chair the bottle 

(The bottle is standing uphill of the chair.) 

(Levinson 2003: 148) 

To either use viewpoint-relative or absolute bearings are two fundamen-

tally different ways to describe spatial relations (or different construals of 

space). They are stable frameworks for gauging relations between entities 

in space, what has been called frame of reference (see Levinson 2003). A 

speaker viewpoint-based frame of reference is called relative (the left-right 

distinction), and one based in cardinal directions (the north-south distinc-

tion) is called absolute. Apart from these two types of frames of reference, 

it is also possible to specify spatial relations in terms of properties of one 

of the two entities, such as in front, at the backside etc. This is known as 

the intrinsic frame of reference. Taken together, this gives three different 

ways to designate the relation between two different objects. These three 

different frames of reference can be seen to differ in the perspective on 

space (see Figure 5.3): 

(6) The man is in front of the house.  [intrinsic] 

(7) The man is to the left of the house.  [relative] 

(8) The man is to the north of the house. [absolute] 
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Figure 5.3: Illustration of the three different spatial frames of reference (adopted 

from Levinson 2003: 40) 

 

The three frames of reference can be defined in terms of logical properties. 

These include the number of elements specified in a statement and whether 

INTRINSIC 

“He’s in front of the house.” 

RELATIVE 

“He’s to the left of the house.” 

ABSOLUTE 

“He’s north of the house.” 
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conversing the expression pertains to the same state-of-affairs. The intrin-

sic and absolute frames of reference express binary relations between an 

entity and a reference entity or a direction. The spatial relations are be-

tween an entity, the man, and a reference entity (house) or a cardinal direc-

tion (north). In contrast, the relative frame of reference is ternary since the 

spatial relation explicitly relies not only on an entity and a reference entity, 

but also lexicalizes the relative viewpoint of someone (most typically the 

speaker).  

Another logical property is that of transitive and converse inferences. The 

relative and the absolute frames support such inferences. This is shown in 

(6a) and (7a) where the converse spatial relations in the relative and abso-

lute frames of reference maintain the truth of the statements in (6) and (7). 

In (6a), we see that the converse relation for the intrinsic frame of reference 

does not necessarily maintain the truth of the statement in (6a), but can just 

as well express a different situation. 

(6a) The house is to the right of the man. 

(7a) The house is in front of the man. 

(8a) The house is to the south of the man. 

Linguistic frames of reference are a prime candidate for a semantic typol-

ogy: they exhibit clear constraints on variation and the properties of the 

different frames of reference are defined independent from their linguistic 

manifestation. Second, the three types are dispersed differently across lan-

guages. 

 

5.1.3 Motion Events 

In 5.1.2, we looked at how languages can vary in static descriptions of spa-

tial relations. But there is also variation in how dynamic events, and par-

ticularly motion events are described across language. Roughly, we can 

think of motion as concerned with at least two different aspects. On the one 

hand, there is perceptually salient information about how something or 

someone moves, such as jump, run, dance, and spin. On the other hand, 

moving can result in a change in position, for instance from the outside to 

the inside of a building. 

When we look at the expression of motion (and even more generally, 

events) there is a clear difference between Romance and Germanic 
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languages. Either the verb expresses, as in the Spanish example (9), change 

of location, or the verb expresses how the object moved, leaving the loca-

tional change to be expressed in an associate to the verb, as in the Swedish 

sentence (10). 

(9)  La botella entró a la cueva. 

DET.DEF.F bottle enter.PST to DET.DEF.F cave. 

(The bottle entered the cave.) 
 

(10)  Flaska-n flöt in i grotta-n. 

Bottle-

DET.DEF 

float.PST in in cave-DET.DEF 

(The bottle floated into the cave.) 

In Spanish, the spatial transition from or to a location, called path in mo-

tion semantics, is expressed in the main verb root. Swedish uses a different 

way to express the same state-of-affairs. How the bottle moved, manner, 

is expressed in the main verb root, which leaves Path to be lexicalized out-

side of the verb root in a verbal associate that has been called satellite. By 

lexicalizing Path in the verb root, Spanish can omit the Manner of motion, 

or express it in an optional gerund, flotando (floating).  

Motion-expressing verbs typically bundle motion together with semantic 

information about change-of-location or type of movement: they conflate 

(co-express) the fact of motion with additional semantic categories. Talmy 

(2000) proposes that four different semantic categories can conflate with 

motion: MANNER (roll, spin), CAUSE (throw, hit) FIGURE (rain, spit) 

and PATH (enter, arrive). This semantic analysis in the components that 

are co-expressed with motion forms the basis for a semantic typology in 

two types of languages. It is important to remember that the typology does 

not intend to capture all types of motion, but only those types in which an 

object changes location. In other words, it is a typology of the expression 

of how Path is expressed: either in the main verb root or in a satellite. The 

cross-linguistic pattern of preferring one or the other strategy has led to 

differentiating between verb-framed and satellite-framed languages, or 

V- and S-languages for short. 
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Figure 5.4: Satellite- and Verb-framing in English and Spanish (Blomberg 2014: 

49) 

 

In support of this typology, a number of features associated with both S-

and V-languages have been attested: 

- S-languages often have verbs that distinguish between fairly simi-

lar ways of movement, such as walk, stroll, saunter, hike, amble 

etc. 

- S-languages can express more than one ground element per clause, 

whereas V-languages typically specify only one ground element 

per clause. 

- V-languages use more static scene-setting descriptions than S-lan-

guages (Slobin 1996).  

- V-languages do not readily combine Manner-verbs with expres-

sions of state-transition in the same clause. When the main verb 

expresses Manner, the preposition is typically interpreted as ex-

pressing location rather than change in location (11). To then con-

vey the sense of state-transition with both Manner- and Path-ele-

ments, V-languages express Path in the main verb and Manner in 

an optional sentential constituent such as a gerund in Spanish (12). 

This has been called the boundary-crossing constraint of V-lan-

guages (Slobin/Hoiting 1994). 

(11)  
 

La niña corrió dentro de-l jardin. 

DET.DEF.F girl run.PST in/*into DET.DEF.M garden 

(The girl ran in the garden.) 
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(12)  La niña entró corriendo 

en 

el jardin. 

DET.DEF.

F 

girl enter.PST run.PTCP 

in 

DET.DEF.

M 

garden. 

(The girl entered the garden running.) 

The typology is based on an asymmetry between the division of labor be-

tween main verb roots and surrounding form classes. Languages that can 

chain verbs together into verb series need not make the preferential choice 

of either lexicalizing Path or Manner in the verb: they can do both. For 

instance, Thai can combine up to three semantically different motion verbs 

in a single clause, as shown in (13). The verbs wing (run), khâw (enter) and 

paj (go) all express motion, all of them have equal syntactic status. For this 

reason, the binary division in two types of languages might require exten-

sion to account for additional language types. A proposed third type is that 

of equipollently-framed languages, where Path and Manner are ex-

pressed in a verb-serializing construction (Slobin 2004). 

(13)  Phuchai wîng khâw paj nai umong. 

Man run enter go inside  cave. 

(The man runs to the inside of a cave.) 

Motion event typology shows that evidence from additional languages 

might lead to revision of typologies. Research on motion has shown many 

languages that do not fit neatly into the binary division, and the question 

on how many different types there are is a question that is still debated in 

the literature. 

Since languages have different strategies for expressing motion, it illus-

trates a relevant concern when learning a second language. What is ex-

pressed in a certain way in one language might require a different ‘pack-

aging’ in another language. As we saw with the boundary-crossing con-

straint in (11) above, it is not preferential in Spanish to use a Manner-verb 

to express a change in location. 

 

5.1.4 Body Parts 

Going back to our learning goal to be able to tell the differences between 

universalism and relativism let us consider the domain of BODY PARTS 
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again. The human body is both a part of the self and a part of the world. 

This is true for everyone everywhere in the world. My body belongs to me, 

but it is also a physical entity that can be perceived. It is through the body 

that we get around and get to know the world. From a perceptual standpoint, 

the body is easily segmented into parts due to “visually discernible discon-

tinuities” (Enfield/Majid/van Staden 2006: 141) like legs, which can be 

further divided into thigh, shin, ankle, and so forth. As we have seen pre-

viously in Chapters 3 and 4, the body is also important in the semantic 

organization of meaning, for instance in metaphors. Moreover, many 

words for spatial locations and topological relationships have historically 

emerged from body part terms (for instance spatial locations such as in 

front and in back, or river mouth; see Heine 1997). All of this speaks in 

favor of the body as a prime candidate for universal categorization across 

languages (see also 5.1.1). 

Is the categorization and segmentation of the body universal across lan-

guages or is it a domain that exhibits cross-linguistic variation? The answer 

is somewhat counterintuitive: even though all human beings have the same 

type of body, languages do not name its parts in the same way. A first 

indication of variation is that several languages do not have a word corre-

sponding to body (for instance Tidore and Kuuk Thayorre). Lavukavele 

does not have a word for arm and Jahai lacks a word for mouth (Enfield 

2006). Some languages seem to prefer finer level of segmentation. We find, 

once again using Jahai as an example, that there are no words for arms, 

legs, or limbs. Another interesting aspect of body part segmentation is what 

is taken to be a body part. Some languages include parts that cannot be 

perceptually discerned. For instance, Punjabi kɔDDi means ’organ in chest 

cavity deemed to be responsible for sickness’ (Majid 2006). Similarly, the 

soul or the life force is in Jahai and Yélî Dnye taken to be a part of the 

body. Examples such as these have been seen as questioning if there is a 

cross-linguistically shared notion of ‘body’ (Sinha/Jensen de López 2000).  

It has proven difficult to systematize body part terms into a coherent typol-

ogy. There is a large degree of variation without clear limitations and con-

straints on how the body is segmented across languages. Despite this, or 

maybe even precisely because of this, it makes a valuable contribution to 

research on linguistic diversity. 

 



196 

 

5.1.5 How Semantic Diversity Can Be Studied 

An important part of semantic typology is to gather data from languages 

spoken in different geographical regions and belonging to different genea-

logical language families. If typological investigations are limited in these 

respects, similarities and differences might become exaggerated due to a 

limited sample where similarities are due to language contact and traits 

inherited from a common ancestor. This is why typological comparisons 

should preferably use a geographically and genealogically balanced sam-

ple. Even if the exact number of languages required for typological com-

parisons are not carved in stone, typologists attempt to use a balanced sam-

ple of the world’s languages. Looking at languages from different language 

families with variation in their structure allows for a more representative 

picture of the constraints and variation across languages. 

While it could be possible to use dictionaries as the basis for typological 

comparisons, this is undesirable for two reasons. First, not all languages 

have dictionaries and not all words might be covered in a dictionary. Sec-

ond, dictionaries do not allow for specifying the appropriate question and 

method for investigating semantic diversity. The data for typological com-

parisons are, therefore, often gathered by asking native speakers to de-

scribe a particular phenomenon, such as MOTION or SPACE. This can be 

done with questionnaires simply asking speakers to name things in their 

language. An alternative method is to use elicitations with pictures or vid-

eos representing the type of situations investigated.  

The two methods of questionnaires and elicitation can be combined. When 

investigating body part terms, it is common to use simplified drawings of 

the human body. Each drawing gives a body part term in the participant’s 

native tongue, and the participants are asked to color in the named body 

part on the drawing. The so-called body-coloring task is shown in Fig-

ure 5.5. For instance, in English, a participant given the word leg might 

color in the part from the hip to the feet. By comparing with other lan-

guages, one can then investigate the variation in body part terms across 

languages. 
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Figure 5.5: The body coloring task (van Staden/Majid 2006) 

 

5.1.6 Summary 

- This chapter has focused on how to describe diversity in the ex-

pression of meaning across the world’s languages.  

- A systematic description of a domain such as MOTION or SPACE 

makes up a semantic typology where languages preferentially or 

exclusively use a certain way of describing the domain in question.  

- For some domains, it has even been difficult to come up with a 

systematic typology. This can in part be explained by the nature of 

the domain: the different ways to segment the human body might 

not be generalizable into a defined number of types. 

- Thus, cross-linguistic variation cannot be denied.  
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- Is it possible to find generalizable constraints on variation, or do 

languages vary in principle indefinitely? 

- If variation is limited, how this should be explained is a heated 

debate: either universal properties shared by all languages or with-

out postulating such properties. 

 

5.1.7 Review Questions  

1. What is the difference between lexical and grammatical diversity? 

2. Is English a satellite- or a verb-framed language?  

3. Do all languages have a word corresponding to English body? 

4. Classify the following motion verbs as either Path- or Manner-

verbs (enter – walk – run – roll – cross). 
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5.2 Linguistic Relativity and Cross-Linguistic Differences 

Johan Blomberg  

In 5.1, we saw that there are differences in what type of meanings lan-

guages express. The systematic patterns of linguistic diversity across the 

languages of the world lead to asking a different set of questions con-

cerning the extent of which differences between languages can be corre-

lated with possible differences in how speakers of different languages 

think. In this chapter, we look at the proposal that language shapes 

thought and that linguistic differences lead to corresponding differences 

in thought. This position is known as linguistic relativity. We begin by 

introducing this position together with some of the controversies and 

heated debates that has surrounded linguistic relativity. We then discuss 

how the discussion has developed over the last few decades. We do so 

by addressing some of the key arguments for and against linguistic rela-

tivity. The chapter ends with touching on few important empirical studies 

investigating the relationship between language and thought. 

 

Study Goals 

This chapter will enable you to: 

− account for linguistic relativity 

− present some arguments for and against linguistic relativity 

− assess what type of linguistic differences could be a possible can-

didate for linguistic influence on thought. 

 

5.2.1 What Is Linguistic Relativity? 

Imagine that you are reading the newspaper. On one page, you find a story 

from a contemporary political conflict, which is described as an unjust war 

between freedom fighters and an oppressive regime. Now, imagine, that 

the former is changed to ‘terrorists’ and the latter to ‘democratically elected 

government’. Would your impression of the conflict have changed?  

This example is a matter of lexical decision: the words we use to describe 

(or construe) the same extra-linguistic state of affairs. If we describe a 
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political group as ‘terrorists’, we are given a radically different interpreta-

tion than if the same group were described as ‘freedom fighters’. However, 

as we saw in Chapter 5.1 languages do differ in the resources available for 

referring to the same phenomenon. When a speaker of the Mayan language 

Tzeltal (spoken in the Chiapas region of Mexico) provides directions, she 

would say something corresponding to the English sentence When you 

reach the end of the road, turn west. English speakers would normally use 

spatial reference based on the viewpoint of the speaker (deictically an-

chored), left and right. However, such deictic locutions are missing from 

Tzeltal. Instead, speakers provide spatial reference roughly corresponding 

to cardinal bearings, such as east and west. This perspective on space is 

used to specify spatial location at all different scales, including long dis-

tances as well as for immediate surroundings. A speaker of Tzeltal would, 

therefore, say that the cup is to the east of the plate. 

Since there is no way to translate between the typical Tzeltal and the typical 

English way to provide reference to spatial relations, can the variation in 

talking about space correlate with differences in thinking about space? The 

question can be generalized to asking whether sufficiently substantial and 

systematic differences between languages correlate with corresponding 

differences in thought. A controversial position is to answer yes to such 

questions. This is the position of linguistic relativity. In a simplified form, 

linguistic relativity can be framed as two premises and a conclusion de-

duced from them (Gentner/Goldin-Meadow 2003): 

(1) Languages differ to a significant degree in their semantic structure, 

which means that they have different words for different things and 

carve up the reality in different ways. 

(2) The words and grammatical categories influence how we make 

sense of the world, suggesting that the semantic structures influ-

ence the categorization of experience. 

(3) Therefore, speakers of different languages will make different cat-

egorizations in their experience of reality, and hence make sense 

of the world in different ways. 

The first premise states that linguistic differences are profound rather than 

superficial. Moreover, it suggests that meaning is embedded in language, 

and not just a means for expressing thoughts. We can take the expression 

of space in English and Tzeltal as examples. While both languages can 

express spatial relations equally well, they do so in quite different ways. 
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Tzeltal anchors space in cardinal directions independent of the speaker and 

hearer’s perspective in the concrete situation.  

As can be seen from the second premise, the structure of meaning in a par-

ticular language is used to understand and interpret reality. A Tzeltal 

speaker is required to keep track of where he or she is in relation to the 

cardinal directions, whereas an English speaker need not have a mental 

compass active. The relativist expectation is that having to rely on patterns 

specific to a language will inevitably lead to a specific way of thinking and 

categorizing corresponding experiences. 

Let us now have a look at how the idea of linguistic relativity developed 

historically. The idea that different languages lead to differences in thought 

has a long-standing history. From a modern perspective, it can be traced 

back at least to Romanticist and Enlightenment thinkers such as Wilhelm 

von Humboldt (1767-1835) and Johann Gottfried Herder (1744-1803). In 

somewhat different ways, they both emphasized how different languages 

and cultural traditions are decisive in bringing people together under a sin-

gle nation. According to Humboldt, each language exhibits a particular 

worldview (‘Weltansicht’ in German).  

Herder and von Humboldt are important predecessors to the modern con-

ception of linguistic relativity. It is however mostly associated with the 

North American linguists Edward Sapir and Benjamin Lee Whorf. They 

considered language to offer an interpretation of reality. For instance, a 

tense system distinguishing between past, present, and future (such as Eng-

lish or German) can be seen to cut up time in three distinct categories. They 

contrasted this with languages like Hopi, which they claimed lack a tense 

system and instead express temporal relation solely by marking aspect. 

This led Sapir and Whorf to propose that speakers of different languages 

are guided by different linguistic cues in understanding and interpreting 

experience. Given sufficiently large differences between languages, there 

would be corresponding differences between speakers in their categoriza-

tion of reality (Carroll 1956). 

Sapir and Whorf have been charged for inconclusive and faulty compari-

sons between languages (see Malotki 1983). Simply put, the differences 

between languages like English and Hopi might have been exaggerated. 

Moreover, their interpretation seems to lead to the conclusion that linguis-

tic differences determine corresponding cognitive differences. The argu-

ment can be seen as circular: linguistic differences are both the premise 
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and the conclusion. The cartoon in Figure 5.6 illustrates this debate by turn-

ing the point of view away from a Western perspective. 

 
Figure 5.6: A comic strip commenting on the debate over linguistic relativity 

(Speed Bump 2006. Reprinted with permission from Dave Coverly) 

 

One main question in linguistic research has been the similarities between 

languages and the preconditions for acquiring a language. Given that the 

ability to learn a language is shared by all human beings, the effects from 

linguistic diversity would presumably be too marginal for a convincing 

case of linguistic relativity. This dismissal is bluntly stated by Steven 

Pinker: 

 

[T]he Sapir-Whorf hypothesis of linguistic determinism states 

that people’s thoughts are determined by the categories made 

available by their language, and its weaker version, linguistic rel-

ativity, that differences among languages cause differences in the 

thoughts of their speakers. [...] But it is wrong, all wrong. (Pinker 

1994: 57) 
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From such a perspective, the possibility of linguistic relativity was met 

with skepticism and was for a long time abandoned as a research inquiry. 

In this quote, Pinker attributes Sapir and Whorf with advocating linguistic 

determinism rather than linguistic relativity. Whereas the former position 

states that language determines what thoughts are possible, the latter is the 

more modest position of taking language to shape thoughts. 

After a period of mistrust in linguistics and cognitive science, linguistic 

relativity has for the last few decades been conceptually clarified to avoid 

the pitfalls of linguistic determinism. At the same time, it has been meth-

odologically rehabilitated to better meet the standards of empirical research, 

in part informed by the examples of semantic diversity discussed in 5.1. In 

the remainder of this chapter, we discuss and evaluate some of the more 

important research on linguistic relativity. 

 

5.2.2 For and Against Relativity 

The relativistic position has been considered controversial, and is often 

criticized for faulty reasoning and leading to absurd conclusions. If people 

literally think in natural language, then it seems to follow that those without 

language, such as other animals and pre-linguistic children, would be in-

capable of thought. It has been shown that other animals are capable of 

behaving in accordance with complex processes of thinking, such as mak-

ing conscious decisions, planning for the future, understanding the inten-

tion of others (see for instance Tomasello/Call 1997). A second objection 

concerns the possibility of acquiring a second language. Many people do 

speak more than one language – even languages that differ radically – 

something that would not seem to be possible if a native tongue operated 

as a strong constraint. 

Objections such as these have led to a differentiating between different 

types of relativistic effects. On the one hand, there is a strong form stating 

that language determines what type of thoughts are possible. A metaphor 

that can exemplify this is that language is like a prison to the mind in which 

we are all held captive. On the other hand, there is a weak version of lin-

guistic relativity. Such a reading suggests that language influences rather 

than determines how one thinks. On such a reading, we are not trapped by 

language, but it is rather that how we think typically goes hand in hand 

with language. 



204 

 

Even though interpretations vary, it is possible to intrepret lingusitic rela-

tivity as the claim that language can influence how people tend to think, 

and not which thoughts that are possible in principle. In other words, just 

because a language such as Pirahã (spoken in the Brazilian parts of the 

Amazon rainforest) lacks number words over three does not entail that Pi-

rahã speakers cannot count to four (Everett 2005).  

To ascertain the limits and validity of the relativistic position, the last 25 

years have seen a growing body of empirical research on many different 

languages and many different types of phenomena. In the remainder of this 

section, we discuss some interesting studies. In doing so, we will also touch 

upon some interesting differences between languages. The section ends 

with evaluating what these studies can tell about the relation between lan-

guage and thought. 

 

5.2.2.1 Color Naming Tasks 

An early example of empirical research on the relation between linguistic 

differences and corresponding differences in thought is color categoriza-

tion. As is well known, languages categorize the color spectrum somewhat 

differently. For instance, Russian makes a distinction between lighter and 

darker hues of blue (голубой (‚goluboy’) and синий (‚siniy’), respectively). 

If linguistic categorization influences thought, it could be expected that 

differences in color categorization would affect the recognition of colors 

(cf. Winawer/Witthoft/Frank/Wu/Wade/Boroditsky 2007). 

One of the most famous investigations was the survey of color terms in a 

vast array of languages conducted in the 1960s by Brent Berlin and Paul 

Kay (Berlin/Kay 1969). They argue that color naming follows universal 

patterns rather than randomly dividing and arbitrarily lexicalizing across 

languages and culture, so called basic color terms. They define such a 

term according to a number of criteria: 

1. A basic color term is not a compound (blue, but not dark blue). 

2. Its meaning is not included in that of any other color term (maroon 

is a red color, but not vice versa). 

3. unrestricted in its application 

4. psychologically salient (tend to occur early in elicited lists). 
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Specifically, while languages might vary in how the color spectrum is di-

vided, and in how many color words there are, there is still strong cross-

linguistic agreement in which hues are considered as focal. In a language 

with few color words, the hues chosen as focal are predictable. For instance, 

if a language has two color words, then these correspond to light and dark. 

The proposed typological hierarchy of color naming terms is shown in Fig-

ure 5.7. 

 
Figure 5.7: Typology of basic color terms adapted from the proposed typology 

from Berlin & Kay (1969) 

 

The status of color naming has resurfaced in recent years. Some studies 

have found that language-specific color naming enhance recognition of dif-

ferences in colors (Roberson/Davies/Davidoff 2002, Lupyan 2012), and 

others argue that Berlin & Kay’s conclusions are based on flawed assump-

tions about language (Saunders 2000, Levinson 2000).  

 

Experiment 1 

Ask three persons to name color terms. Which were the first 10? How 

many of them correspond to basic color terms according to the criteria 

listed above?  

Look at http://wals.info/feature/133A#2/32.5/151.7 to see where your 

language fits among those investigated. 

 

5.2.2.2 Spatial Orientation 

Just as with color, languages have different ways to organize space. We 

have already mentioned the difference between Tzeltal and English in this 

regard. To remind, Tzeltal employs terms corresponding to east and west 

for spatial orientation. English, on the other hand, uses either deictic (or 

relative) specifications such as left and right or configurations of spatial 



206 

 

entities, such as in front of. These three different ways to describe the same 

spatial situation was shown as Figure 5.3 in Chapter 5.1. 

To test whether these different linguistic preferences impact on non-lin-

guistic categorization, a number of different experiments and studies have 

been conducted (summarized in Levinson 2003 and Majid/Bower-

man/Kita/Haun/Levinson 2004). In one experiment, speakers are asked to 

remember the order of three objects on a table (represented as the square, 

the black dot, and the white circle in Figure 5.8). After turning 180˚, par-

ticipants are asked to recall the order of the objects. The task can be solved 

either in a relative frame of reference where the left-right order is used, or 

in an absolute frame retaining the cardinal directions. The setup is shown 

in Figure 5.8. 

 

Figure 5.8: The experimental setup with relative and absolute solutions 

(Majid/Bowerman/Kita/Haun/Levinson 2004: 110) 

 

If the language-specific patterns affect recall, it would be expected that 

Tzeltal speakers would use cardinal directions to order the objects, whereas 

Dutch speakers would prefer to retain the speaker-relative left-right order. 

The study supported the relativistic hypothesis: Tzeltal and Dutch speakers 

typically solved the task differently, and in line with the language-specific 

pattern for expressing spatial relations. 

A study more attuned to everyday experience tested whether absolute and 

relative frame of reference affected orientation in unfamiliar terrain. The 
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relativistic hypothesis is that speakers using the absolute frame would keep 

track of the cardinal directions (or corresponding locutions), and, therefore, 

be better at orienting themselves than speakers of Dutch or English. It 

turned out that speakers of Tzeltal and Guugu Yimithirr (an Aboriginal 

language where the absolute frame of reference is prolifically used) were 

much better than Dutch speakers at keeping track of where things were 

located even in an unfamiliar terrain (Levinson 2003). 

 

Experiment 2 

Conduct the experiment described in 5.2.2.2 on at least three persons. 

You can use three similarly sized small objects and then ask the persons 

to turn around 180° and re-arrange them. Did your participants follow 

the expectations of spatial orientation in their language? 

 

5.2.2.3 Space-Time Metaphors 

In Chapter 3, we discussed metaphors as systematic mappings between do-

mains. One particularly important mapping is that from SPACE (source 

domain) to TIME (target domain). Even if many languages use this map-

ping, they can differ in how this is realized. English speakers typically map 

time onto the horizontal axis, including sentences like (1) and (2). 

(1) Christmas is ahead of us. 

(2) The deadline was pushed back. 

Boroditsky (2001) claims that Mandarin Chinese frequently use the verti-

cal axis for temporal expressions. Examples of these mappings from verti-

cal space to time is shown in (3) and (4). As can be seen, the verbs for 

climb/descend can be used to express temporal senses of past and future 

events. 

(3)  a. māo shàng shù space 

 cats climb trees  

b. shàng ge yuè time 

 last month  
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(4)  a. tāo xià le shān mèi yŏu space 

 has she descended the mountain or not?  

b. xià ge yuè time 

 next month  

(Boroditsky 2001: 6) 

In a number of experiments, the possible influence from spatial metaphors 

on temporal representation have been investigated (Boroditsky 2001, Bo-

roditsky/Fuhrman/McCormick 2011). Their claim is that if language influ-

ences thought, then we would be able to find differences between Manda-

rin and English speakers in this regard. The experiments are carried out in 

different tasks, but they typically involve making a judgment about time, 

such as to view two images of the same person and ascertain in which of 

the images the person is older. In other studies, the task is to respond to a 

statement about time (like March comes before April). To investigate 

whether performance in these tasks is affected by language-specific spatial 

metaphors, the experiments often involve an additional spatial parameter. 

This can be done with for instance priming. Priming involves the exposure 

to one stimulus that influences the response to another stimulus. In this 

specific task, the prime consists of spatial information which is either con-

gruent or not with the following temporal information. For instance, prior 

to responding to the temporal task, participants are exposed to some form 

of spatial information congruent or not with the metaphorical mapping of 

one’s language. If this leads to differences in performance, one can expect 

the prime to affect performance. The results from studies on space-time 

metaphors are inconclusive and seem to vary between studies (Chen 2007). 

 

5.2.2.4 Grammatical Gender 

Many languages have grammatical gender, which at first glance might not 

seem to be a meaningful distinction, and not apparently systematic. To test 

whether grammatical gender nevertheless influences speakers of different 

language, Boroditsky, Schmidt & Phillips (2003) investigated speakers of 

German and Spanish (both languages have grammatical gender). When 

asked to write down a few adjectives which came to mind for different 

nouns, German and Spanish speakers differed in their associations depend-

ent on the grammatical gender of nouns. For instance, Schlüssel (key) has 

a masculine gender in German, which in this study lead to associations 

such as hard, heavy, jagged, and useful. Spanish speakers on the other hand 



209 

 

associated the feminine llave with golden, intricate, and lovely. For words 

with the opposite grammatical gender (such as Brücke and puente (bridge)), 

the associations were the reverse for German and Spanish speakers.  

Language Spanish German Spanish German 

Gender Masculine Feminine Feminine Masculine 

Association hard, heavy, 

jagged, and 

useful. 

golden, in-

tricate,  

and lovely 

golden, in-

tricate, 

and lovely 

hard, heavy, 

jagged, and 

useful. 

Table 5.1: Associations based on grammatical gender in Spanish and German re-

ported in Boroditsky & Schmidt (2002). Adapted from Boroditsky & Schmidt 

(2002) 

 

Experiment 3 

Conduct a similar experiment as described in 5.2.2.4. Find bilingual 

speakers. Use 10 nouns, 5 with masculine grammatical gender and 5 

with feminine gender in one of the languages. Ask speakers to write 

down 5 adjectives they associate with each noun. Did your participants 

follow the same pattern as those in Boroditsky & Schmidt’s study? Can 

you observe differences in the quality of the adjectives used? 

 

5.2.2.5 Evaluation 

Studies on different aspects and forms of human cognition and its relation 

to language have yielded different and seemingly conflicting results. Stud-

ies on categorization of perceptual phenomena such as color have yielded 

less support for the hypothesis that language plays some role in the way we 

think than studies on memory, attention, and spatial orientation. This vari-

ation suggests that the type of task and context matters as well. Even 

though there is linguistic variation in color naming, the perception of color 

is still hard-wired by the physiology of the eye, and thereby subject to 

strong constraints.  

In this way, we could say that linguistic relativity is not only a matter of a 

gradient scale ranging from no influence to complete determination. There 

might also be different types of relativistic effects dependent on the situa-

tion and the type of thinking involved. This view on relativity has been put 



210 

 

forth by for instance Wolff & Holmes (2010) and Zlatev & Blomberg 

(2015). 

 

5.2.3 Summary 

- This chapter has given an overview of what the idea that ‘language 

shapes thought’ can imply, specifically that differences between 

languages correspond to differences in thought.  

- The question ‘Does language shape thought?’ is imprecise and, 

therefore, difficult to answer with a definite yes or no.  

- It matters to a large degree how notions such as ‘language’, 

‘thought’ and ‘shape’ are interpreted.  

- Just as ‘language’ has different readings so does ‘thought’, which 

includes vague notions in need of specification to allow for ade-

quate investigation.  

- We have discussed some different ways to specify this question 

further and scrutinize whether, and if so to what extent, specific 

aspects of language (such as the system for spatial specification or 

grammatical gender) influence specific types of cognition (such as 

declarative memory or categorization). 

 

5.2.4 Review Questions 

1. What is the difference between strong and weak forms of relativ-

ity? 

2. How has research in linguistic relativity changed over the last dec-

ades? 

3. How has spatial frame of references been used to investigate pos-

sible linguistic effects?  
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5.3 Linguistic Diversity, Relativity, and Cognitive Linguistics 

Johan Blomberg 

We began Chapter 5 by asking to what extent languages share essential 

properties in the expression of meaning. From the discussions of seman-

tic diversity in 5.1 and linguistic relativity in 5.2, we turn to possible cog-

nitive explanations for variation in this section. From a cognitive linguis-

tic perspective, it is expected that languages would be similar in that all 

of them have the possibility to express cognitively basic domains such as 

SPACE. We have seen that languages vary in the expression of such do-

mains, and have also noted empirical indications that such variation cor-

relates with cognitive differences. Cognitive linguistics has primarily 

been concerned with studying principles assumed to be essential to con-

ceptual and linguistic abilities. To investigate the validity of these claims, 

it is all the more important to test them against actual linguistic material 

gathered from representative samples of the languages of the world (van 

der Auwera/Nuyts 2007). With insights from studies on cross-linguistic 

differences and their possible correlation with cognitive differences, we 

are now in a position to relate these back to cognitive linguistics.  

This chapter addresses the following three questions: 

1. What are the implications of semantic variation for cognitive the-

ories of language? 

2. How can semantic variation be explained from a cognitive per-

spective? 

3. Are there linguistic universals, i.e. are there some things that ap-

pear in all languages and if so, what type of universals are there? 

 

Study Goals 

This chapter will enable you to: 

− be able to account for mechanisms and constraints on variation 

− provide examples of variation and discuss their implication for 

cognitive theories 

− differentiate between different types of universals. 
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5.3.1 Semantic Variation and Cognitive Linguistics 

In Chapter 3, we discussed metaphors as systematic and asymmetrical 

mappings between different domains such as TIME and SPACE. The ten-

dency to express temporal relations with spatial terms is an example of so-

called primary metaphors, which have been claimed to be universally 

shared across languages (Grady 1997, Kövecses 2002). The extent of 

which this holds true across languages has come into question in recent 

studies. Let us discuss two such studies, but remember that the findings 

from these studies might require additional corroboration by future re-

search.  

A study of the Amazonian language Amondawa spoken in Brazil argues 

that this language has no word meaning time, and no words for temporal 

units such as months, weeks, and years. Temporal reference can be attained 

by names for seasons and parts of seasons, for day and for night and parts 

of the day like morning and night (Sinha/da Silva Sinha/Zinken/Sampaio 

2011). Apart from a restricted vocabulary for time, Sinha and colleagues 

argue that Amondawa does not recruit spatial senses to express temporal 

meanings. That is, words expressing spatial relations do not extend into the 

domain of TIME, which means that verbs with meanings like go or prepo-

sitions like at, on, and in cannot be used to express temporal senses, such 

as in the English examples in (1) and (2). In (1) the future tense is expressed 

with the help of a motion verb, and (2) conceives of a period of the day as 

a container. By contrast to such mappings between SPACE and TIME, 

temporal relations in Amondawa are expressed by adverbial particles and 

dependent morphemes that are typically deictically anchored in the imme-

diate context. An example of how Amondawa expresses temporal relation 

without using the resources for spatial relations is exemplified in (3). In 

other words, Amondawa has been proposed to lack the type of space-time 

metaphors discussed in Chapter 5.2. 

(1) It is going to rain tomorrow. 

(2) We met in the morning. 

(3)  T-aho koro ´i ga nehe. 

REFL-3SG.go now.INTENS he FUT 

(He will go out (from here) just now.) 

(Sinha/da Silva Sinha/Zinken/Sampaio 2011: 157) 
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Another example of variation in space-time metaphors for basic cognitive 

domains is found in the South American language Aymara, spoken in the 

Andes regions of Bolivia, Peru, and Chile. Aymara presents a more limited 

challenge to a universalist claim. In English and many other languages, the 

future is conceptualized as ‘ahead’ and the past as ‘behind’, such as Christ-

mas is ahead of us or three years back in time. This mapping between time 

and spatial directionality has been proposed as a universal form of mapping. 

However, Aymara uses the opposite mapping with past as something that 

is ‘in front’ and the future as ‘behind’ (Nuñez/Sweetser 2006). Examples 

of this are shown in (4)-(6) below where the meaning of ‘past time’ is ex-

pressed with for ‘front’. In other words, references to temporal events use 

words such as front to indicate the past, and words like back to speak about 

the future. 

(4)  nayra mara (last year) 

literal gloss:  

nayra mara 

eye/sight/front year 

(5)  ancha nayra pachana (a long time ago) 

literal gloss: 

ancha  nayra pacha-na 

a lot eye/sight/front time  in/on/at 

(6)  nayra pacha/timpu (past time) 

literal gloss: 

nayra pacha/timpu* 

eye/sight/front time 

(Nuñez/Sweetser 2006: 415) 

While these mappings might be entrenched to the degree that speakers are 

not any longer aware of the mapping from space to time, it has been shown 

that the co-speech gestures produced by Aymara speakers might indicate a 

spatial conceptualization of time. When speaking about the past, Aymara 

speakers indicate forward motion from their body, and in the opposite di-

rection for speaking about the past. An example of this is shown in Fig-

ure 5.9 where the word antiguo (old) is accompanied with a frontward hand 

gesture.  
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Figure 5.9: Example of a gesture indicating a past-is-front mapping (Nuñez/ 

Sweetser 2006: 428) 

 

Nuñez & Sweetser find a possible explanation for this reverse pattern in 

the relation between visual perception and knowledge. English and many 

other languages use perception verbs for expressing epistemic stance (for 

instance I see with the meaning ‘I understand’). On such a view, the past 

is known in the sense that it has been witnessed and experienced. By con-

trast, the future is yet to been experienced and is, therefore, – just as that 

which happens behind our backs – not immediately known. Such an ac-

count provides a motivation for conceiving the past as being in front of us 

and the future as being behind us. 

 

Experiment 1 

Ask two persons to briefly describe events in the past and the future, 

such as (1) a childhood memory, (2) what they did last week, (3) what 

they will do next week, and (4) what they want to do in 20 years. Pay 

attention to how they talk and gesture about the past and future: do they 

follow the pattern of PAST IS BEHIND and FUTURE IS AHEAD? De-

scribe the results from your experiment briefly with examples. To help 

with your analysis, you can look back at the explanations for the linguis-

tic examples (1)-(6) above. 

 

These types of differences put the strongest form of universalism into ques-

tion. They challenge the idea that all languages exhibit the same cross-do-

main mappings. However, they need not be inconsistent with a cognitive 

perspective. Consider for instance basic cognitive categories such as CON-

TAINER in cognitive linguistic analysis. It would not be unexpected if such 

concepts would be shaped and conditioned by the particular living within 
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dwellings of various architectures, and the interior design of houses 

(Palmer 2007). Such type of cultural and environmental factors influence 

even on basic categories is not inconsistent with a more modest thesis that 

anticipates interaction between categories and environment. As put by 

Geeraerts & Grondelaers (1995: 177): “if cognitive models are cultural 

models, they are also cultural institutions”. In other words, language is not 

seen as a cognitively isolated phenomenon, and neither are language and 

cognition seen as strictly separate from culture and environment. 

 

5.3.2 Cognitive Mechanisms and Explanations to Semantic Diver-

sity 

We have seen differences between languages and have acquainted our-

selves with different ways to describe them. Such a descriptive endeavor 

does not provide us with a reason or explanation to either linguistic diver-

sity or allow us to postulate constraints on variation. A partial cause is that 

the variation in meaning has to be interpreted and must, therefore, rely 

more on a theoretical framework. In this section, we look closer at attempts 

to explain variation from cognitive linguistic perspectives. 

A typical property of these explanations is their functional character. This 

means that explanations to linguistic phenomena should be sought in the 

relation between linguistic structure and the purpose these structures serve 

in communication. From a cognitive-functional point of view, languages 

serve functions that are in general regulated by cognitive principles. The 

function of, for instance, a word class like nouns is to classify things, or 

perhaps more accurately to construe something as a thing. To seek func-

tional motivations for grammatical categories and typological patterns is a 

typical characteristic of cognitive approaches to semantic diversity. An ex-

ample of such an explanation concerns the cross-linguistically common 

strategy to express possession with locative constructions of the type ‘Y is 

at X’s place’ (Heine 1997). Rather than using a verb corresponding to Eng-

lish have or German haben, languages like Russian express possession 

through locative constructions. Example (7) shows this kind of possessive 

construction. 

(7)  У меня книга. 

 at me book 

 (I have a book.) 
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A cognitive linguistic explanation for the possessive meaning relies on a 

so-called event schema according to which physical contiguity between 

two entities can be seen as one of them possessing the other. The event 

schema is in turn “part of the universal inventory of cognitive options to 

humans” which “appear to be but one manifestation of a more general cog-

nitive mechanism that is recruited for understanding and transmitting ex-

perience” (Heine 1997: 222-224). 

 

5.3.2.1 Semantic Maps 

If linguistic variation can be understood in terms of the specific functions 

served by linguistic forms, and these functions are by and large determined 

by cognitive principles, then variation can be seen to follow from the way 

these functions are mapped on to grammatical constituents. One attempt to 

account for the relation between form and function is that of semantic 

maps (Haspelmath 1997). A particular word (typically grammatical func-

tion words like prepositions) can be shown to express different functions. 

For instance, the English preposition to can be used to express various 

functions, as shown in (8a-d) (examples from Haspelmath 2003: 211). 

(8)  a. Goethe went to Leipzig as a student. (direction) 

b. Eve gave the apple to Adam. (recipient) 

c. This seems outrageous to me. (experiencer) 

d. I left the party early to get home in time. (purpose) 

On the basis of cross-linguistic generalizations, the type of functions 

(which is used neutrally with respect to different uses or different senses) 

that can be expressed by adpositions and cases like to can be represented 

as a semantic map. The functions of to can be mapped out and compared 

to the functions of other grammatical morphemes in the same language. 

This can then be compared to the relation between forms and functions in 

other languages, like French. Generally, Haspelmath (2003) has proposed 

that the function of dative (expressed by to in English) can be mapped as 

in Figure 5.10.  
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Figure 5.10: A semantic map of typical dative functions (Haspelmath 2003: 213) 

 

In this figure, the space of possible meanings that can be expressed by a 

particular function, in this case the dative function, is mapped out. One and 

the same language need not have all meanings expressed by the same func-

tion. For instance, judicantis, ‘the judger’s dative’ which is used to express 

some kind of judgement made by the speaker about a situation is not ex-

pressed by to in English, but by for (see 9a and b). In contrast, German 

uses the dative function to express judicantis. 

(9)  a. That is too warm for me. 

b. Mir ist das zu warm. 

(Haspelmath 2003: 213) 

In this way, it is possible to represent cross-linguistic differences in which 

functions are expressed by similar/different forms. The exact status of se-

mantic maps is however not entirely clear. Two different views have been 

put forth. On the one hand, semantic maps are considered representations 

of form-function mappings across languages. This is the view taken by 

Haspelmath (1997). On the other hand, semantic maps are considered as 

truly a map that primarily reflects the cognitive organization of the domain 

represented and secondarily their distribution across languages (Croft 

2003). 

 

5.3.2.2 Grammaticalization: From Usage to Grammar 

We have seen that conventional linguistic forms serve particular functions, 

and that the relation between individual forms and function differ across 

languages. This does not answer the question how there can be stable lin-

guistic forms and rules for combining them. Put differently, why is there 
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grammar? One possible answer is that language is comprised of content 

words like nouns, verbs, and adjectives that are inflected and joined to-

gether into more complex expressions by grammatical words and mor-

phemes. From a functional perspective, such an understanding is however 

somewhat limited since it fails to tell us how there came to be such regu-

larities and rules. A possible cognitive-functional explanation is that gram-

matical regularities emerge from recurrent use of particular constructions. 

Given that some constructions occur more frequently than others, this will 

lead to them become more established in memory. A straightforward ex-

ample of this is phonetic reduction of high-frequency constructions. You 

can observe this phenomenon live: the English verb gonna is being formed 

from going to. This is the view of a usage-based approach. 

An important facet of a usage-based approach to grammar is the role of 

constructions. We discussed constructions in Chapter 5 as systematic pair-

ing between a form and the function it serves. Bybee (2006) argues that a 

large portion of language use is conventionalized in various forms of multi-

word constructions including idioms (beat around the bush), and predicta-

ble word pairings (mixed messages, beyond repair) and more schematic 

representations like verb+off+noun (such as blow the napkin off the table). 

We can think about language as comprised to a large extent of such com-

posites and when we combine this with the idea of frequency effect, it is 

possible to detail and describe the process through which grammar 

emerges from use. 

The process through which grammatical words and morphemes develop 

from lexical units is called grammaticalization (or grammaticization). 

During this process, a lexical unit becomes more general in the functions 

it can express. Some grammaticalization patterns are quite common across 

languages. For instance, the Old English verb willan (to want/to wish) is 

an example of the common tendency of a verb expressing intention devel-

oping into an auxiliary verb marking future tense, as in I will go to the 

movies tonight. The same pattern can be detected in other languages, and 

the degree of grammaticalization can go even further. The Old Church Sla-

vonic verb xъtěti is similar to Old English willan, but has in modern Serbo-

Croatian become a fully fused inflection for future tense. If languages fol-

low predictable patterns of grammaticalization, then it is possible to for-

mulate expectations for future development in a particular language. If 

English will continues to follow the course, we can expect it to develop 
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into an inflectional affix for future tense. For more details on this process 

of grammaticalization, see Heine (1997). 

It has been claimed that the grammaticalization processes follow strong 

tendencies across languages (Heine/Kuteva 2002). We have previously 

discussed the common tendency to express temporal relations in spatial 

terms. There is historical evidence that spatial markers often develop more 

abstract senses, but what is more interesting is that spatial markers in the 

first instance develop from body part terms. From a cognitive viewpoint, 

the process of grammaticalization as a continuous process of bleaching and 

extension from basic meanings can be expected. To think and talk about 

more abstract senses, we rely on concrete meanings. As a result of their 

recurrent usage to express several more and more general meanings, the 

word will lose the connection to a specific meaning and, as a by-product 

of its frequent use, develop into a grammatical unit. An example of how 

this process might occur is shown in Figure 5.11 below. In this example, 

we see how the English word back develops the meaning of a body part 

via a more general spatial meaning to the temporal meaning of past. 

 
Figure 5.11: The grammaticalization process of back (Zeman 2011: 4) 

 

5.3.3 Different Types of Universals 

Linguistic variation is closely related to the question of universals. A uni-

versal is a trait hypothetically shared by all languages of the world. When 

linguists speak about universals, they do not necessarily have the exact 

same type of features in mind. Several different proposals and differentia-

tion between types of universals have been made in the literature. In this 
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section, we discuss some of the different notions of universals that have 

been put forth, without claims to be an exhaustive list. 

The first type of universal can be called essential universals. Such univer-

sals are definitional due to pointing to features that make something a lan-

guage and not something else. One example of an essential universal could 

be that all languages have the resources for characterizing something about 

something, which in English is minimally made with a subject and a verb-

only predicate (such as she dances). More formally, such a universal could 

be formulated as ‘all languages have predication’. It seems impossible to 

think of a language not being able to have the resources to predicate, that 

is, to assert something about something. In the absence of such resources, 

we would arguably not consider it a language. Essential universals can be 

seen as more or less equivalent to what Hockett (1960) describes as design 

features of language. Since essential universals are universal by definition, 

they have not been studied from cross-linguistic perspectives. 

A similar type of universals can be called formal universals. In the tradi-

tion of generative grammar, these specify constraints on grammar of lan-

guages, e.g. having certain restrictions on the general organization of gram-

mar, or the distinction between deep and surface structure (Chomsky 1965). 

These constraints are often abstractly formulated and meant to explain why 

some patterns are grammatical and why others are not. Chomsky contrasts 

formal universals with substantive universals. These can typically be 

thought of as specific categories expected to occur in all languages, such 

as word classes or distinctive features in phonology. No individual lan-

guage is expected to realize all substantive universals, and these can thus 

be seen as charting the general space of grammatical properties, such as 

word order. 

From a cross-linguistic perspective, formal universals have been difficult 

to confirm or falsify. To a large extent, they are formulated within a par-

ticular theoretical framework and might, therefore, be difficult to compare 

outside of generative grammar. Traditionally, typologists have, therefore, 

been more interested in finding different kinds of universals. An influential 

differentiation in types of universals stems from Greenberg (1963), which 

we can represent as in Figure 5.12. 
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Figure 5.12: The four types of universals proposed by Greenberg (1963) (adapted 

from Evans/Levinson 2009: 450) 

 

Type 1 universals are similar to essential universals in that they are ex-

pected to hold true for all languages. They differ insofar as they are not a 

matter of being true by definition but are a matter of empirical discovery. 

Even if these are the characteristic kind of universals, there are no estab-

lished Type 1 universals among linguists. The proposed types and counter-

examples are too vast to consider in detail here, but possible candidates are 

‘all languages distinguish between nouns and verbs’ and ‘all languages 

have vowels’. The first has been contested and might depend on how the 

categories noun and verb are defined. The second candidate is in a sense 

close to definitional, since speech without vowels would not be compre-

hensible. Furthermore, it seems to exclude signed languages. 

Due to the difficulty in finding Type 1 universals much typological work 

has been devoted to Type 3 universals. These concern implicational rela-

tions between logically independent parameters of the form ‘IF a language 

has X, THEN it also has Y’. This means that properties of languages are 

related to one another in such a way that having one property means that 

another property is likely to appear as well. An example of an implicational 
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universal is ‘IF a language has a trial number, THEN it also has a dual’. To 

have a specific grammatical marker for classifying three objects is logi-

cally independent of having a grammatical marker for classifying two ob-

jects. In other words, it is possible to think of a language with the trial 

number lacking the dual number. However, cross-linguistic research have 

found a regular patterning of these two properties, which in turn make this 

a candidate for an implicational universal (for a comprehensive list of uni-

versals, please consult: http://typo.uni-konstanz.de/archive/intro/in-

dex.php?pt=1). The implicational hierarchy for number is shown below. 

This can be read from right to left: IF a language has dual, THEN it also 

has plural. 

Number: singular < plural < dual < trial 

Just as with the problem in finding exceptionless Type 1 universals, many 

implicational universals seem to be more a matter of strong regularities 

across languages (Evans/Levinson 2009). In sum, to the extent that there 

are universals of these kinds, they seem to be largely a question of Type 2 

and Type 4. 

 

Experiment 2 

Go to wals.info/feature. Here you will see a list of different features 

shared between the languages of the world. Choose one of them, for in-

stance hand/arm under ‘Area’: Lexicon, 129A. Read the feature descrip-

tion. Describe the characteristics of the item you selected and the possi-

ble dimensions of variation. View the map of how languages are distrib-

uted across this feature (bear in mind that the map does not represent all 

languages of the world, only those that have been investigated). Com-

pose a brief post on how this feature is expressed in the languages of the 

world. What type of variation can be found? What does it say about uni-

versal features across languages? 

 

5.3.4 Summary 

- Typological research and cognitive linguistics share a functional 

perspective on language. This means that forms are expected to 

serve certain communicative functions. 

http://typo.uni-konstanz.de/archive/intro/index.php?pt=1
http://typo.uni-konstanz.de/archive/intro/index.php?pt=1
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- To the extent that languages differ, it can be seen to be variation in 

how functions map to forms in different way. A function that is 

grammatically expressed in one language might be expressed lex-

ically in another language. 

- Investigating the languages of the world can test hypothesis for-

mulated in a principled manner. For instance, the claim that lan-

guages use spatial terms for expressing temporal relations have 

been contested by studies of languages like Amondawa and Ay-

mara.  

- Typological research has found that there are regularities and con-

straints on variation. To account for these patterns, principles de-

rived from cognitive linguistics can be used to explicate why these 

regularities appear. One example is the strong tendency of body 

part terms to develop into spatial markers, which can be seen as 

derived from the primacy of embodiment. 

 

5.3.5 Review Questions 

1. What is an essential universal? Why are typologists usually not 

interested in such universals? 

2. What does grammaticalization mean? Use an example to describe 

the process. 

3. Name a cognitive mechanism to explain diachronic change. 

4. Semantic maps can be understood in two different ways. What is 

the difference between the two?    
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6 How It All Began: The Acquisition of Language(s) 

in Childhood 

How is it that children can acquire the language of their environment so 

successfully over the course of only a few years? Is there a difference be-

tween the language acquisition process of children and learning a foreign 

or second language as an adult? On what skills, abilities and mechanisms 

is the process of childhood language acquisition based? Is this learning 

process identical to learning other skills during a child’s development or 

can we assume that language development has a special status? Is learning 

multiple languages in childhood effortless, or is growing up bi- or multi-

lingually a challenge to children? In this chapter, we focus on the basic 

questions of language acquisition research, to get a feeling for the require-

ments and learning mechanisms of language students in the classroom.  

This chapter is structured into several units. The first, Chapter 6.1, dis-

cusses the most important steps in a child’s development through the very 

first phase of life: from the womb to their third birthday. We will illustrate 

how children acquire their first language through sound development and 

lexical development. You will see how amazing cognitive, social, and per-

ceptive abilities aid children in their task of learning their environmental 

language. In Chapter 6.2 we ask the question ‘why’. How can we explain 

the successful acquisition of the environmental language using grammati-

cal structures? By contrasting traditional theoretical explanations with 

more recent scientific approaches, we want to show how cognitive linguis-

tics contributes to the theoretical debate. Afterwards, we will introduce the 

solution which usage-based grammar proposes and point out how this the-

ory can explain the acquisition of syntactic constructions. The final section, 

Chapter 6.3, deals with primary language acquisition in a multilingual con-

text. You will become familiar with the typical steps in the development 

of simultaneous bilingual children. Finally, we will discuss the possible 

explanations which various approaches propose.  
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6.1 Children and Language: The Early Years 

Helen Engemann 

In the previous chapters, you have received an overview of what consti-

tutes language according to cognitive linguistics. In this chapter, you will 

see how children unscramble the various aspects of language and what 

skills they call on to this end. In the first part, we will show, on the basis 

of sound development, how receptive infant perception is with regard to 

the linguistic features of their target language(s). The second part of this 

chapter focuses on how children begin to assign the forms of their L1 

language to a certain function and on this basis are able to deduce word 

meaning. Developmental phenomena and stages will illustrate how even 

the youngest of children are masters at recognizing patterns.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− acquire an awareness of the common and contrasting features of 

the learning processes of second and first language acquisition 

− describe important milestones and phenomena of first language 

acquisition in the areas of sound development and lexical devel-

opment 

− understand and describe how cognitive, social, and linguistic 

abilities are connected 

− explain testing methods for researching the cognitive and lin-

guistic abilities of small children. 

 

6.1.1 Terminological Tangle: Does a Child ‘Acquire’ or ‘Learn’ 

Languages? 

You have probably already noticed how academic literature uses a large 

variety of different terms to refer to the acquisition of a mother tongue. 

Some speak of ‘language acquisition’, others of ‘first language acquisition’ 

or ‘language development’. Then again somebody drops the general term 

‘language learning process’. Do these terms refer to different aspects of 
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acquiring a language? What can this apparent tangle of terminologies be 

attributed to? The choice of term often depends on the theoretical orienta-

tion. In this current chapter, we will shed more light on how followers of 

nativistic orientations assume that language development depends on in-

nate principles, the so-called universal grammar (UG). According to Noam 

Chomsky, UG is genetically coded and a feature unique to humans (Chom-

sky 1959). The principles of UG are, however, only accessible up to a cer-

tain age. Representatives of the nativistic approach assume that the limit 

for learning the grammatical rules of a mother tongue is three to four years 

of age. According to them, it is only up to this critical cut-off point that 

language can be acquired. After this point has passed, learners of languages 

have to fall back on general learning mechanisms. From a nativistic per-

spective, this explains the insurmountable difficulties that learners of a sec-

ond language exhibit with respect to syntax. Also, the distinction made be-

tween learning and acquiring is a conscious terminological choice based 

on theory from this perspective. In contrast, cognitive theoretical ap-

proaches do not principally distinguish between learning mechanisms 

based on biological age, as you will learn in Chapter 6.2. Another differ-

ence which is implicated by the choice of the terms ‘learning’ and ‘acqui-

sition’ is that of instructed learning of a (foreign) language in a classroom 

situation and that of spontaneous unguided acquisition occurring in a nat-

ural setting and taking place mostly without explicit instruction. With L1 

languages, it is, therefore, more likely that scholars speak of ‘acquisition’ 

rather than ‘learning’. But this obviously intuitive distinction is not without 

its flaws. The language learning process often includes both components. 

A child that is learning their mother tongue unguided and spontaneously, 

will acquire explicit knowledge on the structure of languages over the 

course of their life. In language classes at school, the child will learn stand-

ard written language and the grammar rules of their first language. Various 

studies have shown that literacy development and acquiring the standard 

written language have a feedback effect on the linguistic processes in the 

spoken modality (among others, cf. Olson 2002, Ravid/Tolchinsky 2002). 

On the other hand, the learning of a foreign language in a classroom can 

be assisted by contact with L1 speakers of that particular language during 

vacations or language study travels. To proclaim a clear separation of 

learning and acquisition would be arbitrary from a cognitive linguistic 

standpoint. Therefore, the various terms regarding language development 

which you will encounter in this chapter will be used interchangeably.  
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6.1.2 When Does First Language Acquisition Begin? A Child’s First 

Year 

In the following, we will explore the criteria for first language acquisition. 

The most obvious difference to the acquisition of a second language is 

quite trivial: the acquisition of the first language begins much earlier: be-

fore birth, in a mother’s womb. As you can guess, the term ‘mother tongue’ 

has emerged not without reason. It is a fact that the foetus is very receptive 

to auditory stimuli in the third trimester of pregnancy (beginning at the 

27th week of pregnancy). The foetus can perceive noises from the external 

world, even though these are somewhat muffled by the amniotic fluid (cf. 

Hennon/Hirsh-Pasek/Golinkoff 2000). The foetus’ soundscape is compa-

rable to submerging one’s head under water in your bath tub. While it is 

remarkable that the foetus’ hearing abilities develop that early, the question 

is whether it is capable of deducing linguistically relevant features from 

the sound stream. The reactions of foetuses to various auditory stimuli can 

be measured with truly ingenious experimental methods. These methods 

register the heart rate and kicking rate of the child in-utero, which indicate 

that humans are in fact capable of deducing linguistically relevant features 

at that age. Foetuses perceive prosodic features, i.e. the typical stress pat-

terns of their mother tongue (such as pitch and tone length) while they are 

still in the womb. This surprising result was found by the same study 

(DeCasper/Lecanuet/Busnel/Granier-Deferre/Maugeais 1994) which dis-

covered that foetuses can distinguish between a rhyme which their mother 

had read to them for a month and a new rhyme as early as the 33rd week 

of pregnancy. Many other findings support the fact that foetuses and in-

fants are linguistic geniuses. Moon, Cooper & Fifer (1993) found that new-

borns are already capable of distinguishing their first language from others, 

if their prosodic patterns differ (such as in English and Spanish). In the 

experiment, the infants reacted to the unknown language with a higher 

sucking rate, a rate which was measured with a special pacifier (see Figure 

6.1). It is the difference in sucking behavior in response to a visual or au-

ditory stimulus that indicates to researchers that the infant is perceiving 

something new or unknown. We can see in Figure 6.1 how such an exper-

iment is set up. As soon as the infant is familiar with the new stimuli the 

sucking rate declines (also cf. Kauschke 2012: 18–22).  



228 

 

 
Figure 6.1: Illustration of an experiment involving High Amplitude Sucking 

(Guasti 2002: 23) 

 

Infants are capable of perceiving additional acoustic features in addition to 

prosodic properties shortly after birth. Findings show that infants are capa-

ble of categorical perception as early as the first four weeks of life. This 

means that they can perceive sound contrasts, i.e. phonemes such as /t/ and 

/d/ (voiced and voiceless plosives). The perceptive ability is initially very 

broad: Between the ages of six and eight months, children are able to de-

termine the sound contrasts of all languages. A study conducted by Werker 

& Tees (1983) involving infants who were growing up with the English 

language, showed that these infants were capable of distinguishing sound 

contrasts of a language they had never heard before, Hindi. This ability 

diminishes drastically over the course of the next few months, as the infant 

focuses more and more on the phonemic contrasts that are relevant to his 

or her mother tongue. At the age of ten to twelve months, infants can no 

longer recognize phonemic differences in foreign languages, just as adults 

cannot. It seems as if it is the increasing experience with the environmental 

language which leads to this filtering process. Children learning a language 

become specialists of exactly the features and contrasts that are relevant to 

their language. Of course, as a consequence of the filtering process they 

also become less sensitive to contrasts and distinctions that do not appear 

in their linguistic environment.  
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In summary, we can say that a child’s initially very broad sound sensitivity 

becomes more and more language-specific within the first year of life; it 

adapts to the specific features of their environmental language. This proves 

the enormous (even prenatal) adaptive capabilities of children and how im-

portant interactions with the linguistic environment already are in the ear-

liest stages of language acquisition. It also explains why language learners 

often have difficulties learning to speak a second language without an ac-

cent, which is not a problem in the acquisition of the first language. The 

adult learner retains only a very limited sensitivity to the sound contrasts 

of the second language. He or she simply cannot discern many of the crit-

ical differences in the sounds of a foreign language and thus finds it very 

hard to (re)produce them. The perception of a child is calibrated toward the 

most important features of their mother tongue before they are even born. 

It is evident that not only speech production (i.e. producing sounds, words, 

sentences, and speech acts) has to be learned during language acquisition 

but that the reception of a language (perception and understanding) is 

equally important.  

Apart from the prenatal ability to discern sounds, there is not much going 

on in terms of language production during the first few months. At this 

stage, the newborn produces only vegetative sounds – such as sneezing and 

swallowing – and crying (much to the parents’ chagrin) until well beyond 

the first year. But what is the function of crying for language development? 

Any person who has been in the proximity of a crying infant knows that 

the loud wails of the little ones are hard to ignore. The infant is obviously 

very successful in attracting parents’ attention with their cries. In this way, 

they effectively convey hunger, discontent, or a desire for affection.  

Crying, in conclusion, is not only an alarm system that ensures the infant’s 

survival (Klann-Delius 2008: 23-25), it also embodies a pre-linguistic form 

of communication. Furthermore, studies by Wermke (2008) revealed that 

there are basic structural patterns (systematic variations in rhythm and mel-

ody curves) which underly infant crying. These patterns increase in com-

plexity and are systematically assigned to various communicative func-

tions as the child grows. This is why many researchers view crying as an 

important precursor of language production and language development in 

general. The research team around Wermke and her colleagues 

(Mampe/Friederici/Christophe/Wermke 2009) attained even more remark-

able results. They researched the cries of 60 newborns with either German 

or French as their environmental language. As little as three to five days 
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after birth it was evident that the intonation patterns adhered to that of the 

respective mother tongue. The infants exposed to German produced cries 

with a falling intonation (meaning an initial stress pattern), while the 

French newborns commonly cried with rising intonations (final stress pat-

tern). We can conclude that infants not only have a gift for recognizing the 

patterns of their environmental language, they can actually reproduce them 

in their own sound utterances, practically starting with their first cry.  

Over the course of their first year of life, children undergo various phases 

of sound production (see Klann-Delius 2008). An important milestone is 

the phase of babbling: At about six months of age, babies start to produce 

sequences of consonants and vowels. You have surely observed small chil-

dren saying things such as dada or gaga. This is referred to as canonical or 

reduplicated babbling, as every syllable (da or ba) is repeated several times. 

Children become more adventurous at around nine months of age and 

begin to produce varying syllable sequences such as taba or gaguda, called 

variegated babbling. In this phase, the syllable chains increase in length 

and the intonation makes it resemble that of actual sentences. Perhaps you 

have observed children in this phase hold so-called proto-conversations 

with their parents. During this dyadic dialogue between child and parent, 

the parents respond to the sentence-like babbling their child produces, even 

though the interaction between the two has no semantic content. 

What function then can be attributed to babbling? On the one hand, the 

child practises their not yet fully developed articulators which include the 

tongue, lips, and later teeth. On the other hand, it is an approximation of 

the typical features of the environmental language. Just as for crying, bab-

bling exhibits early consistency with the typical sound features of the target 

language. Children growing up in a German environment, in consequence, 

prefer sounds that frequently appear in their mother tongue, such as /t/ and 

labial sounds such as /m/ (Lleó/El Mogharbel/Prinz 1994). Just like sound 

perception, sound production exhibits language-specific adaptive pro-

cesses at an astoundingly early stage.  

We now have our first answer to why second language learners do not 

achieve the same results in language acquisition as first language learners 

do, and above that, often retain an accent throughout their lives. The lin-

guistic experiences which we gather before birth and as an infant are form-

ative for language development and guide our perception of the properties 

that are relevant to the target language.  
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As we will see, this adaptive process is not restricted to the phonetic level 

but includes form-function-mappings on all abstract levels you have be-

come familiar with in this book. This does not mean, however, that contin-

ued learning and relearning are impossible at an advanced age.  

 

6.1.3 The Language Acquisition Path Continues: Acquiring Vocab-

ulary 

We’ve seen in the preceding section how infants in the first year of their 

life and language development are mainly concerned with the perception 

and production of sounds relevant to the mother tongue. When does a child 

begin to associate form and function with each other and thus begins to 

construct meaning units? The ability of segmenting sound sequences and 

recognizing phonetic regularities in the environmental language is an im-

portant prerequisite for recognizing and filtering forms with semantic 

meaning, such as words. So how do children make the connection with 

meaning? This is the question we are going to address in the following 

section. 

Experiment 

Quine’s rabbit or the ‘indeterminacy of reference’ 

We have learned in an earlier chapter of this book that language consists 

of form-function mappings on various levels. But have you ever thought 

about how it is possible that children are capable of attributing certain 

linguistic forms to the correct meaning in the first place? In other words, 

how does a child develop concepts and vocabulary? For this purpose, 

we invite you to participate in a famous thought experiment. It is called 

‘Quine’s paradox’ after the American philosopher Willard V. O. Quine: 

Imagine you are a language researcher who has been sent to a remote 

island to conduct a field study. Your task is to learn and document the 

language of the island’s inhabitants. While on an expedition with your 

language informant, you suddenly encounter a strange creature similar 

to a green rabbit that darts forward from the underbrush. At this moment, 

your companion turns toward you and utters gavagai. It is now your task 

to determine the meaning of this word. Hypothesize with the other 

course participants and justify your hypotheses. Now consider how a 

field researcher would proceed in determining the meaning of the word. 
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In a more simplified form, the gavagai situation can be considered an anal-

ogy to the situation of an infant language learner. The child is surrounded 

by objects and situations and hears a myriad of sounds and words. The 

problem Quine hints at is the so-called indeterminacy of reference. In other 

words, how can a child or a researcher know what the word refers to? It is 

possible that the informant simply referred to the type of animal. But the 

word could also refer to a specific trait of the creature, such as its color, the 

texture of its fur, or a behavioral aspect such as its gait. The term could 

also be a warning, to perhaps call attention to a possible danger emanating 

from the animal. The word might not even refer to the animal in any way. 

Perhaps the word applies to a completely different aspect of the situation 

that has escaped the researcher’s notice because (s)he was distracted by the 

unusual animal.  

So how is it possible that a child begins to produce their first words at 

roughly one year of age and is capable of understanding several words at 

only a few months of age? There are several conditions which are neces-

sary for arriving at word meaning. The first condition is that the child has 

discovered that linguistic utterances are intentional, meaning that they are 

produced with the intent to refer to something. The second condition is one 

that you have already become acquainted with in the previous section: The 

child needs to be capable of segmenting the sound stream and of attributing 

meaning to the segments they have identified, i.e. to connect them with 

people, objects, and events. During this learning process, the child receives 

considerably more help than the poor language researcher in the gavagai 

experiment. The situation that Quine has construed is not particularly real-

istic. Words do not simply emerge from a vacuum as he suggests, but ap-

pear in the context of social interactions which provide important clues. 

Visual cues such as the interlocutor’s gestures, facial expressions, and eye-

movement all help to deduce semantic meaning, as does shared back-

ground knowledge, the so-called common ground.  

The child develops important socio-cognitive abilities in the first few 

months and years of their life. These help the child perceive and use the 

clues which socio-interactive context offers. Socio-cognitive abilities play 

a significant role for lexical acquisition. The ability of so-called joint at-

tention is an important milestone for lexical acquisition. Around the age 

of eight to twelve months, the child develops the ability to purposefully 

follow the eye gaze and pointing gestures of interlocutors (Tomasello/Car-

penter 2011). With that, the child is capable of directing their attention to 
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the same objects as the communicative partner. There are two important 

aspects to joint attention: one, a shared focus of attention and two, that both 

participants are aware that the other is mentally picturing the same infor-

mation. According to Tomasello (2001) such a triadic interaction be-

tween child, adult, and the object in the shared focus of attention is the 

cornerstone of meaning acquisition. Reading picture books together is an 

example of a typical situation of triadic interaction: the attention of the in-

teractive partner reading aloud to the child and the attention of the child 

are focused on the book. At the same time, the child understands that the 

utterances of the reader are related to the contexts and objects presented in 

the book. The child can, therefore, establish links between what is said and 

the object in the focus of attention and thus make first rudimentary map-

pings between form and function. It shows what an important condition the 

ability of social interaction is for lexical acquisition.  

 
Figure 6.2: Example of a triadic interaction (Katsiaryna EL-Bouz) 

 

Over the course of their first few years, the child acquires additional and 

equally important socio-cognitive abilities which facilitate the learning of 

word meaning. They learn to ‘read’ the intentions of their interactive part-

ners, which is why this ability is called intention reading. Children can 

Look! 

A bird! 
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detect the intention behind the action of a person by the age of two or three. 

But why is discerning intent so important for learning words? A study by 

Tomasello & Barton (1994) convincingly illustrates the connection be-

tween the two: In an experiment, children aged 24 months were assigned 

the task of finding an object referred to by the nonce word toma together 

with the experimenter. The experimenter looks into five containers which 

contain one object each. She assumes a disappointed expression when 

looking into four out of the five containers but reacts excitedly when look-

ing into one of them and discontinues the search. Afterwards, the children 

assigned the correct term to the reference object, even though the object 

and the term were never introduced directly in connection with each other. 

Hence, the children must have used other clues, such as the emotional re-

action and the behavior of the experimenter to deduce that her operational 

intent, finding the toma, had been achieved. Recognizing intent in dialogue 

partners helps children to create form-function mappings. With the ability 

of intention reading, even toddlers can understand that the linguistic utter-

ances of a communicative partner are meant to refer to something in the 

shared focus of attention.  

What makes children produce their first words? Deb Roy and his team 

asked this question in their unusual research project, the “Human 

Speechome Project” (Roy 2009, Roy/Frank/Roy 2012). In this very inno-

vative study, the expecting father Deb Roy installed cameras and recording 

devices in the ceiling of every room in his house to enable a seamless re-

cording of the first three years of his son’s life. In the name of science, Deb 

Roy and his family subjected themselves to a three-year long version of 

Big Brother. Based on these substantial recordings, Roy and his team were 

able to conduct complex analyses of language and movement. The goal 

was to research in what ways his son’s language development was con-

nected to various spatial and temporal environmental factors. The results 

show that the acquisition of word meaning is indeed strongly context-

bound and directly connected to certain social routines (so-called scripts). 

These include routines such as getting dressed, washing up, or eating to-

gether. This means that by associating certain procedures with different 

components belonging to the routine, children form conceptual knowledge 

that goes beyond word meaning. An additional important result was that 

the production of a child’s first word is often encouraged and supported by 

the adult’s preceding linguistic utterances. Before the child produces their 

first word for the first time, the same word occurs more frequently in the 
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adults’ input, often in very short and simplified sentences. Parents facilitate 

their children’s language acquisition task by using the features of child di-

rected speech (CDS) (more on CDS in Chapter 6.2), thereby optimally en-

couraging ‘the birth of a word’.  

 

 
Figure 6.3: The “Human Speechome Project” (Roy 2009) 

 

Do you know what your first word was? The utterance of the first word is 

very meaningful in many cultures. Parents greatly anticipate their off-
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spring’s first words and often proudly document them. Are these first 

words completely individual or are there general tendencies? Comparative 

linguistic studies that have researched the first utterances of children with 

different target languages have found that children talk about very similar 

things in the beginning; independently from their cultural environment. 

The most common first words, unsurprisingly, reflect the things which are 

most important in an infant’s daily life. They name the key caregivers 

(mummy, daddy) or objects such as toys that capture baby’s particular in-

terest (ball, teddy). Many words are of a socio-pragmatic nature (no, yes, 

thank you, hello, good-bye) or express activities and the associated requests 

in verbs and particles, such as eat, up, down. Frequently appearing words 

are more and again. These are often used by the child as requests when 

they want more of something or wish to repeat an action. These first utter-

ances are unmistakeable expressions of what motivates children to utter 

their first words: to socially interact with the environment as well as voic-

ing and enforcing their needs. Many children experience a strong acceler-

ation in their lexical development after acquiring their first 50 words, 

around the age of 18 months. Their productive vocabulary may often grow 

by several words daily, which is why this phase is called vocabulary spurt. 

Word use during the first few years of a child’s life is typically character-

ized by under- and overgeneralizations. Undergeneralizations occur 

when a child uses a general term to only denote a subcategory, or a certain 

representative of a category. For example, a child accepts the terms trou-

sers only when referring to jeans but protests when the word is applied to 

corduroy trousers. Similarly, plate may only be an accepted designation 

for the personal favourite pink plate. In this scenario, the term practically 

has the function of a proper name. Overgeneralizations are the case when 

a child overstretches a term’s actual scope of meaning. This commonly 

happens on the basis of a certain feature, which the child perceives as es-

pecially characteristic. For example, the child has learned the word ball 

and proceeds to apply it to everything which is more or less round (slice of 

sausage, tomato, egg, eye, moon). Hence, the child has determined a simi-

larity between the objects on the basis of a certain perceptual dimension. 

These similarities need not necessarily be visual features. A child could as 

easily call a vacuum cleaner a train due to the similar sounds these two 

objects produce (cf. Szagun 2013). What conclusions can be drawn from 

over- and undergeneralizations in terms of the learning process and mean-

ing acquisition? There is actually no consensus on how to interpret word 



237 

 

usage of this kind. They could reflect a not yet fully-fledged concept, which 

the child construes at the time of utterance and which does not yet fully 

correspond to an adult’s concept. This interpretation would mean that the 

word ball at the time of the overgeneralization has the meaning of a ‘more 

or less round object’ to the child. It could also be the case that overgener-

alization is merely a compensatory strategy: the child is aware that an egg 

is not a ball, but egg not yet being a part of their productive vocabulary, 

they use the term ball symbolically as a communicative gap filler.  

In any case, the above examples suggest that children orient themselves 

towards a prototypical meaning structure such as the one introduced in 

Chapter 3.2. Individual features of an object or certain representatives of a 

class are perceived as central and form the baseline for a category (cf. Bow-

erman 1977). The more experience the child gains by comparing similar 

and different objects and by comparing representatives of the same cate-

gory, the more elaborate the concept behind the word becomes. In the same 

fashion, children’s use of overgeneralization in early word use shows their 

ability to perceive similarities and to create categories by analogy. These 

abilities also play a decisive role for learning grammatical constructions, 

as we will find out in the following chapter.  

 

6.1.4 Summary 

- Infants communicate pre-linguistically by means such as crying. 

They even possess a prenatal sensitivity for the acoustic features 

of their environmental language. 

- Their early language perception abilities allow infants to recognize 

and reproduce the patterns of their mother tongue. This is evident 

in the fact that their first vocalizations (such as crying and bab-

bling) are characterized by the features of their mother tongue.  

- The important development of socio-cognitive abilities in the first 

two years of life allows children to draw conclusions regarding the 

meaning of linguistic forms and is a precursor to lexical acquisition. 

- A child’s first words appear in heavily contextualized routines and 

are based on the linguistic utterances of the parents.  

- Children’s word use during the first two years of life exhibits cer-

tain typical features which give us insights into the formation of 

categories and analogies during the language learning process. 
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6.1.5 Review Questions  

1. When does language acquisition begin and how are early linguistic 

perceptive abilities tested?  

2. How do the language-specific patterns of the environment influ-

ence acquisition? 

3. What are the phases of sound production in a child’s first year? 

What is characteristic of the respective phases?  

4. What are milestones of a child’s socio-cognitive development dur-

ing the first few years of life? How do they relate to lexical acqui-

sition? 

5. What is characteristic of word usage during the first few years of 

life? Name examples of your own choice.  
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6.2 How Children Create Constructions 

Helen Engemann 

In the last chapter, you have become familiar with the beginnings of lan-

guage acquisition up to the emergence of first words. With that, children 

have acquired important building blocks for their linguistic abilities. 

How do children now learn to combine these building blocks according 

to the syntactic patterns of their target language? How can we explain the 

successful acquisition of complex constructions such as passive con-

structions or relative clauses? With these central questions of language 

acquisition research in mind, we begin this chapter by presenting the abil-

ities a child utilizes when beginning to implement grammatical struc-

tures. Afterwards, we will sketch out characteristic developmental stages 

of construction acquisition for German L1 acquisition; we will use typi-

cal German multi-word utterances as examples. The second part of the 

chapter will revolve around the question of ‘why’. We will compare var-

ious approaches of fundamental language acquisition theories which still 

influence modern language acquisition research today: nativism and con-

structivism (see Chapter 4.1 for an overview). When comparing the two 

theories, the main questions that arise are ‘What is the role of the linguis-

tic environment the child is exposed to?’, ‘What abilities and prerequi-

sites must a child possess to master the task of acquisition?’, and ‘What 

are the learning mechanisms that are relevant to language acquisition?’. 

In the last part of this chapter, we discuss a current constructivist model 

which unites various aspects of seminal theoretical currents: so-called 

usage-based linguistics. Usage-based linguistics has established itself as 

a successful alternative to traditional approaches. By using the acquisi-

tion data of various grammatical constructions, we will show how the 

usage-based approach contributes to explaining the acquisition of gram-

mar.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− sketch out the characteristic steps of learning constructions 
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− critically discuss the various approaches to language acquisition 

research and distinguish them from one another 

− present the different roles of the linguistic environment (input) 

as well as genetic predisposition for seminal theories of acquisi-

tion 

− explain the learning mechanisms of the usage-based approach on 

the basis of construction acquisition. 

 

6.2.1 Accessing Syntax: Receptive Abilities 

Learning to use the constructions of your first language is one of the most 

astounding achievements of childhood development. It is not surprising, 

therefore, that syntax receives a great deal of attention in language acqui-

sition research. Despite the wide variety of syntactic patterns many lan-

guages have to offer, children are usually able to master and reproduce the 

basic constructions of their mother tongue by the age of four. Many say 

this happens completely effortlessly, without any errors and without any 

instruction whatsoever. We will see in this chapter to what extent this 

might be true. What can be said for sure, is that children do not learn the 

syntactic rules of their first language by being explicitly taught these struc-

tures, like a mature student would learn a foreign language. Parents do not 

give their ‘little ones’ lessons in grammar. Utterances which do not con-

form to the target language are rarely corrected explicitly, and if they are, 

only unsystematically. Even when an adult caregiver makes a correction, 

it is unclear if and to what extent children absorb them and use them in 

language acquisition, as you can see in Figure 6.4.  
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Figure 6.4: Explicit corrections (Lightbown/Spada 2013: 18) 

 

A language acquisition theory has to be able to explain how children are 

able to actively and correctly use their mother tongue’s syntactic patterns 

at only four years of age – despite the complexity of the task and a lack of 

explicit instruction. But let us start at the beginning: in order to get a foot-

hold in a language, a child’s first task is to recognize the elements in a 

continuous speech stream which together form syntactic units, for instance 

the constituents of noun and verb phrases: ([The cute little chubby dog]NP 

[has eaten the bone]VP) and those which supply grammatical information 

such as function words (articles, conjunctions, inflectional endings). As 

they begin to grasp syntax, children make use of their perceptive abilities 

and the typical characteristics of child-directed speech (see Chapter 6.1). 

Research has shown that even before they are capable of producing two-

word utterances themselves, children can filter out syntactic units from in-

put (cf. Schröder/Höhle 2011, Weissenborn 2000). This is possible through 

a sensitivity to the prosodic features of the sound stream which partially 

exists before birth. These prosodic features (see Chapter 6.1) such as 

speech rhythms, stress, and speech pauses correlate with syntactic infor-

mation. Changes in prosodic patterns often mark the boundaries of syntac-

tic units within the speech stream. An example are the short pauses that 

can be acoustically measured before a verb phrase or at the end of a sen-

tence. The findings of Jusczyk and his colleagues (1992) show that chil-

dren as young as nine months recognize the cues that mark the boundaries 
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of syntactic phrase boundaries (such as [Did she] # [drink the milk]? with 

a pause (#) between subject and verb) that appear in the speech stream. 

Children can use these cues to parse the speech stream into relevant syn-

tactic units such as words, phrases, and sentences. Deducing syntactic 

knowledge via prosodic cues is also called prosodic bootstrapping (Höhle 

2005). The child additionally receives support from the parents, who un-

consciously adjust their language (CDS) so that the aforementioned pro-

sodic cues are especially prominent: their pauses are especially long, and 

the stress patterns are more prominent when parents communicate with 

their children. Hence, the language offered by their caregivers helps chil-

dren recognize syntactically relevant phrase and word boundaries 

(Kauschke 2012, Szagun 2013). In addition to the early sensitivity for pro-

sodic cues, children develop social and cognitive abilities for recognizing 

patterns and for creating analogies. These are important requirements for 

constructing a grammar. We will reflect further on these requirements over 

the course of the next chapter. 

 

6.2.2 Acquisition: The Most Important Steps 

How does syntactic acquisition proceed in terms of a child actively pro-

ducing constructions? What is characteristic of a child’s first multi-word 

utterances? Studies conducted in different languages indicate a close con-

nection between the size of a child’s vocabulary and the production of his 

or her first two-word utterances (Bates/Goodman 2001). Only when the 

‘critical mass’ of 50 words has been acquired, children typically begin to 

combine them into short two-word utterances and begin to form their first 

syntactic structures, especially structures with inflectional endings. The re-

sults of Marchman & Bates’ (1994) study show that English children only 

begin to tap into the past tense after acquiring a critical mass of verbs that 

can be used for comparisons.  

Children’s first few word combinations exhibit several typical features 

which recur in the language acquisition data gathered in several cultures. 

Content words are strung together in such a way that the relation between 

the individual words can only be deduced by the interlocutor in context. 

The child’s utterance mummy teddy could be interpreted as a demand di-

rected at the mother (Give me the teddy) or as a comment (Look, a teddy!) 

or as a question (Where is the teddy?). Function words such as articles or 
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conjunctions are usually completely absent (want ball), as are subjects or 

verbs (ball red). 

As far as word order and especially verb positions are concerned, data on 

German acquisition exhibits several tendencies and developmental stages. 

These have been empirically substantiated, despite great variation on an 

individual level in terms of beginning and rate of acquisition (Szagun 2013, 

Tracy 2007). One challenge during acquiring construction stems from the 

asymmetrical verb positioning in German main and subordinate clauses. 

While the inflected verb stands in the verb second position (V2) in main 

clauses, it appears in verb-initial position (V1) in yes-no questions (Ist der 

Papa da? (Is Daddy home?)), and in verb-final position (VF) in subordi-

nate clauses. We must also consider that complex verb forms are frequently 

found in German, such as the combination of modal and main verb (er will 

Kekse essen/he wants to eat cookies) or the perfect construction (er hat 

Kekse gegessen (he has eaten cookies)) with a content bearing main verb 

in infinitival form in sentence-final position (as a participle or an infinitive). 

As you have just seen, the position of the verb is closely connected to its 

morphological form. Do these correlations and asymmetries in syntactic 

structure resurface in the utterances of children acquiring German? Re-

searchers have frequently observed that multi-word utterances of children 

between the ages of 18 months and two years often initially utilize the un-

inflected form of a verb in the final position of a clause (either as an infin-

itive or as a participle). This characteristic non-finite phase is illustrated in 

the following utterances of the nearly two-year-old Simone (cf. Beh-

rens/Pfänder 2013: 329):  

(1) Teller ham (literally: plate have) 

(2) (ka)putt dedange (= gegangen) Schaukel. (literally: swing broken) 

How can we explain the existence of this non-finite phase during language 

acquisition? Utterances such as in the above examples could be a reflection 

of the aforementioned frequent complex verb forms (Kannst du das neh-

men?/Can you take that?) in the input, which provide children with ample 

evidence of uninflected verbs in sentence-final positions (Behrens 2011). 

Perceptual factors could also explain children’s initial use of infinite verbs. 

The main verb is in the sentence-final positions such as Er will den Keks 

essen (He wants to eat the cookie) and in questions directed at children 

such as Willst du mit dem Ball spielen? (Do you want to play with the ball?). 

In this way, the content-bearing verb often receives a stronger emphasis 
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than the auxiliary verb in its position at the beginning of a sentence (Beh-

rens 2003). Children also tend to pay more attention to the final position in 

a sentence, which also plays a role in their stronger awareness of main 

verbs (Slobin 1985). As the information last heard in a sentence, main 

verbs are more likely to be absorbed by the still limited processing capac-

ities of a child’s working memory (see Freudenthal/Pine/Aguado-

Orea/Gobet 2007). Tomasello (2000b) goes a step further by rating the in-

fant use of non-finite verb forms such as in open it as truncated imitations 

of input from an adult’s utterance (me open it instead of let me open it) and 

the consequence of a still limited capacity for intake and processing. Sim-

ilarly, Szagun (2013) interprets infant use of non-finite verb forms as trun-

cated input strings from adult utterances which lack the auxiliary and 

modal verbs of multi-part verb forms.  

Children experience an important additional developmental stage between 

the ages of 18 and 28 months. As shown in (3) and (4), children begin to 

produce inflected verbs during this stage. It is notable how the typical verb 

position in German main clauses (in verb-second position) is almost al-

ways adhered to from the beginning (Tracy 2007). Learning verb inflection 

and the V2 position in main clauses characteristically take place at the same 

time.  

(3) der beißt (he bites) 

(4) die baden (they are bathing) 

(Szagun 2013: 82) 

This very notable adherence to the verb positions of the target language is 

also followed in the production of subordinate clauses, which are usually 

first produced between the ages of two and a half and three years. Children 

usually place the inflected verb (underlined in the examples below) with 

great accuracy in the sentence-final position where one would expect to 

find it. 

(5) die puppe lacht immer, wenn de hilde kommt (The doll always laughs 

when Hilde comes). 

(6) das bewegt sich heute so, weil’s kaputt ist (That moves like that today, 

because it is broken). 

(Stern/Stern 1928) 

A peculiarity of early childhood subordinate clause structures is the fre-

quent absence of elements introducing subordinate clauses (conjunctions 
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or relative pronouns). This is apparent in utterance (7), which was pro-

duced by a three-year-old child. 

(7) Du solls die mama sang ich immer einen unfall mach (You should tell 

mum I always make an accident). 

(Rothweiler 2002) 

By the age of about three or four years, a child has mastered the most com-

mon sentence structures in German. However, the diverse word order pat-

terns in German need to be acquired one step at a time. This is the case for 

syntactic rules that place the object in the first position, such as Den Keks 

hat er gegessen (That cookie he ate) and the subtle stylistic and semantic 

changes that these structures entail. With respect to multi-word utterances 

between the ages of 18 months and three and a half years, we see that chil-

dren easily succeed in recognizing and producing the essential word order 

patterns and regularities their language offers over a short period of time. 

Deviations and especially errors children make during this time tell us 

much about which regularities they have already identified.  

 

6.2.3 Explanatory Approaches 

The acquisition process of the various sentence patterns is well docu-

mented. But how can the rapid, robust, and mostly error-free process be 

explained theoretically? What are the learning mechanisms that impact the 

acquisition sequence of the non-finite and finite phase? How is it that verb 

positioning in subordinate clauses often matches the target language from 

the very beginning? These are the controversial questions which spark very 

different opinions and controversy in language acquisition research. To 

this day, there is no consensus between the different theoretical schools. In 

this section, we will introduce two of the most frequently discussed theo-

retical approaches to and perspectives on acquisition. We will begin with 

Chomsky’s nativist approach which arose from a traditionally structuralist 

view on language and considered itself a reaction to behaviorism (see be-

low). Afterwards, we will introduce a relatively new alternative model, Mi-

chael Tomasello’s approach to usage-based grammar (Tomasello 2000a, 

2003). A fundamental difference between the two approaches is the ques-

tion of whether children are born with the abstract knowledge of syntactic 

regularities, i.e. whether it is an innate endowment (nativism) or whether 

the regularities are acquired bit by bit through the interaction with the en-

vironmental language(s) in a progressive generalization process (construc-
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tivism). You are probably aware of the well-known debate on the influence 

of genetic disposition versus environment (nature – nurture) which perme-

ates many other fields. It is a debate that has also made its entry into lin-

guistics.  

 

6.2.3.1 Nativism: Language Acquisition as a Logical Problem 

The starting point of Noam Chomsky’s nativist (instead of nativism, the 

term generativism is also commonly used) theoretical approach was a 

publication (Verbal Behavior) by the psychologist Burrhus F. Skinner 

(1957). Skinner conceived of language acquisition purely behavioristically 

as a stimulus-response pattern: he viewed language as a conditioned be-

havior, which children learn solely by imitating parental utterances with 

the aid of positive and negative reinforcement. According to this model, 

the child is conditioned by the responses to correct linguistic utterances 

(positive reinforcement) or errors (corrections: negative reinforcement). 

Bit by bit, the child’s language converges with the model of the environ-

mental language. When viewed from this perspective, the learning process 

underlying language acquisition is a stimulus-response pattern: The child 

hears a linguistic cue in the environmental language and reacts to it by im-

itating the offered cue. His or her surroundings react with either positive or 

negative reinforcement to the infant utterances. In the same vein, syntactic 

abilities are explained as an associative process of linking words, which 

gradually stabilizes and becomes a speech habit by positive reinforcement. 

If language acquisition were to be truly reduced to a conditioning mecha-

nism, then successful language development would be explained in the 

same way as the conditioned drool reflex of Pavlov’s dog (see Figure 6.5), 

who happily associates the ringing of a bell with food. 
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Figure 6.5: Classical conditioning: the example of Pavlov’s dog (ephipp 2014) 

 

Noam Chomsky took a vehement stand against this view in his review of 

Skinner’s Verbal Behavior (Chomsky 1959). The input of the environmen-

tal language is not sufficient, in Chomsky’s opinion, to explain why chil-

dren can use language creatively. Creativity in this case means that the 

necessarily limited rules of language can be used to produce a theoretically 

unlimited number of utterances. That this cannot be only due to mere imi-

tation of the input language(s) is seen in the fact that children’s utterance 

often strongly diverge from the adult’s input, says Chomsky. Overgeneral-

izations such as *I swimmed, which young children typically produce, can-

not be attributed to imitations of adult speakers’ input. Hence, infant utter-

ances go beyond the input of the environmental language. According to 

Chomsky and other advocates of nativism, the rapid acquisition of syntax, 

when considering the input available to the child, presents us with a logical 

problem: The input is quantitatively and qualitatively insufficient for a 

child to gain the necessary knowledge of rules on this basis alone. In sum-

mary, the anti-behaviorist argument is known today by the term of poverty 

of the stimulus and encompasses several aspects. Firstly, the input a child 

is exposed to is necessarily limited, meaning to say that it can only include 

a portion of the utterances possible on principle. Secondly, proponents of 

nativism view the input as qualitatively restricted because spoken language, 

including the language produced by adults, is often full of errors, slips, and 
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incomplete sentences. Therefore, nativists conclude, it should not be pos-

sible for a child to derive linguistic rules and laws from his or her environ-

mental language, due to the qualitative and quantitative deficits of the lan-

guage data available.  

So, what do nativists propose as a solution to the logical problem of lan-

guage acquisition? According to Chomsky and other representatives of na-

tivism, the solution lies in the inherent language-specific endowment chil-

dren possess. This endowment dictates the blueprint for acquiring syntax. 

From a nativist perspective, this explains why children do not make all the 

errors which are theoretically possible. For instance, verbs do not appear 

in every possible position in the sentences of children’s utterances but in-

stead display clear tendencies (see above). This is due to the limitations of 

universal grammar (see Chapter 6.1), according to the nativist view.  

From this perspective, possible structures of the language system are lim-

ited by the inherent principles of universal grammar and restrict what hy-

potheses can be made. This in turn would also explain how acquisition can 

proceed so rapidly and following similar developmental stages across dif-

ferent languages. The genetic endowment matures, as any other organ of 

the human body, according to a genetically preprogramed plan: “Language 

acquisition seems much like the growth of organs generally; it is something 

that happens to the child, not that the child does” (Chomsky 2000: 7).  

Deviations in infant utterances result in part from the biological maturation 

process which linguistic competences are subject to, in part from a com-

plex activation process. Different areas of grammar are activated in hierar-

chical steps and within certain time windows. The linguistic input a child 

hears plays only a secondary role as a trigger. When the child recognizes 

certain features of the target language in the input, such as verb position, it 

triggers a parameter setting. This is a strictly nativist approach known 

today as the principles and parameter model of language acquisition: 

innate features referred to as principles are common to all languages, i.e. 

do not have to be acquired by the child. The so-called parameters on the 

other hand are language-specific features which represent possible realiza-

tions of a universal principle. These have to be set in the course of language 

development. An example of a cross-linguistically universal principle 

would be the knowledge of how words can be combined to form new struc-

tural units (such as Paul’s blue ball). Language-specific parameters deter-

mine which position an element may occupy. In French, the modifying 
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elements appear in a different position (le ballon bleu de Paul) than in 

English (Paul’s blue ball).  

According to nativism, setting the particular regularities (‘parameters’) of 

a language is the mechanism that underlies language acquisition, which 

proceeds in a stepwise fashion and is biologically determined. The range 

of variation is also specified by universal grammar. A wide variety of the-

oretical currents still exists within nativism today. These mainly differ in 

terms of the abilities that are considered innate. Whereas the traditional 

principles and parameter model focuses on innate knowledge of grammat-

ical structures, other proponents focus on innate mechanisms and processes 

which enable a child to efficiently process a language and sift through the 

input for significant information (cf. Hirsh-Pasek/Golinkoff 1996). Nativ-

ist approaches have in common that the process of acquisition is seen as 

top-down. This means that children infer the syntactic patterns of their tar-

get language on the basis of the abstract knowledge (be it form of structural 

knowledge or restrictions in learnability) they are endowed with. Hence, it 

is a deductive process: the innate knowledge of rules predetermines spe-

cifically how language data is approached. Children use the input to com-

pare these structures with the hypotheses they have access to and ‘adjust’ 

them to the target grammar via the appropriate parameters (see Chapter 

4.1). 

 

6.2.3.2 Paradigm Change 

What are the empirical findings in terms of nativist assumptions? Is there 

really any evidence for a genetic endowment for linguistic abilities? The 

discovery of the so-called FOXP2 gene (Lai/Fisher/Hurst/Vargha-

Khadem/Monaco 2001) caused a stir among linguists several years ago. 

This genetic mutation was associated with pronounced speech disorders 

which appeared in three generations of one family. All members who car-

ried the mutation were affected by the speech disorder. The discovery was 

prematurely considered as proof of a ‘language gene’ which controlled the 

development of linguistic abilities. Further studies cast doubt on this inter-

pretation, as the same gene was found in song birds and primates. It was 

also found that FOXP2 affects non-linguistic abilities, which manifested 

themselves in anomalies in non-verbal intelligence and motor control pro-

cesses (Watkins/Dronkers/Vargha-Khadem 2002). Therefore, syntactic 
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abilities and their impairment cannot be directly ascribed to the FOXP2 

gene. 

Nativist arguments also came under fire in the last two decades due to em-

pirical findings. Especially the poverty of the stimulus argument could not 

be substantiated empirically: numerous studies on acquisition scrutinized 

input via corpus analyses (cf. Behrens 2006, MacWhinney 2004, To-

masello 2003) and found that linguistic input is not as impoverished as 

Chomsky and his colleagues assumed. Statistical corpus analyses of child-

directed speech showed that the input is a quantitatively and qualitatively 

rich source of data for language acquisition. A computational linguistic 

study conducted by Sagae and his colleagues (2004) examined parent-child 

interactions in several linguistic corpora and found that parental child-di-

rected speech – in opposition to Chomsky’s assumptions – is marked by a 

high degree of error-free language use, comparable to the corpora of the 

Wall Street Journal. Similarly, the claim of ‘impoverished’ input cannot 

be maintained from a quantitative perspective: Behrens’ (2006) analyses 

of child-directed speech showed that children are exposed, on average, to 

several thousand mostly well-formed utterances a day. Thus, the ‘logical’ 

(as nativism deems it) problem is empirically invalid: the vast number of 

mostly well-formed linguistic utterances and grammatical structures chil-

dren are exposed to over the years provide more than enough guidance for 

an effective learning process; even without assuming the existence of pre-

existing linguistic knowledge.  

From the theoretical side, more and more objections are accumulating 

against nativist arguments: the central concern is the fact that nativist ex-

planatory models are restricted to highly abstract grammar rules. Abstract 

rules cannot explain the knowledge of constructions and collocations, even 

though they are also a large part of linguistic knowledge. They are often 

excluded in nativist theories as lexical knowledge, which has to be acquired 

independently from core grammar with other learning mechanisms. This 

means that a two-part learning process would be necessary to sufficiently 

explain linguistic competence. The assumption of innate linguistic 

knowledge, therefore, only serves as an explanation for part of the problem 

and overall leads to a possibly redundant and unnecessarily complicated 

two-part theory. From a theoretical standpoint, a learning model that can 

explain grammatical and lexical knowledge through a single process is 

preferable: 
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a usage-based approach is ultimately more parsimonious than a 

UG approach: First, it does not require a separate innate endow-

ment just for the purpose of language. Moreover, the same mech-

anisms will account for the acquisition of all of language, i.e., 

one does not assume separate learning mechanisms like trigger-

ing or maturation that solely serve the purpose of activating and 

setting the language-specific parameters of UG. (Behrens 2009: 

390) 

 

A series of explanatory models have developed over the last 20 years as 

alternatives to the nativist approach. These are able to show empirically 

how language acquisition and especially the acquisition of complex syn-

tactic structures can work without needing to fall back on innate knowledge. 

We will introduce usage-based grammar in this section, which is a strong 

constructivist standpoint that opposes the nativist model. Usage-based 

grammar is based on the premises of construction grammar, which you 

have become familiar with in Chapter 4.  

 

6.2.3.3 Constructivism: Usage-Based Language Acquisition Theo-

ries 

The starting point of usage-based theories (see Behrens 2011, Tomasello 

2003) is a construction grammar perspective on language (see Chapter 4). 

Explaining language phenomena is not reduced to competences of core 

grammar but encompasses all constructions, for instance form-function 

units at all levels of abstraction and complexity. Language use plays a key 

role for acquisition, in other words the linguistic input a child is exposed 

to. According to proponents of the construction grammar approach, it is 

possible for a child to build up syntactic knowledge inductively on the ba-

sis of rich input, i.e. on the basis of individual linguistic utterances. Chil-

dren do not conjecture from abstract prior knowledge, but from concrete 

utterances from the input. On this basis, children accumulate the ground-

works of their knowledge on constructions in a piecemeal fashion:  

 

[…] children do not experience constructions but only utterances; 

they must (re-)construct for themselves the constructions of their 
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language from the individual utterances they experience. (Ibbot-

son/Tomasello 2009: 60) 

 

In this approach, the knowledge of the rules and regularities of language is 

not innate but deduced from language use in a gradual process of general-

ization (also see Chapter 3.3 in Volume Language Learning and Cogni-

tion). No amount of language-specific prior knowledge is necessary. The 

child utilizes a series of general cognitive and social abilities which we 

have discussed earlier in Chapter 6.1: the abilities of pattern finding and 

forming analogies are central and are also at the root of typical overgen-

eralizations in early word use (see Chapter 6.1). Children are capable of 

recognizing similarities and differences at an early stage, as well as being 

able to form categories and generalizations. An example of a typical child 

error of overgeneralizing is applying regular past tense verb endings to ir-

regular verbs (he taked instead of he took). It is an indicator that the child 

has recognized some common endings of many participles (–ed as in 

walked) as a pattern and subsequently abstracted and actively reapplied it 

to new contexts. We have seen in the last chapter that children possess 

statistical sensitivities in terms of the distribution and frequency of sounds, 

words, and structures in the input at a very early age. 

How does the learning process proceed from a usage-based perspective? 

Children need to traverse three stages when extrapolating abstract con-

structions from input (cf. Madlener/Behrens 2015): First, children uncon-

sciously analyze frequency distributions in the input. Children filter out so-

called chunks (Lieven/Behrens/Speares/Tomasello 2003) which are espe-

cially frequent form-function units that appear in the input. These are unan-

alyzed and formula-like set pieces which are stored in memory holistically, 

that is, without analyzing the individual elements of the construction. Such 

a chunk could be the multi-word sequence What’s that? which the child 

might have heard repeatedly when reading picture books in triadic interac-

tions (see Chapter 6.1). Children imitate the form-function units they filter 

out of the speech stream in their own utterances and thereby further con-

solidate them. Chunks stored in memory in this fashion are easily retriev-

able and form the starting point of the budding generalization process. It is 

important that the chunks have no abstract status at all in the beginning. 

These are also referred to as item-based constructions and are the first 

child representatives of constructions. Item-based constructions means that 

the constructions are directly adopted from the concrete utterance in the 
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input and in its initial use is only used in that exact order by the child. It 

explains why the word order of the first child utterances often conforms to 

the target language: They are directly adopted from the heard input. The 

initially item-based constructions are analyzed in their parts by the child at 

a later point. But a second step is necessary, referred to as the formation of 

schemas. Children slowly detach themselves from concrete individual cop-

ies when they have stored a critical mass of chunks. By comparing the var-

ious form-function units, children recognize similarities and differences, 

thereby abstracting their first patterns, also known as schemas. The verb 

island hypothesis (Tomasello 2003) plays a central role. It is the hypoth-

esis that the patterns a child recognizes are usually grouped around verbs 

and their argument structure. Verbs are the anchor points, and the initial 

use of constructions is closely connected to verb islands. For instance, 

based on the chunk What is that? a child has acquired the schema [X IS Y]. 

The initially fixed unit has thus reached a higher level of abstraction. The 

child has recognized that the verb is can variably stand between other 

words, such as That is a camel or Who is Peter? The first few uses of con-

struction patterns are still directly tied to the verb of the utterance it was 

heard in. At first, the child is not able to transfer the construction pattern to 

other verbs. So, the schema [X IS Y] is only applied to the specific verb is 

and only in that specific morphological form (third person singular). A 

transfer to other forms such as What are cookies?, Who are you? is not 

possible at this stage. In other words, jumping from one verb island to the 

next is not possible or only in a limited capacity. It is only during a third 

step of the learning process that children gradually create connections be-

tween islands.  

The third step in the process is generalization. Children recognize the reg-

ularities of schemas they have already acquired and further generalize them. 

It is then that schemas have reached the status of abstract syntactic 

knowledge. Children can now utilize the acquired constructions flexibly in 

various contexts and in combination with different lexical elements. It is 

precisely this feature which makes constructions so productive. In contrast 

to chunks, children can now use the construction independently from the 

original context and with other verbs and lexical units. With respect to our 

earlier examples, the form of the abstracted construction after the third step 

is [X COPULA Y]. These abstract constructions would now enable the 

child to produce utterances such as The food is delicious or His name is 

George. This goes far beyond the initially stored chunks.  
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The verb island hypothesis is empirically supported by several experi-

mental studies on the use of nonce verbs. Tomasello and Brooks (1998) 

presented children with nonce verbs while they were playing. These nonce 

verbs were used either in a transitive or intransitive construction schema 

(The dog is tamming the apple versus The dog is tamming). When ques-

tioning the children subsequently, the researcher attempted to elicit the use 

of the new verb. The results were that children below the age of three al-

most exclusively used the new verbs with the syntactic pattern that had 

been utilized to introduce the verb to them. Verbs presented as transitive 

were adopted by the children as transitive and were rarely used intransi-

tively. However, with increasing age, children generalized the new verbs 

to include other construction types. 90 % of the five-year-old children were 

able to transfer the new verb to both construction schemas. The results of 

the study indicated that in the beginning, constructions are strongly tied to 

the concrete lexical units with which they appear in the input. Due to a lack 

of abstraction, they cannot yet be transferred to other verbs. The initially 

island-like construction slowly detaches from their concrete lexical-verbal 

context and expands to include other lexical contexts in a gradual general-

ization process. The central finding of the study was that children’s use of 

constructions is not initially based on an abstract knowledge of rules, as 

one would otherwise expect the ability to transfer to other lexical contexts. 

The process of acquiring syntax is, therefore, bottom-up: As part of a grad-

ual generalization process, children slowly accumulate knowledge of struc-

tural rules on the basis of concrete individual utterances in the input. Ab-

stract knowledge is the final product of this generalization process, not the 

starting point.  

A theoretical benefit of the usage-based explanatory approach is that it 

does not assume two different learning mechanisms for children and adults. 

The acquisition of the first and second language is based on the same cog-

nitive abilities of recognizing and generalizing patterns. The differences in 

the learning process and its different outcomes stems from the different 

conditions in terms of processing capacity and memory storage, which are 

still limited for children.  

 

6.2.4 Summary 

- Children have a sensitivity for prosodic cues at an early stage, 

which they utilize when learning constructions. Being able to 
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recognize pauses in the speech stream makes it easier to filter out 

units that belong together syntactically. 

- Children acquiring German as their first language passing through 

several stages of acquisition during first language acquisition. Dur-

ing this time, verbs which are initially used in their non-finite form 

and are placed in sentence-final positions in German are used in 

the correct position and in their finite form at the age of about two 

years. 

- Nativist acquisition theories explain syntax acquisition as a top-

down process by assuming the existence of inherent language-spe-

cific knowledge which is activated by a biological maturation pro-

cess and through interaction with the input. 

- According to usage-based constructivist approaches, the child con-

strues syntactic knowledge only gradually. This takes place in a 

bottom-up process on the basis of input and general cognitive abil-

ities (pattern recognition, forming analogies, generalization). 

 

6.2.5 Review Questions  

1. What are the most important stages of acquiring basic German sen-

tence structures in first language acquisition? 

2. How does the nativist theoretical approach explain the acquisition 

of grammatical competence? 

3. Which arguments oppose the nativist approach? 

4. What are the central concepts which form the basis of the usage-

based approach? 

5. Which learning mechanism underlies language acquisition from a 

usage-based perspective? 
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6.3 Early Child Multilingualism 

Helen Engemann 

In the preceding chapters, you have learned about the processes of first 

language acquisition from sounds to constructions. In all the scenarios 

presented, we simply assumed that the child grew up with only a single 

language (monolingual). This is, for the most part, unusual. Even though 

monolingualism is presented as the norm in textbooks, this is not the case 

for the majority of the population. Many people grow up with one or 

more additional languages. Quantitatively, multilingualism is more the 

norm than monolingualism. There are still many misunderstandings con-

nected with the notion of growing up multilingually, which is why we 

will focus on multilingualism in the final part of Chapter 6. Moreover, it 

is an important subject for actual language teaching. The following chap-

ter begins by reflecting critically on the various definitions of bilingual-

ism. We will then look at what criteria are used to differentiate the vari-

ous forms of multilingualism in childhood and critically discuss several 

explanatory approaches. 

 

Study Goals 

By the end of this chapter, you will be able to: 

− define, distinguish, and categorize various multilingual language 

acquisition scenarios 

− name theoretical approaches which explain differences in multi-

lingual language acquisition processes 

− recognize and categorize typical phenomena of language use in 

multilingual children. 

 

6.3.1 Who Is Actually Multilingual? 

Would you consider yourself a multilingual? As a language teacher, you 

have certainly mastered at least one additional language. However, your 

answer may also depend on how much value you attach to criteria such as 

the age of acquisition or linguistic competency. Many people would not 
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describe themselves as multilingual, because they equate multilingualism 

with the perfect mastery of at least two languages; it may not be as easy to 

reach a clear definition of multilingualism as expected. Many linguists feel 

the same.  

Opinions on what constitutes a ‘multilingual‘ speaker have always strongly 

diverged from the very dawn of multilingualism research. The structuralist 

Bloomfield advocated the extremely idealistic position that multilingual-

ism was the “native-like control of two languages” (Bloomfield 1935: 56). 

On the other hand, the definition used by the Swiss multilingualism re-

searcher Grosjean focuses on the use of the two languages, rather than 

competency: “bilinguals are those who use two or more languages (or dia-

lects) in their everyday lives” (Grosjean 2010: 4). A perfect or perfectly 

balanced knowledge of more than one language is not a condition for being 

a bilingual speaker, according to Grosjean. Many researchers of multilin-

gualism nowadays assume a similarly moderate position. It is evident from 

Grosjean’s definition that multilingualism researchers are not only inter-

ested in speakers who conform to Bloomfield’s ideal, but also in a rela-

tively wide spectrum of multilingual backgrounds. The reason for this is in 

part that researchers no longer view language competency and language 

acquisition as static, unchangeable categories with clear initial and final 

states. Like all cognitive abilities, our language competency is subject to a 

multitude of determining factors: depending on how often we use our lan-

guage(s), in what type of language environment (are we surrounded by 

speakers of one or the other language in our daily lives?) and in what social 

contexts (work or family), the balance between the two languages can shift. 

When vacationing or staying in a country in which your second language 

is spoken for an extended amount of time, you have probably experienced 

that you are able to speak more fluently and can more rapidly access words 

and constructions. This effect disappears again relatively quickly when the 

language is no longer used. Children who grow up multilingually have sim-

ilar experiences. Parents often report how a vacation, say, to the grandpar-

ents’ home where only one of the children’s two languages is spoken, has 

a huge effect on their language abilities. In a short amount of time, children 

make great linguistic progress in the language they usually use less. Our 

language behavior and especially our usage of language changes depend-

ing on our situation. It depends on who our interlocutor is, and what the 

topic of the conversation is. Many studies have also shown that the popular 

belief that a mother tongue remains strong throughout our life is not true. 
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A relatively new branch of multilingualism research has been focusing on 

the phenomenon of language attrition since the 90s. Language attrition typ-

ically appears in speakers who have lived in a second language environ-

ment. They rarely use their first language which consequently undergoes 

attrition (cf. Schmid/Köpke/Keijzer/Weilemar 2004). Especially in situa-

tions in which the first language has lost its day-to-day relevance, speakers 

often exhibit great difficulties in accessing the words and constructions of 

their first language. It seems that aspects of their language competency 

have partially been forgotten. There are many factors which play a role in 

how pronounced attrition is, for example: how long the speaker resides in 

the second language environment, the age of the speaker, but also how 

strong the speaker’s sense of belonging is to the culture of the first or sec-

ond language, or even their level of education. Nowadays, the dynamic 

character of language and multilingual acquisition is in the focus of re-

search: de Bot, Lowie & Verspoor (2007) view language acquisition as a 

complex, dynamic, and constantly changing system. Their work is known 

as the dynamic system theory. With the aid of computer simulations, they 

illuminate the interplay of different variables (real-life messy facts; de 

Bot/Lowie/Verspoor 2007: 7), which have barely received attention up till 

now. These interactions can often explain the very different individual out-

comes observed in second language acquisition. These include certain (in-

ternal) cognitive and social factors which concern the speaker, but also ex-

ternal variables such as input and the interaction between the two (or more) 

language systems involved.  

The growing interest in various multilingual profiles (which do not con-

form to the ‘ideal’ bilingual) is also due to the more critical view of the 

concept of native-likeness and the ‘perfect’ language competency associ-

ated with multilingualism over the past few years. The concept has been 

increasingly criticized as problematic. Monolingual L1 speakers also differ 

strongly in their individual linguistic profiles. They differ in the size of 

their passive and active vocabulary and the extent to which they are able 

to shift between stylistic registers and regional dialects.  

Bilinguals are also not simply the sum of two monolingual speakers. This 

is evident in the fact that bilinguals rarely possess an exactly equivalent 

vocabulary of both languages. Instead, there is a ‘division of labor’ be-

tween the two languages, so that they cover day-to-day contexts and func-

tions in which the respective languages are employed. The involvement of 

the various languages is often tied to specific people or contexts (school, 
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work, family). Consequently, bilinguals find it easier to talk about certain 

topics in one rather than the other language. Perfect competency (if it even 

exists) is, therefore, no longer a necessary or even realistic prerequisite to 

be deemed bilingual. This does not mean, of course, that we cannot cate-

gorize multilingual speakers using various criteria. In this chapter, the sce-

narios in which acquisition takes place will be differentiated with child 

language acquisition in mind. We will introduce these to you in the follow-

ing section.  

 

6.3.2 Multilingual Acquisition Scenarios 

How are children raised bi- or multilingually in practise? The research on 

child multilingualism usually distinguishes between three different acqui-

sition settings. These are distinguished by the age of onset of acquisition 

(AoA). Since the late 80s, the acquisition type of so-called simultaneous 

bilingual language acquisition or simultaneous bilingualism has been 

the focus of intense research. This acquisition type refers to the scenario of 

a child being raised hearing two languages simultaneously from the begin-

ning. The acquisition researcher De Houwer sets very strict criteria for sim-

ultaneous bilingual acquisition. The child has to be exposed to both lan-

guages (nearly) daily starting with the first week after birth. Other research-

ers also speak of simultaneous acquisition when the second language is 

added by the age of three or by the age of four at the latest (Meisel 2010). 

Most researchers stipulate the time period before a child’s second birthday, 

due to the syntactic developmental stages taking place during the first few 

years of life (see Tracy/Gawlitzek-Mailand 2000). Simultaneous bilingual-

ism is usually the case when parents have different first languages, and 

each parent communicates with the child in his or her first language. This 

family language policy is also referred to as the one parent-one language 

principle (OPOL). Nativist researchers focused heavily on the simultane-

ous bilingualism acquisition setting, as they assumed that syntax acquisi-

tion would not be fundamentally different from that of children growing 

up monolingually (cf. Meisel 2004). It is indeed the case that there is no 

fundamental difference between the stages of syntactic acquisition (which 

you have been introduced to in Chapter 6.2). The developmental stages and 

their progression are similar between multilingual children growing up 

with different language combinations and monolingual children of the re-

spective language (Chilla 2011).  
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Simultaneous bilingual language acquisition is different from successive 

bilingual language acquisition or successive bilingualism. This is the 

case, when two languages are not learned simultaneously from the start: 

instead, the first language is already at least partially acquired before a 

child learns the second language (Rothweiler 2007). Successive bilingual 

language acquisition is much more common than simultaneous bilingual-

ism and is usually found in migration context. The child acquires the lan-

guage of the country of origin (their heritage language) within the family 

and is first exposed to the second language when they enter kindergarten 

or school. The division of labor between the languages is clear in these 

scenarios: One language is spoken at home with the family, while the other 

is spoken at school, with friends and teachers, while shopping and so on. 

Within successive bilingualism, scholars further distinguish between early 

and late second language learning. Again, the cut-off points are variable 

and depend on the cut-off points assumed in simultaneous bilingualism. 

Therefore, the AoA for early language acquisition is between the ages of 

two and four, or six at the latest. If the second language is introduced be-

tween the age of six and ten, it is considered late second language learning. 

The assumption is that all three types of language acquisition take place in 

an untutored way, meaning without explicit instruction. Things get com-

plicated, however, when not two but three languages are acquired in early 

or late childhood. Even though this is a topic which is receiving increasing 

attention in the field of trilingualism research, we cannot delve deeper into 

this topic in this chapter.  

 

6.3.3 Explanatory Approaches: Is Age ‘Critical’? 

Why do researchers distinguish between three acquisition types in child-

hood at all? Is the AoA truly that significant? The distinction is based on a 

series of studies which focus mainly on the learning of syntax. The study 

indicated that children who grow up with more than one language simulta-

neously pass through the same stages of syntax development as monolin-

gual children of the respective languages. There is no fundamental differ-

ence to monolingual children in terms of timing of the acquisition process 

(cf. Tracy 1996). Experimental studies on the phonological development 

of multilingual children have shown that babies who are exposed to the 

sound systems of two languages go through the same typical phases as 

monolingual children, such as the babbling phase you have been intro-
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duced to in Chapter 6.1 (Oller/Eilers/Urbano/Cobo-Lewis 1997). There are 

strong similarities between the early successive bilingual language acqui-

sition of syntactic patterns and the monolingual acquisition process (Dim-

roth/Haberzettl 2008). The respective developmental stages can appear 

staggered in comparison to (bilingual) first language acquisition. This is 

not always in favor of the simultaneous or monolingual acquisition type. 

In their study of the acquisition of verb inflection, Dimroth & Haberzettl 

(2008) found that children with German as an early second language 

achieve certain developmental milestones even faster than during first lan-

guage acquisition. The children could apparently rely on previously ac-

quired knowledge and the developmental cognitive stages they had already 

reached. In general, we can conclude that an early onset of the acquisition 

process will have strong similarities to the pattern of first language acqui-

sition, at least in the domains of phonology and syntax. The explanation 

for the differences between simultaneously and successively bilingually 

raised children depends heavily on the chosen acquisition theory. What you 

have learned in the previous chapter (6.2) is useful here. The nativist ap-

proach ascribes the different learning processes to innate language 

knowledge, which is only accessible up to a certain, critical age. Therefore, 

certain aspects of language can only be acquired at a native-like level 

within certain biologically determined time frames, known as sensitive 

phases (among others, see Meisel 2013). When an additional language is 

added after the critical time frame has elapsed, children have to utilize con-

scious learning mechanisms, and, therefore, can no longer learn a language 

effortlessly. One would expect, keeping this theoretical assumption in 

mind, that the various acquisition scenarios exhibit fundamental differ-

ences when the age of onset of acquisition is located inside or outside the 

critical time frame. There is no consensus on how large this time frame is, 

or even on the concept of a mother tongue. It is also problematic that the 

proposed age limits cannot be definitely attributed empirically to qualita-

tively different acquisition data. While it is undisputed that age influences 

the acquisition process, the differences are slight and not categorical; per-

haps you are acquainted with someone who has learned a language long 

after their sixth birthday and is nonetheless indistinguishable from L1 

speakers. Conversely, research on language attrition has shown that lan-

guage acquisition in early childhood does not guarantee a life-long compe-

tency on the level of a L1 speaker. When heritage language speakers, be 

they adults or children, no longer use their first language, it has a great 
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impact on their first language competency, including in syntactic domains. 

There is much to suggest that the continuous use of language beyond child-

hood plays a more decisive role than the AoA per se.  

This is the reason why usage-based theoretical approaches attribute the dif-

ferent acquisition processes to several factors. These include that the age 

of onset of acquisition is connected to different levels of experience with 

the two languages and that differences in cognitive development have to 

be taken in account which influence infant learning processes. However, 

usage-based approaches view the resulting differences as continuous: The 

older a child is when they begin learning the second language, the more 

usage-based knowledge has been accumulated in the first language. It can, 

therefore, be expected that the second language is influenced by the already 

strongly automatized form-function units of the first language. From the 

perspective of the input and its frequency, the result is that the total lin-

guistic input has to be quantitatively distributed among the respective lan-

guages in the situation of multilingual acquisition. In practise, this means 

that a child raised simultaneously bilingually hears each language less than 

a monolingual child hears their target language. In contrast to nativist ap-

proaches, usage-based theories would expect subtle but measurable differ-

ences to monolingual children in simultaneous bilingual language acquisi-

tion. These differences would result from the different input frequencies of 

the respective languages (Gathercole/Hoff 2007, Paradis/Nicoladis/Crago/ 

Genesee 2011).  

For successive language acquisition, it also has to be taken into account 

that cognition, processing capacities, and working memory continuously 

develop in children in addition to their linguistic abilities. We can, there-

fore, assume that linguistic data in the input is also processed differently at 

a later developmental stage. A series of astounding computer simulations 

indicates that cognitive limitations such as limited working memory could 

even be a requirement for the successful acquisition of complex construc-

tions. With his model of neuronal networks, Elman (1993) showed how 

simulating the learning process of complex constructions such as relative 

clauses was only possible when the processing capacity was very limited 

at first and gradually expanded. The initial processing of only small parts 

of the input, as is the case with infants’ language acquisition, appears to 

later facilitate the subsequent language processing of more complex pat-

terns. This seemingly paradoxical phenomenon of acquisition is called 

‘starting small’. From the perspective of usage-based approaches, it is not 
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surprising that for this reason acquisition processes differ depending on 

age, but also do not require sharply defined age limits. After all, we learn 

many abilities in a very different fashion as children than we do as teenag-

ers or adults. Anyone who has tried to learn a musical instrument, to swim 

or ride a bike as an adult knows how painstaking it is. But we cannot con-

clude on this basis that there is an innate limit to learning these abilities. 

This is why construction grammar approaches do not make categorical dis-

tinctions between the acquisition types named above. These approaches 

assume that the mechanism of the language acquisition process is funda-

mentally the same, independently of whether a language has been learned 

from birth, early or late childhood or acquired as a teenager or as an adult. 

It is the cognitive conditions which change (see above) along with the input 

distribution of the respective languages. This also includes the already ac-

quired linguistic knowledge of our first language, which, like a filter, 

guides our assumptions. Despite that, the distinctions we made at the be-

ginning of this section represent important categories and remain technical 

terms for multilingual acquisition research, independently of the theoreti-

cal approach adopted.  

 

6.3.4 Multilingual Phenomena: Language Mixing 

There are notable characteristic features in the language use of children 

who are raised multilingually which can be ascribed to the interplay of the 

acquired languages. These specifically multilingual phenomena are often 

referred to as language mixing. In English textbooks, the term cross-lin-

guistic influence is commonly used. Language mixing captured the atten-

tion of linguists early on; they also worried parents and educators, who 

feared that mixed utterances such as that by a German-English bilingual 

child Cleanst du dein teeth? (Are you cleaning your teeth?) (Tracy 2008: 

114) were signs of a Babylonian language confusion in the child’s head. In 

the 70s, it was the general opinion of acquisition research that bilingual 

children possessed an undifferentiated fused language system in the begin-

ning (fusion hypothesis; Volterra/Taeschner 1978), that only gradually de-

veloped into two separate language systems. From that angle, children 

growing up with two languages couldn’t strictly speaking be considered 

bilingual as it was thought that the child him- or herself assumed only one 

language. But in the meantime, numerous studies have confirmed that, 

against all expectations and worry, multilingually raised children can 
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differentiate their languages at an early age. And above that, they are very 

competent in using them context-appropriately. 

Even before their second birthday, bilingual children adapt the use of their 

two languages according to context and conversation partners, even before 

they begin to produce two-word utterances (Köppe 1997, Lanza 1997). For 

instance, it has been observed many times how multilingual children cor-

rect their own language choices if they do not conform to the linguistic 

competences and preferences of the communicative partner. This shows 

that children are conscious of different languages at an early age and that 

they utilize the languages selectively in consideration of the context. Stud-

ies on sound perception in bilingual language acquisition have found such 

language differentiation capacities to be in place even earlier: Bosch & Se-

bastián-Gallés (2001) conducted research with infants who were raised 

with Catalan and Spanish simultaneously. Despite the strong rhythmic sim-

ilarities between the languages, the infants were able to distinguish the 

sound inventories of the two languages by an age of four months. On the 

basis of this and many other findings, the fusion hypothesis was rejected 

in favor of the differentiation hypothesis (see Meisel 2001). Language ac-

quisition research today assumes that multilingual input does not lead to 

cognitive confusion, but that children are capable of differentiating their 

languages by virtue of their language-specific differences as well as the 

different contexts and functions that the languages appear in; and at a far 

earlier age than previously presumed.  

Language mixing is not a sign that children are incapable of keeping the 

languages apart. But what exactly are these language mixing phenomena 

which typically appear in multilingual development? These forms of cross-

linguistic influence should be familiar to you from L2 language research 

with adults: code-switching, borrowing and transfer. Among the most 

prominent and most researched phenomena is code-switching, which can 

also be referred to as code-mixing: here, the speaker switches languages 

within the discourse or even in the middle of a sentence (see example (1)) 

or a constituent (as seen in (2) and (3)) (Gardner-Chloros 2009, Poplack 

1980).  

(1) Shall we go to the pool oder würdest du lieber ins Kino? (…or would 

you rather go to the cinema?) 

(2) Reich mir doch bitte das große black book, the one with the leather 

cover. (Please pass me the big black book, …) 
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(3) Ich hab versucht, ihn noch aufzucatchen, but was unable to. (I tried to 

catch him, …) 

Code-switching is particularly noticeable because lexical elements of one 

language are inserted into an utterance of the other language. Numerous 

studies on code-switching show that language switches like these do not 

occur arbitrarily. One language serves as the matrix and provides a frame 

in which the elements of the other language are inserted. Depending on 

how syntactically similar the two languages are, it is not always easy to tell 

which language provides the construction frame. Code-switching is bound 

to situational and social factors and mostly appears in conversation be-

tween bilingual speakers who exhibit a high competency in both languages. 

Code-switching can be triggered by a change of topic or environment. It 

belongs to the language repertoire of both multilingually raised children 

and competent adult bilingual speakers. It is not evidence of linguistic con-

fusion but of high language competency. This was evidenced by detailed 

analyses of infant code-switches which indicate that children can system-

atically use both languages as a communicative resource. In the following 

examples taken from Tracy (2007), Hanna, who is growing up bilingually 

with English and German, uses both languages to achieve a certain com-

municative effect: 

(4) Mother: You are reading the newspaper, are you? 

H. (2;8): Don‘t stör mich, nich mich stören, in English or German. 

(Don’t disturb me, ….) 

(Tracy 2008: 114) 

The almost three-year-old child in (4) not only exhibits advanced metalin-

guistic awareness by explicitly naming the two languages, she also uses 

the negation patterns of both language to emphasize her request to not be 

disturbed.  

Recent studies show that L2 learners successfully use code-switching as a 

strategy depending on their roles and relationships, topics, and interactions 

(Masna 2020). 

Children also use code-switching ad-hoc to fill gaps in the other language. 

Assuming a functional division of labor between the two languages (see 

earlier), it is natural that the vocabularies of both languages do not develop 

completely symmetrically. Some words in certain contexts may be availa-

ble in one language, but not yet in the other. This frequently leads to a 

certain subtype of code-switching, so-called borrowing whereby a word is 
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temporarily borrowed from the other language. This form of language mix-

ing is almost certainly familiar from adult L2 contexts. It does not have to 

be a compensation strategy which motivates borrowing. Adults often use 

borrowing when discussing certain concepts which are culture-specific and 

do not have a direct equivalent in the other language (such as Schaden-

freude, i.e., delight in others’ misfortune). It is easier and more precise to 

simply borrow a word from the language of origin than attempting to par-

aphrase the concept. Multilingual children use borrowing more often to 

close lexical gaps in one of the two languages. This goes to show once 

again how proficiently and how early children are capable of skilfully us-

ing the resources of one language to close gaps in the repertoire of the other. 

Language mixing, therefore, does not appear randomly, but is connected 

to certain communicative and social functions. Some researchers suspect 

that the direction of the borrowing indicates the dominance of the language 

in which the borrowed lexeme originated (also see dominant language 

hypothesis; Bernardini/Schlyter 2004). As bilingual children rarely pos-

sess perfectly balanced language competences, one of two languages is fre-

quently preferred or dominant. The dominant language is consequently 

used more often as a gap filler in the utterances of the weaker language. 

Borrowing is however not necessarily an indication of language domi-

nance: one, mixing also appears when the two languages are relatively bal-

anced, and two, even when one language is dominant, the speaker can still 

borrow from the weaker language as well (Kupisch 2006).  

A far subtler variety of language mixing concerns a series of phenomena 

referred to as transfer effects. These are transfers from one language to 

the other which can take effect at any linguistic level. Transfer effects can 

include phonological transfers, that is when individual words or whole ut-

terances are pronounced in keeping with the other language. In the context 

of bilingual language acquisition, transfer effects have been mainly ob-

served in the domains of language-specific constructions and collocation 

patterns as seen in (5). Morphological patterns can also be transferred, as 

seen in (6): in this example, a two-year old French-German bilingual child 

transfers both the definite article (die) and a common plural ending from 

German (-en) and combines them with a French nominal stem (Köppe/ 

Meisel 1995).  

(5) He has three years. (French: avoir trois ans instead of He is three 

years old) 

(6) die poussetten (French: poussette – ‘buggy‘) 
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Even though attributing linguistic deviations to the other language in the 

case of multilingually raised children seems logical, one has to tread care-

fully. Monolingual children also exhibit deviations from the target lan-

guage in the course of the acquisition process. For example, target-deviant 

plural endings are also characteristic of monolingual language acquisition 

in German: especially for nouns that take a zero-plural form (i.e., no end-

ing), such as the word Hamster (hamster) are prone to having an -s ending 

added by German-speaking children (Kauschke 2012). In terms of Ger-

man-English bilingual language acquisition, it would be tempting to blame 

children’s erroneous pluralization of Hamsters on the common and ex-

tremely frequent English s-plural. You can see that it is not easy methodi-

cally to correctly categorize transfer effects in child language acquisition. 

In order to be able to make clear classifications, it is very important to 

compare gathered data on such instances with comparable data on mono-

lingual children of the same age. The probability that the second language 

is an influence increases when certain deviations do not appear, or appear 

more rarely, in monolingual children.  

In addition to the language mixing phenomena listed above, there are also 

well researched deviations in bilingual children’s productions which can-

not be ascribed directly to the structures or words of a certain language. 

These deviations concern quantitative differences in language use, mean-

ing deviations in how often certain constructions are used in comparison 

to monolingual children. Quantitative differences typically result from 

similarities or overlap in the acquired language combination in aspects 

such as certain construction types. Children seem to recognize these cross-

linguistically similar patterns and appear to prefer them in their own utter-

ances; they use these structures more often in both languages than mono-

lingual children of each language do. A study on the expression of motion 

in simultaneous bilingualism showed that English-French bilingual chil-

dren more commonly used a lexicalization pattern in their French utter-

ances that overlaps structurally with a typical English pattern. Monolingual 

French children rarely use this pattern in the same context (Enge-

mann/Harr/Hickmann 2012). Bilingual children prefer patterns for ex-

pressing motion events (such as he rolls the ball across the street) in which 

the cause and manner of motion are expressed in the verb (rouler – to roll) 

just as in English. English-French bilingual children also typically express 

the direction of movement outside of the verb, for example with a gerund 

(en traversant la rue – by crossing the street) or via prepositional phrases 



268 

 

(de l’autre côté de la rue – on the other side of the street). It is interesting 

that even though the same utterances appear in monolingual children, they 

are not used as frequently. It seems that the language-specific properties 

and the degree of overlap between the acquired languages play a large role 

in this form of cross-linguistic influence. 

What are the implications of these various forms of cross-linguistic influ-

ence that characterize bilingual language acquisition? The number of psy-

cholinguistic and neurolinguistic studies focusing on the various factors 

that determine and facilitate language mixing have strongly increased over 

the last ten years. It can be said for sure that numerous intralinguistic as 

well as extralinguistic factors are involved: the interlinguistic factors in-

clude language-specific differences and similarities which obviously can 

be recognized by two-year old children. The extralinguistic factors include 

factors such as contextual and situational factors such as the presence of a 

bilingual interlocutor. An important conclusion of contemporary research 

on cross-linguistic influence is that both language systems are always ac-

tivated to a certain degree (see Grosjean 2010) and that they interact dy-

namically. The other language is never completely ‘switched off’, even 

when only one of the languages is actively in use (Dijkstra/Grainger/van 

Heuven 1999).  

Language mixing is fascinating because it gives us insights into how chil-

dren cognitively manage their two languages during acquisition. It pro-

vides evidence for the psycholinguistic processes taking place to control 

the competing languages. The co-activation of both language systems is 

also the fundamental condition of adult bilingual speakers. In multilingual 

children however, there are several cognitive factors specific to develop-

ment which additionally influence the occurrence of language mixing. 

Children have to first develop the ability for so-called executive control, 

which is responsible for inhibiting non-relevant information. Executive 

control includes the ability to deactivate a language when it is not appro-

priate in a certain context. 

 

6.3.5 Summary 

- Multilingual development does not follow a uniform pattern; lan-

guage competence is subject to dynamic changes throughout life. 
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- We can distinguish between various scenarios in bilingual lan-

guage acquisition in children by means of the criterion of the age 

of onset of acquisition (AoA) (simultaneous versus successive bi-

lingualism). 

- Whether age is a critical factor is disputed in acquisition theories. 

Differences between infant and adult bilingual learners can be as-

cribed to usage-based factors (input). 

- Different forms of cross-linguistic influence typically occur in bi-

lingual language acquisition. These manifest themselves as quali-

tative deviations as well as quantitative differences in comparison 

to monolingual acquisition.  

- Language mixing is no indication that multilingual children lack 

the ability to differentiate the languages.  

 

6.3.6 Review Questions 

1. Which acquisition scenarios can be distinguished in bilingual lan-

guage acquisition, and by which criteria? 

2. How can the difference between the various acquisition types be 

explained? Name two theoretical approaches.  

3. What is the evidence that bilingual children are capable of differ-

entiating their languages at an early age?  

4. What is language mixing and in what forms does it typically occur 

in bilingual language acquisition?  
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7 Gestures, Language, and Cognition 

While watching people talk, you have probably noticed that they move 

their hands and arms at certain points when speaking. Speakers can indi-

cate or embody objects with manual movements, as well as depict an ob-

ject’s characteristics or imitate actions. Manual movements can also be 

used to ask for an answer to a question or to prompt a person to execute an 

action. These communicative movements of the hands and arms are called 

gestures. Gestures that accompany speech can do more than just organize 

human interaction. They are a window into the human mind and are able 

to give us insights into cognitive processes such as figurative thinking. 

They would be barred to us if we focused on language alone. Gestures also 

promote cognitive functions such as memorization and problem-solving. 

The goal of this chapter is to introduce the medium ‘gesture’. We will first 

describe the theoretical groundwork and context in which gestures are con-

nected to spoken language, in other words, modern gesture research. The 

second chapter discusses gestures as an independent medium, even though 

its relation to language is still paramount. After introducing the gestural 

modes of representation, we will address how multimodal meaning is cre-

ated and the function gestures fulfil in that context. The third chapter dis-

cusses the role of gestures in foreign language classes. This includes the 

interactive situation in the classroom and the relevance of gestures for cer-

tain cognitive processes such as understanding, memorization, and prob-

lem-solving.  
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7.1 Gestures as Part of Language – Modern Gesture Research 

Silva Ladewig 

Gestures are communicative movements of the hands and arms which are 

used in the same way as language: they are meant to transmit the feelings 

and thoughts of the speaker or to create social order (Müller 1998: 13). 

While this perspective on gestures initially seems to make sense, it is one 

connected to a specific approach to language and gestures which was 

only established in the 1970s. This integrative approach of language and 

gesture consciously sets itself apart from the field of non-verbal commu-

nication which typically reduces the full meaning and function potential 

of gestural movements to social and interpersonal functions. Unfortu-

nately, this field strongly influences our perspectives on gestures in pub-

lic, non-scientific discourse. This is the reason why we wish to introduce 

you to the medium ‘gestures’ from a modern gesture studies perspective. 

In doing so, we will place a special emphasis on the integrative approach 

to language and gestures, which was substantially influenced by David 

McNeill, Adam Kendon, and Cornelia Müller. Afterwards, we will re-

flect on the roles of gestures for embodying cognitive processes.  

 

Study Goals 

By the end of this chapter, you will be able to: 

− distinguish modern gesture research from the field of non-verbal 

communication 

− understand gestures as an equal part of human communication 

alongside spoken language, intertwined with speech 

− view gestures as part of formulating utterances 

− grasp some of the cognitive processes of gestural meaning crea-

tion. 

 

7.1.1 Gestures and Language 

Viewing gestures as a part of spoken languages goes back to the rhetoric 

teachings of Quintilian, who saw gestures as companions of spoken 
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language. He described gestures as an expression of speech acts, attitudes, 

and emotions, but also discussed their function in terms of individual sec-

tions of discourse or the structure of linguistic utterances (Müller 1998: 

33–35). Quintilian was convinced that gestures were the natural language 

of humans and that they exhibited linguistic traits. The idea of gestures as 

a universal language was discussed and refined in the Renaissance (Bacon, 

Bulwer), the Enlightenment (Condillac, Diderot) as well as in the Roman-

tic Period (Vico, Herder) (cf. Müller/Ladewig/Bressem 2013). Gestures 

lost their relevance in the description of human communication when lin-

guistics was established as an independent discipline. Spoken language 

was supposed to be the sole object of study for linguistics. This resulted in 

gestures being considered part of parole, i.e. practical language use, at best. 

Gestures were also merely viewed as an expression of emotion or as having 

a decorative function in relationship to spoken language. This perspective 

was reinforced by the reasoning of the research field of nonverbal commu-

nication (Ruesch/Kees 1969), which conceptualized gestures as a separate 

channel alongside speech. The interrelation of gesture and language was 

generally ignored afterwards. Researchers viewed gestures as an expres-

sion of power, social status, emotion, and gender. 

The first microanalyses of the correlation between language and bodily 

movements (Condon/Ogston 1966, 1967, Kendon 1972) marked the 

emergence of the research field of modern gesture studies. Pike (1967) and 

Birdwhistell (1970) integrated concepts of structural linguistics into the 

description of bodily-gestural communication and formulated the broad 

lines of a theory that unified language and gesture. Adam Kendon was 

inspired by their work and based on own empirical studies of the structural 

organization of gesticulation (see Kendon 1980) and its close coordination 

with speech, Kendon formulated the influential idea: “[s]peech and 

movement appear together, as manifestations of the same process of 

utterance” (Kendon 1980: 208). According to him, speech and gesture 

should be viewed as manifestations of a single process of utterance. He 

created theoretical and methodical prerequisites for an integrative 

perspective on speech and gesture in which both modes of expression are 

equal. With McNeill’s groundbreaking essay So you think gestures are 

nonverbal? (1985), the dichotomy between verbal and nonverbal 

communication was finally overcome completely. 
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In the idiom of my title, such gestures are verbal. They are the 

overt products of the same internal processes that produce the 

other overt product, speech. (McNeill 1985: 350) 

 

Language and gesture are consequently products of a mental process that 

controls the production of both modalities. McNeill consolidated his hy-

pothesis with the following empirically proven findings: 

- Gestures are produced mainly in conjunction with speech. 

- Gestures are synchronized with linguistic units. 

- In cases of aphasia, the production of gestures is impaired similarly 

to language. 

- Gestures develop parallel to infant language acquisition and 

- gestures perform semantic and pragmatic functions which are par-

allel to speech. 

McNeill’s revolutionary essay incited an impassioned controversial debate 

on the driving force behind gestures: either gestures and language were 

viewed as two semiotically different but equal parts of the process of 

utterance (McNeill 1985, 1992), or gestures were thought to have a 

supportive function for lexical access and cognitive planning processes 

(Butterworth/Hadar 1989, Feyereisen 1987). This debate led to an increase 

in studies on the phenomena of multimodal communication. 

David McNeill, like Adam Kendon, has dedicated his research to the co-

expressivity of speech and gestures ever since, and described multimodal 

utterances forms of expression in which speech and gestures interact. For 

this reason, both researchers are viewed as the founding fathers of modern 

gesture studies. We must note, however, that David McNeill and Adam 

Kendon postulated very different theories of speech-gesture integration 

which sparked different schools within the research field. While David 

McNeill worked on a psychological take on language and gesture, Adam 

Kendon developed an interactional approach to multimodal communica-

tion in which gesture and speech are described as forms of action (Kendon 

2004: 161, 174).  

Cornelia Müller’s linguistic approach to gesture combines Kendon’s inter-

est in formal and structural features of gesture with an interest in the de-

scription of the cognitive basics of verbal-gestural meaning constitution. 
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She examines both foci in everyday conversation, though the main focus 

is on the medium ‘gesture’ itself. Based on Kendon’s idea of features of 

manifest deliberate expressiveness (Kendon 2004: 13–14), the form of the 

gesture is the baseline for Müller’s examinations and descriptions. The var-

ious configurations are viewed as potentially meaningful kinesic units: for 

example, the orientation of the palms, movements, and positions in the ges-

tural space of one hand.  

Müller calls the articulatory effort a communicative effort (Müller 2014a) 

in reference to Kendon. Gestural movement is regarded as motivated (cf. 

Calbris 1990, Mittelberg 2006) and as derived from the everyday practical 

movements of hands and arms (cf. Streeck 1994, 2009). It will become 

clear in our subsequent discussions that Müller is an advocate of the thesis 

that gestures have linguistic potential (Müller 2013; also see Arm-

strong/Wilcox 2007). Based on her functional classification of gestures she 

reasons that gestures fulfil Bühler’s communicative functions of language 

(1934): these being the expressive function (Ausdruck), the appealing 

function (Appell) and the representational function (Darstellung). Thanks 

to Müller’s efforts among others, gestures are now also central to linguistic 

descriptions.  

We have now presented three theoretical access points to the medium of 

gesture and its relation to language. We must note that this is only a brief 

introduction to the subject and cannot possibly be considered comprehen-

sive. The field of modern gesture research is an interdisciplinary research 

field in which the different disciplines formulate different theoretical and 

methodical approaches to language and gestures. The approaches we have 

briefly outlined will be the focus of the following section. 

 

7.1.2 Gestures and the Formulation of Utterances 

As mentioned earlier, the research of the interplay of speech and gestures 

on the level of formulating utterances is the focus of modern gesture re-

search. Other objects of interest in gesture research are, for instance, the 

correlation of body movements and the patterns of speech flow, the distri-

bution of semantic information via the different modes of expression, and 

the syntactic integration of gestures into utterances. These are also aspects 

we wish to describe in further detail over the next few pages. 
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Based on observations which indicate that body movement is synchronized 

with the units of speech flow (Condon/Ogston 1967), gesture researchers 

have always focused on the timing of gestural and linguistic units. The hi-

erarchy of gestural units created by Kendon (1972) serves as a starting 

point for research. Kendon’s hierarchy postulates an internal structure of 

gestural movement (sequential structures; cf. Müller/Ladewig/Bressem 

2013). The first thoughts were already formulated towards the beginning 

of the 20th century, which described gestures as having a three-part se-

quential structure. This structure is constituted of a preparatory phase, a 

stroke phase, and a recovery phase (Mosher 1916, Ott 1902). These units, 

called gesture phases, are also described by Kendon (1972), who also 

added additional phases (see Figure 7.1). He describes several phases of 

holding which are executed either before or after the meaningful part of a 

gesture, the stroke (pre-, post stroke hold). Kendon names the units that 

are thus created nucleus. Preparational phase and stroke phase are sub-

sumed under the term gesture phrase. A gesture phrase paired with a re-

traction phase results in a gesture unit, according to Kendon. It is im-

portant to mention that not every gesture necessarily constitutes all of these 

phases. Individual phases can be dropped or melded into each other (for 

more information, see Bressem/Ladewig 2011). However, a gesture always 

consists of a stroke, the meaning-bearing phase. If this is not the case, no 

gesture exists. 

 
Figure 7.1: Linear structure of gestures based on Kendon (2004) 

 

By using this vocabulary for determining movement phases, it is possible 

to examine various forms of speech-gesture integration. Stroke as well as 

various holding phases form reference points in relationship to speech. In 

this way, the studies were able to show, among other things, that  
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- the apexes of strokes correlate with pitch accents (Loehr 2004, 

McClave 1991, Tuite 1993) 

- body movements align with intonation of speech (Birdwhistell 

1970, Bolinger 1983) 

- speakers, in some cases, delay performing the stroke until it can be 

synchronized with the lexical affiliate (for instance, Kendon 2004, 

Seyfeddinipur 2006). 

You can see that gestures and speech are tightly coordinated and form a 

multimodal unit (gesture speech ensemble; Kendon 2004: 127). This sug-

gests that gestures and language go through the same planning process of 

utterances, which enables them to be produced in synchronicity. “The way 

in which gesture and speech are employed together […] can only be un-

derstood if it is agreed that they are planned for together” (Kendon 2004: 

116). 

The close interplay of language and gesture in the production of utterances 

is also apparent in the cases in which gestures are used obligatorily, such 

as local deictics. If you consider deictic expressions such as like this, here, 

there you realize that they are insufficient without accompanying gestures. 

What these deictic expressions refer to only becomes apparent in combi-

nation with gestures (Fricke 2007, Stukenbrock 2015). This means that 

there is a close connection between gesture and speech, as local deictics 

are contingent on gestures. This link also becomes visible when we exam-

ine the form of gesture and the corresponding reference object. Studies 

have shown that gestures exhibit different aspects of form when the refer-

ential object of the deictic expression changes. Should a speaker verbally 

refer to a point in space such as in the utterance Mein Auto steht dort (My 

car is parked over there), the gesture is performed with an extended index 

finger (‘Raumpunktdeixis’; Fricke 2007; also see Kendon 2004). If a 

speaker verbally refers to a certain direction, as in the example und dann 

gehst Du hier geradeaus (and then you go straight ahead here), a flat hand 

is usually exhibited (‘Richtungsdeixis’; Fricke 2007). 

The interaction between gestures and speech can also be discerned on the 

level of syntax and semantics. One of the earlier observations found that 

gestures often correlate with words of closed word classes such as nouns, 

verbs, and adjectives (Krauss/Hadar 1999) or integrate gestures in syntac-

tic gaps (Slama-Cazacu 1976). More recent systematic analyses of speech-

gesture integration on a syntactic-semantic level show that gestures mainly 
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replace nouns and verbs (Ladewig 2014a, 2020), though it is also possible 

for adverbs and adjectives (Bressem 2014, 2021, Fricke 2012). It means 

that you can form the semantic core of an utterance or add qualitative in-

formation to a linguistic unit with gestures. Based on these empirical find-

ings, researchers advocated that functional and cognitive grammars should 

be expanded to include the medium of gestural expression (for instance, 

Bressem 2021, Fricke 2012, Ladewig 2014a, 2020). We will discuss the 

intertwinement of gestures and speech on the levels of syntax and seman-

tics in more detail in Chapter 7.2.  

 

7.1.3 Gestures and Cognition 

Researching gesture and language from a cognitive linguistic perspective 

is always connected with an interest in fathoming cognitive processes, 

mental knowledge structures and the connection of body and mind. David 

McNeill’s thesis sparked interest in exploring the cognitive foundation of 

gestures; a thesis stating that gestures are a “window into the thinking” 

(McNeill/Duncan 2000: 143). McNeill’s publication Hand and mind. What 

gestures reveal about thought (McNeill 1992) had great impact on the psy-

chological perspective on gestures. Moreover, McNeill’s observations of 

metaphoric gestures focused for the first time on embodied metaphors as 

an object of research. It has since inspired much gestural research. The 

reason for that does not lie alone in the expansion of gesture’s spectrum of 

meaning, but his observations also imply that figurative processes cannot 

only be expressed linguistically, but also gesturally to portray the world 

and make it tangible. It is not particularly surprising that metaphors can 

also be used in other modes of expression, considering that they are known 

as general processes of human cognition. Like metonymy metaphor uses 

bodily experiences as a basis for creating knowledge structures. For a long 

time, gestures were excluded from the analysis of metaphoric and meto-

nymic processes. In the following section, we will focus on metonymies 

and metaphors and introduce them as cognitive processes which underlie 

the formation of verbal, gestural and verbal-gestural units.  

 

7.1.3.1 Metonymic Processes in Gestures 

A process of meaning transfer within conceptual knowledge structures 

takes place with the occurrence of metaphors as well as metonymies 
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(Evans 2007; compare the term ‘domain’ introduced in Chapter 3.2 of this 

Volume). In contrast to conceptual metaphors, this transfer takes place in-

side a single domain for metonymies (see Chapter 3 of this volume, as well 

as Chapter 2 in Language Learning and Cognition). In prototypical meto-

nymical relations, the source domain is not blurred but conceptually pre-

sent and salient. The target domain constitutes of an elaboration of the 

source domain, even though the source domain consists of a component of 

the target domain (cf. Panther 2005: 358). The expression ‘x stands for y’ 

is typical for a metonymical relation, meaning that one entity stands for the 

other. An often-quoted example of literature in this regard is the sentence 

The hamburger is waiting for its check in which the meal stands for the 

person who ate the meal. 

Metonymical processes have repeatedly been the focus of gesture research 

(Calbris 2011, Ishino 2001, Müller 1998, 2004). It was Mittelberg (2006) 

who finally supplied a comprehensive and systematic description of meto-

nymical processes in gestures and who described metonymies as a process 

of gestural sign creation. Mittelberg argued that from the perspective of the 

recipient, he or she follows the gesture on to a metonymical path that opens 

a connection between the gesture and the inferred object of reference. Ac-

cording to her, the gestural form is the starting point of the process of in-

terpretation, in which gestures are interpreted as imitations of an action or 

as a representation of an object.  

 
Figure 7.2: Imitation of an action with an object (Ladewig 2020: 96) 
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In Figure 7.2, we see a speaker whose left hand is balled into a fist that is 

pointed downwards. The gesture is positioned in the centre of the gestural 

space. The hand is moved towards the speaker in a slightly curved form 

(on the description of gestural forms, see Bressem 2013). The form of the 

gesture suggests the imitation of an action in which an object is enclosed 

by the hand and moved in the direction of the speaker. There are two met-

onymical processes which are the foundation of this particular interpreta-

tion, which Mittelberg (2010) describes: 

(1) internal metonymy: the movement pattern of the gesture reflects 

the movement sequence of the original action. The gestural depic-

tion is thereby reduced to salient features of the action. This means 

that not the whole motion sequence is depicted, as it would demand 

a certain physical effort or hand tension. Only the individual parts 

of the action schemas bearing meaning are singled out and embod-

ied in the gestures.  

(2) external metonymy: the shape and size of the object depicted ges-

turally needs to be reconstructed via the shape of the hand. If the 

object fits into the palm of the hand and can be enclosed by the 

hand as in the earlier example (see Figure 7.2), we can conclude 

that the object is of a small size. If two hands are necessary to de-

pict the action, we can conclude that the embodied object is larger. 

In all cases the virtual object would be adjacent to your hand(s) 

and would not be part of it (them). However, the objects are not 

visible when being depicted gesturally. We have to infer them. As 

the real objects are situated outside of the hand in the action as well 

as the virtual objects in the mimed action this process of inference 

is called external metonymy. 

Basic information such as the size or shape of objects can be reconstructed 

via the gestures. Which action and which object the gesture exactly depicts, 

however, can only be deduced through its relation to speech (see Chapter 

7.2). Metaphoric processes can play a role in this regard. 

 

7.1.3.2 Metaphoric Processes in Gestures 

Imagine that the speaker uses the gesture represented in Figure 7.2 in ac-

companiment of the utterance It has opened many doors to me while refer-

ring to milestones of his or her career path. The whole multimodal 
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utterance, therefore, refers to an abstract concept – the ‘career path’ – and 

does not refer to the concrete action of opening doors, such as to an office. 

We can reconstruct from this interplay of speech and gesture that this 

iconic gesture is used metaphorically; it refers to an abstract concept. As 

you have seen in Chapter 3.2, it is characteristic for metaphors that a trans-

fer process (mapping) takes place in between two domains, the source, and 

the target domain. A frequently quoted example of cognitive linguistics is 

the metaphor LOVE IS A JOURNEY, in which love is conceptualized as 

a journey (Lakoff/Johnson 1980). The metaphoric utterance We have 

reached a dead end instantiates this metaphor, it is argued. The travellers 

are equated with the lovers in this metaphor, the love relationship with a 

journey and the end of the relationship is the end of the journey. Linguistic 

utterances such as these are an expression of cognitive, metaphoric pro-

cesses (for a critical examination see Müller 2008a, b, Müller/Ladewig 

2013, Müller/Kappelhoff 2018). 

 

Like an iconic gesture, a metaphoric gesture is formed but this 

form does not depict aspects of the situation being described. Ra-

ther, the form depicts the vehicle of a metaphor. The gesture is 

iconically related to this vehicle, not to the meaning, or tenor of 

the metaphor (Richards, 1936). Like a verbal metaphor, a ges-

tural metaphor conveys meaning indirectly. (McNeill/Levy 

1982: 274) 

 

Studies on the relationship between speech and gestures have argued that 

gestures can form multimodal metaphors in accompaniment of speech. In 

doing so, gestures often embody the source domain of a verbalized meta-

phor (Cienki 1998). The flexible relationship between gesture and speech 

is especially of interest. Metaphoricity can be monomodal, meaning that 

it can be expressed in language or gesture or multimodal when expressed 

in both modalities (Cienki 1998, Cienki/Müller 2008, Müller/Cienki 2009). 

The example depicted in Figure 7.2 is such a multimodal metaphor. The 

action of opening the door, gesturally imitated by the grasping and pulling 

of the handle, is the source domain of the metaphor. With its linguistic 

context It has opened many doors to me we can reconstruct that the gesture 

does not refer to the opening of actual doors, but to the speaker’s profes-
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sional opportunities. The opening of the abstract doors indicates the open-

ing of new professional areas.  

But there are also multimodal metaphors that convey different metaphoric 

concepts in speech and in gestures.  

 
Figure 7.3: In zehn oder zwanzig Jahren, da sieht die Sache ganz anders aus 

(Things will look different in ten or twenty years); gestural embodiment of time 

metaphors (Müller 2010a: 170) 

 

The example in Figure 7.3 depicts a speaker referring verbally to periods 

of time that are located in the future. From a linguistic perspective, this is 

a so-called dead metaphor (see Black 1962) which is so entrenched that we 

no longer recognize the utterance as a metaphor in itself. The speaker con-

ceives the periods of time as a container, which is apparent by her use of 

the preposition in. It seems as if she were conceptualizing the periods of 

time in a way that one would be able to physically enter them. If we look 

at her gestures, we see that the idea of a container is embodied here. Both 

hands represent the physical limits of an object, a container. If we follow 

Müller’s (2008b) argumentation, then the dead metaphor is gesturally ac-

tivated, revived, and no longer dead. The metaphor TIME PERIODS ARE 

CONTAINERS can, therefore, be reconstructed in both modalities. The 

second metaphor is a different case: it is expressed solely through gestures 

and is, therefore, monomodal. The hands of the speakers move on an axis 

from left to right. The left pole of the axis represents the past, the right pole 

represents the future. Even though the axis is not verbalized, it can be 
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frequently observed when speakers conceptualize periods of time sequen-

tially (Calbris 1990, Casasanto/Jasmin 2012, Cienki 1998).  

With respect to the two cognitive processes metonymy and metaphor, we 

can conclude that metonymical processes almost always operate in the con-

stitution of gestural signs. The only exceptions are gestures which are ac-

tions in themselves, such as waving or blessing. Metaphors are not always 

activated when construing gestural meaning. Furthermore, metonymic pro-

cesses of inference are initially activated in the processes of gesture inter-

pretation and sign constitution. Metaphoric processes are downstream to 

these. Returning to the example of Figure 7.3, we can say that the recipient 

of the gesture first reconstructs the object of a container via the gestural 

form. The metaphoric conceptualization of the container as a time period 

is the second step. This two-step process of interpretation is known as me-

tonymy first, metaphor second (Mittelberg/Waugh 2009). 

 

7.1.4 Summary 

- Gestures are predominantly produced with speech. Both modes of 

expression are deeply interconnected on the interactive and cogni-

tive level. 

- Gestures can be divided into phases and can constitute larger ges-

tural units. This segmentation is important for describing how ges-

tures are integrated into spoken language. 

- Construing multimodal meaning is very complex. Gestures can 

represent concrete as well as abstract concepts. Metonymical pro-

cesses are always involved in gestural sign formation. Metaphori-

cal processes take place when a gesture refers to an abstract con-

cept. In our example, gestures embody ‘dead metaphors’ and 

thereby (re-)activate them.  

- Due to the aforementioned findings, gestures are viewed as an in-

tegral part of speech. This assumption constitutes the research par-

adigm of modern gesture studies, which distances itself from the 

field of nonverbal communication. 
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7.1.5 Review Questions  

1. Name three theoretical approaches to the medium of gesture and 

its relation to language. 

2. Name the potentially meaningful kinesic units of body movements. 

3. What is the focus of modern gesture research? Name the objects 

of research that result from this focus. 

4. What is a ‘dead metaphor’? Describe the influence that gestures 

can have on these ‘dead metaphors’. 

5. What does the term ‘metonymy first, metaphor second’ mean? Ex-

plain using an example from the text, in which a container is met-

aphorically conceptualized with gestures. 
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7.2 Gestures and Their Meaning 

Silva Ladewig 

In the previous chapter, you learned that the medium ‘gesture’ should be 

considered as equal to language. Gesture and language are closely inter-

twined when conveying information. You have also learned that gestures 

have an internal structure that is reminiscent of protolingual structures. 

The gestural structure can be divided into individual phases, which again 

can form larger units. You have also gained a first impression of how 

complex the process of gestural sign creation and interpretation is. The 

meaning of a gesture is construed via its form and by utilizing metonym-

ical processes and via its relation to speech. The iconicity of the gestural 

form enters an interactive process together with the symbolism in speech. 

It is precisely this interactive process which we wish to illuminate further 

in this chapter. We will first describe gestures as an independent medium 

and then discuss the functions which gestures perform in relation to 

speech. From this discussion we will derive a typology of gestures.  

 

Study Goals 

At the end of this chapter, you will be able to: 

− analyze aspects of the mediality of gestures and thence the iconic 

potential of communicative hand movements 

− understand the interaction of language and gestures on the de-

scriptive levels of semantics, syntax, and pragmatics 

− understand a functional typology of gestures. 

 

7.2.1 Gestures as Semiotic Signs 

If we wish to explain the meaning of gestures, we should first consider the 

medium of ‘gesture’ which exhibits its very own aspects of mediality. For 

this reason, we will briefly outline the notion of gestures as semiotic signs. 
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7.2.1.1 Form Is Meaning 

“If we explain the meaning of a gesture we explain the form” (McNeill 

1992: 23). The form of a gesture is the starting point of the gestural process 

of meaning-making; the meaning of a gesture manifests in its form. A ges-

ture, for example, which uses both hands to draw a round form into the air 

will be referring to something round and/or contained such as a ball, a 

(round) mirror, a unit, a group, or the feature of ‘roundness’. It would be 

very unlikely that such a gesture would be meant to depict objects with 

angular, straight characteristics or which exhibit openness. 

Hence, the meaning of a gesture is reflected in its form and is, therefore, 

regarded as motivated. There are no standards observable for the medium 

‘gesture’ in terms of form. Gestural form and meaning units are usually 

spontaneously created in the moment of speaking. They are imbedded in 

the propositional content of an utterance. Conventionalized gestures are an 

exception as will be seen later in this section (see Figure 7.5). Thus, ges-

tures differ strongly from the processes of meaning creation in language. 

There are two systems that can be found here, which are connected by con-

vention. The connection between the form (sounds) and the meaning of a 

lexeme is random and arbitrary (see Chapters 4.1 and 4.2). It is described 

as untransparent and unmotivated (de Saussure 2001). The sequence of the 

sounds [/bɔːl/] for instance has little in common with the object it refers to. 

A circular gesture does. This gesture can mirror the characteristics of the 

object referred to with the sound sequence [/bɔːl/]. 

There are different approaches in gesture research which focus on the 

meaning formation of gestures. One of the most influential is David 

McNeill’s approach (1992). McNeill views gesture as a holistic gestalt 

which conveys meaning global-synthetically. It means that gestures con-

vey meaning of the whole gestalt via individual parts, i.e. hand shape, 

movement, or position, and not analytically with the sum of its individual 

parts. McNeill calls this feature global. Another term McNeill introduces 

is synthetic. Here he refers to his observation that more than one semantic 

aspect can be united in a single gesture. McNeill cites the example of the 

wiggling fingers gesture which portrays a person walking along a wire.  

 

This gesture-symbol is global in that the whole is not composed 

out of separately meaningful parts. Rather, the parts gain mean-

ing because of the meaning of the whole. The wiggling fingers 
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mean running only because we know that the gesture, as a whole, 

depicts someone running. It’s not that a gesture depicting some-

one running was composed out of separately meaningful parts: 

wiggling + motion, for instance. The gesture also is synthetic. It 

combines different meaning elements. The segments of the utter-

ance, “he + running + along the wire,” were combined in the ges-

ture into a single depiction of Sylvester-running-along-the-wire. 

(McNeill 1992: 20–21)  

 

McNeill is of the opinion that speech and gesture are subject to one and the 

same mental process: “gestures share with speech a computational stage; 

they are, accordingly, parts of the same psychological structure” (McNeill 

1985: 350). This mental formation process has its starting point in a mental 

unit referred to as the growth point. Gestalt-like elements of both sides of 

the production process are joined in this mental unit. Furthermore, McNeill 

assumes that the different forms of thinking interact with each other during 

the formation process of multimodal utterances. This is expressed in the 

different modalities: gestures are viewed as the visual part of thought, 

which are generated gestalt-like in iconic representational processes. They 

unite several aspects of formation. Speech reflects linguistic, analytical 

thinking. Individual, meaning-bearing elements contribute to the overall 

meaning; the individual elements can be joined linearly on the time axis. 

Language can also form units of different complexities that exhibit hierar-

chical characteristics. These characteristics cannot be observed in gestures, 

according to McNeill (but see Kendon’s idea of gesture units introduced in 

Chapter 7.1). 

There are other approaches that view gestures as actions or as interactional 

features motivated by rhetorical goals (visible actions; Kendon 2004), for 

instance, and those which consider gestures to be techniques necessary for 

handling the extralinguistic world (see Streeck 2009). Other approaches 

emphasize the linguistic potential of gestures. We focus on the latter and 

hence on a linguistic-semiotic approach (Müller 1998, 2013, Mül-

ler/Bressem/Ladewig 2013, Müller/Ladewig/Bressem 2013) and introduce 

techniques of gesture creation and gestural functions with and without re-

lation to speech. 
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7.2.1.2 Gestural Modes of Representation 

According to Müller (1998, 2013), gestures and language accomplish a 

similar spectrum of function and expression. Still, they differ in their se-

miotic features. A linguistic-semiotic approach focuses on the medial sin-

gularities of gestures, i.e. their specific semiotic characteristics. This is an 

important step, for as you have seen, the form conveyed by the medial 

characteristics of gestures plays a significant role in the creation of gestural 

meaning. In order to help you grasp these medial characteristics of gestures, 

we will introduce techniques for gesture creation: the so-called gestural 

modes of representation (Müller 1998, 2014b). We will also describe 

simultaneous and sequential structures in gestures (Müller/Bressem/ 

Ladewig 2013); the first referring to gestures’ internal structures discerna-

bly via individual form parameters (for instance, Ladewig/Bressem 2013); 

the latter describing to the sequential combinability of gesture phases, 

which you have been introduced to in the previous chapter. For limitations 

of space, we will only go into detail on gestural modes of representation in 

the following section. 

With her concept of gestural modes of representation, Müller (1998, 2010a, 

2014b) carves out one aspect of the representational spectrum of gestures 

and tries to account how movements of the hands and arms become com-

municative signs. She distinguishes between four techniques of gesture 

creation: acting, molding, drawing, and representing (see Figure 7.4). 
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Figure 7.4: Gestural modes of representation (Müller 1998, 2014b) 

 

When the hand acts, it acts as if executing an everyday action. The mimed 

action involves an object in most cases, which the recipient has to infer. If 

we look closer at the first example in Figure 7.4, we see that the speaker 

forms a fist with his hand and moves it in the direction of his upper body. 

The gesture is performed simultaneously with the last part of the utterance 

Dass man ein Fenster aufmachen, eben auch öffnen kann (a window can 

be opened). The speaker uses the gesture described above simultaneously 

with the verbal phrase öffnen kann (can be opened) and imitates the holding 

and pulling of an object. It is apparent through the verbal language that the 

object being pulled is the handle of a window in this case. These aspects 

are both inferred through metonymical process by the recipient, which we 

will explain in more detail later (also see Chapter 7.1). In the second ex-

ample (counted from the left in Figure 7.4) the hand pretends to mold a 

three-dimensional object. The speaker is talking about the figure Pinocchio 

and is saying Wenn er gelogen hat, ist dem kleinen Holzjungen die Nase 

lang und länger und länger gewachsen (When he lied, the nose of the 

wooden boy grew longer and longer). When uttering the phrase die Nase 
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lang und länger und länger gewachsen (literally: the nose long and longer 

grown), the hand moves away from the body, starting from the nose. It 

shows a configuration in which all five fingers are brought together and 

are nearly touching. This configuration and the accompanying movement 

indicate for the recipients that the speaker is molding a longish object that 

is localized at nose-height. Here again, the recipients need to imagine the 

object and reconstruct it via metonymical processes. Through the accom-

panying speech, it becomes apparent that the depicted object is a very long, 

growing nose. 

The third example (from the left in Figure 7.4) shows a speaker performing 

a drawing gesture, while speaking about a person driving 20 km to his or 

her home. When saying the phrase zwanzig Kilometer zu sich nach Hause 

(twenty kilometers to his home), the speaker draws the course of the road, 

albeit not with a pen on paper but with his index finger into the air. The 

index finger of his left hand performs a curved motion, creating a two-

dimensional, curved, ephemeral, and virtual line, which represents the path 

the person travels on. This very specific meaning is once again apparent 

via the spoken language. 

The cases we have just described are based on the imitation of actions. We 

can handle concrete and real objects with our hands, we can mold existing 

sculptures and we can use our index finger to draw the shape of an object 

into the sand. This is why Müller includes molding and drawing into her 

newest classification of acting (Müller 2014b). 

A different process is active in the last example (to the far right in Figure 

7.4). In this case, the hand is transformed into an object. The speaker ex-

tends the thumb, index finger, and middle finger of his right hand and al-

ternatingly opens and closes the index and middle finger. At the same time, 

the speaker moves his right hand, whose palm faces towards his body, in 

the direction of his left arm. The gesture is used simultaneously with the 

verbal utterance müssen wir rausschneiden (we need to cut it out). We can, 

therefore, conclude that the object embodied is a pair of scissors and not a 

knife, for instance. The hand embodies the individual elements of a pair of 

scissors: The index and middle finger imitate the object’s scissor blades. 

The gestural movements represent the movements of the scissors itself. It 

cannot be equated with the movement of a hand holding a pair of scissors 

while performing the act of cutting. This gesture would show a different 

form. 
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The various modes of representation reflect the perspective of the speaker 

on an object in the moment of speaking and/or gesturing. It appears along-

side different forms of conceptualizing and abstracting for which meton-

ymy plays a significant role.  

The term ‘metonymy’ denotes the process of meaning creation in which 

one stands for the other (‘x stands for y’). As we have seen, this process 

can be expressed linguistically as well as gesturally (cf. Chapter 7.1). De-

pending on the mode of representation, different metonymical processes 

are activated which respectively focus on different aspects of gestural rep-

resentation. All four modes of representation have in common that salient 

features of objects, actions, and processes are singled out and embodied 

gesturally. When imitating an action (acting mode), for instance, the 

speaker or rather the gesticulating person selects salient and meaning-bear-

ing elements of the action schemas. His or her hand or arm thereby always 

function as part of the imitated action. This is illustrated by the first exam-

ple in Figure 7.4: the hand and arm of the speaker are part of the actual 

action being imitated, that is opening a window by its handle. As we have 

shown in previous chapters the role of the hands and arms in the process 

of meaning creation is deduced via ‘internal metonymy’ in actions imitated 

gesturally. The objects involved in the action are inferred via ‘external me-

tonymy‘ as these could be found adjacent to the hand (see Chapter 7.1). It 

is a similar case for the modes of representation ‘molding’ and ‘drawing’. 

The speaker selects meaning-bearing elements of a surface gestalt (mold-

ing) or a form or line (drawing) and embodies them using hands and arms. 

The hand is part of the imitation of the action in both cases (internal me-

tonymy) and the molded object or the drawn shape are found externally, 

albeit adjacent to the hand (external metonymy).  

External metonymy is not active in the cases of gestures in the representing 

mode, in which the hand virtually becomes the object. Individual meaning-

bearing elements are singled out and gesturally embodied here also. Yet, 

the objects that are embodied are not reconstructed from outside of the 

hand, but the hands themselves are transformed into objects. The final ex-

ample in Figure 7.4, shows the index and middle fingers as embodied fea-

tures of the scissors, i.e. the moving scissor blades. 

As noted before, the mode of representation shows how a speaker concep-

tualizes the object being discussed. This observation is in accordance with 

McNeill’s (1992) assumption that gestures are windows onto thinking. It 

goes without saying that conceptual meanings cannot be reconstructed 
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solely via gestures. Spoken utterances are also required. What can be fre-

quently observed is that semantic aspects are specified with gestures. If we 

look at two examples from Figure 7.4 once more, we see that the first ex-

ample shows a woman who refers multimodally to the action of opening 

something. How this process has been conceptualized, meaning the man-

ner in which it was opened, is conveyed solely with the gesture. A window 

could be opened by, for instance, opening it in an outward motion or by 

pushing it upwards. In the last example of Figure 7.4, the speaker refers to 

the action of cutting something (out). We could argue at this point that the 

action could have been embodied by the hand simulating holding a pair of 

scissors and imitating the movement of alternatingly opening and closing 

the scissor handles; in other words, the movements a hand would make 

when holding an actual pair of scissors. The speaker in the example how-

ever decides to use a different mode of representation and thus focuses on 

other aspects of the action depicted, i.e. the object with which the action is 

performed. As such, the object instead of the instrumental action is in the 

foreground for the speaker as well as for the recipient. 

 

7.2.2 Gestures and Their Relationship with Language 

Gestures only attain their full meaning in interaction with speech. Gestures 

and speech specify each other in equal measure, as seen in Figure 7.4: the 

verb öffnen (to open) can refer to various actions including the opening of 

an object and the opening of a space. But in conjunction with the gesture, 

we and the recipients can reconstruct that the speaker is referring to the use 

of a handle and the pulling of this handle. This handle could again belong 

to a window or a door or something else. These specifics of the gestural 

meaning can be deduced from the linguistic context. In the case we just 

discussed, we can reconstruct via the linguistic information that the speaker 

is referring to a window.  

With these observations, we move to the level of gesture-speech interaction. 

This means that the meaning potential of the medium ‘gesture’ only, i.e. 

without its interaction with speech, is no longer solely in the foreground of 

our descriptions. Rather, the close interaction of the two modalities is now 

in our focus. 
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7.2.2.1 The Semantic, Syntactic, and Pragmatic Relations of Speech 

and Gesture 

In order to be able to describe the reciprocal relationship in the constitution 

of meaning, we will first elaborate on the concept of co-expressivity, which 

McNeill (1992, 2005) described thus: 

 

Gesture and speech express the same underlying idea unit but ex-

press it in their own ways – their own aspects of it, and when they 

express overlapping aspects do so in distinctive ways. (McNeill 

2005: 22) 

 

Both units, the gestural as well as the linguistic, should refer to the same 

object in discourse (also see Engle 2000: 26), so that they can be viewed 

as co-expressive. They do not necessarily have to be expressed simultane-

ously as they can stand within a certain temporal distance of each other. 

According to this definition, we can distinguish between the following co-

occurrences: 

(1) pre- and post-positioning and with that between the sequential 

composition of linguistic and gestural units 

(2) parallel use, meaning the simultaneous appearance and overlap of 

speech and gesture, and  

(3) the sole use of gestures.  

In the case of (3) there is no linguistic counterpart at the moment of pro-

duction. Based on this temporal relation between speech and gesture we 

can specify the relation between both modalities by introducing the de-

scriptive levels of semantics, syntax, and pragmatics. A more detailed elab-

oration on the reciprocal relationship between speech and gestures can be 

found in Bressem, Ladewig & Müller (2013). 
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Table 7.1: Semantic relations between speech and gestures (Bressem/Ladewig/ 

Müller 2013: 1111–1112) 

 

The semantic relationship between speech and gesture exhibits the follow-

ing relations: complementary, contrary, and substitutive. If speech and ges-

ture stand in a complementary relation to each other, both modes of ex-

pression share semantic characteristics, but the gesture adds information to 

the speech and thereby modifies the linguistic content. If they stand in a 

contrary relation to each other, the two different modes of expression each 

transmit different information. The gesture supplements information. 

When gestures replace speech, they substitute linguistic information. 

Modification is the semantic function which is observed most frequently. 

The examples we have listed in this and the preceding chapters are all lo-

cated in this functional area. Research literature often refers to a redundant 

relationship of speech and gesture. Scholars of gesture assume that in these 

cases the modes of expression convey more or less identical information. 

However, as a redundant relation is quite rare or not observable at all, we 

have omitted it. We chose to follow McNeill’s concept of co-expressivity, 

which emphasizes that:  

 

Two core features of gestures are that they carry meaning, and 

that they and the synchronous speech are co-expressive. Co-ex-

pressive, but not redundant […]. (McNeill 2007: 23) 
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When looking at the two modalities ‘language’ and ‘gestures’ in more de-

tail, it is highly improbable that both modes of expression are redundant. 

Due to their mediality, gestures express concepts visio-spatially and in this 

way can add and specify aspects of meaning. 

Gestures are not only integrated into speech on a semantic level, but also 

on a syntactic level. Gestures can assume the positions of, for instance, 

nouns or verbs and replace speech such as in the sentence Er hatte vorne 

drauf diesen seltsamen [Geste] (On front he had this weird [gesture]) 

(Ladewig 2014b, 2020; see Table 7.2). They can also be used simultane-

ously to nouns or verbs (Bressem 2014, 2021; see Table 7.2). Additionally, 

gestures can be integrated cataphorically into speech by using verbal deic-

tics such as such, like here, this (Fricke 2012, Streeck 2002). This means 

that gestures can take over the functions of nouns and verbs or specify ver-

bally-expressed nouns or verbs by assuming the function of adverbs or at-

tributes. 

 
Table 7.2: Syntax relations of speech and gesture (Bressem/Ladewig/Müller 2013: 

1109–1110) 

 

Gesture and speech can also be integrated on a pragmatic level and thereby 

accomplish a pragmatic function. If this is the case, the gestures or speech 

can refer to the speaker or the addressee and operate on the level of inter-

action or on the level of discourse (see Table 7.3). If they regulate or struc-

ture the behavior of the speaker, for instance to express that he or she wants 

to maintain the right to speak, or when a gesture expresses a negative atti-

tude with respect to what has been said (as seen in the so-called ‘brushing 

aside gesture’; Bressem/Müller 2014a, Teßendorf 2014), it definitely op-

erates on the level of interaction and performs a modal function. Gestures 

which relate to addressees regulate the behavior of others and fulfil a 
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performative function (Müller 1998). This is the case, when a speaker 

wards off the arguments of a dialogue partner with gestures or interrupts 

him or her with gestures. When gestures operate on the level of discourse, 

they perform a discursive function (ibid.). This can be frequently observed 

in repetitive, accentuated gestures which are often mistakenly called con-

tentless beat gestures (Efron [1941] 1972, Ekman/Friesen 1969, McNeill 

1992; for more discussion see Bressem 2021) which highlight elements of 

a speech and thereby make them salient. 

 
Table 7.3: Pragmatic relations of speech and gesture (see Bressem/Ladewig/Mül-

ler 2013: 1113) 

 

There is one more important annotation to make in this section: gestures, 

like language, are multifunctional. It means that gestures can, for instance, 

assume semantic as well as syntactic functions. This can be seen in the first 

example of Figure 7.4; the gesture specified the act of opening and assumes 

the function of an adverb. Which function a gesture can assume and which 

of the functions is dominant is equally dependent on the context it is used 

in and its gesture type. Gesture researchers have ascertained that certain 

types of gestures are suitable for certain communicative purposes. The next 

section deals with this observation and discusses the typology of gestures 

from a linguistic perspective.  

 

7.2.2.2 Typology of Gestures 

The range of gestural means of expression was described as early as antiq-

uity. Quintilian emphasizes that the abundance of gestural functions comes 
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very close to that of spoken language. He distinguishes gestures which are 

linked to individual parts of text, such as the beginning of speech, a narra-

tion or argumentation, from gestures which perform speech acts, convey 

emotions and attitudes, or which are linked to the structure of speech (enu-

merations, highlighting elements of speech) (Quintilian 1969: 92; cf. Mül-

ler 1998: 31–33, Müller/Ladewig/Bressem 2013: 55–56).  

The following section is dedicated to exploring different gesture types de-

fined by the degree of conventionalization of gestures. When we examine 

the degree of conventionalization in gestures, we can distinguish between 

singular, recurrent, and emblematic gestures (Müller 2010b, 2018). Singu-

lar gestures are not conventionalized; they embody meanings that refer to 

the proposition of an utterance. They are produced spontaneously and are 

indexically connected to the conversational context in which they occur. In 

contrast, emblematic gestures (Ekman/Friesen 1969) exhibit a stable re-

lationship between form and meaning. The Thumbs-up gesture, for in-

stance, bears the meaning of ‘ok’, ‘all is fine’, and ‘very good’. These ges-

tures can replace speech and substitute words, phrases, or sentences. 

Alongside singular and emblematic gestures we can also observe gestures 

which, despite possessing a stable relationship between form and meaning, 

do not have word status. These are gestures which carry a more schematic 

meaning which cannot be translated into a certain word or phrase. They 

return in certain contexts among different speakers and maintain their core 

forms and meanings. For this reason, these gestures are called recurrent 

gestures (Ladewig 2014b, Harrison/Ladewig 2021). 
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Figure 7.5: Repertoire of recurrent gestures determined by Bressem & Müller 

(2014b) 

 

Examples of recurrent gestures are the Palm up open hand (Kendon 2004, 

Müller 2004, Cooperrider/Abner/Goldin-Meadow 2018), the Brushing 

aside gesture (Teßendorf 2014) or the Cyclic gesture (Ladewig 2010, 

2014c) (see Figure 7.5). Gesture researchers have determined a whole rep-

ertoire of recurrent gestures used by German adult speakers (Bressem/Mül-

ler 2014b; see Figure 7.5) or Hausa speakers (Will 2021). 

Singular, recurrent, and emblematic gestures can perform different func-

tions. This is where we implement Bühler’s organon model, which de-

scribes the three functions of language (Bühler 1934). These three func-

tions can also be performed by gestures (Müller 1998, 2013). The wealth 

of expressive possibilities is a crucial condition for hand gestures to de-

velop into signs and is discussed using the term of the ‘linguistic potential 

of gestures’ (Müller 2013). Bühler’s model encompasses the functions rep-

resentation (Darstellung), expression (Ausdruck), and appeal (Appell). 
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When gestures represent something, they create references to the extralin-

guistic reality. The expressive function conveys emotions, feelings, and at-

titudes of the speaker. The relation of a gesture to an addressee is created 

via the appealing function. All three functions can be performed by all 

three types of gestures. However, at least one of the functions is usually 

dominant, as we have already seen with the gestural functions with respect 

to speech in Section 7.2.2.1.  

The representational function is dominant in singular gestures. Singular 

gestures imitate the features of the objects or actions, or portray spatial 

relations and size proportions. They can represent situations, entities, or 

actions of the extralinguistic world which are either concrete or abstract 

(see Chapter 7.1 and Table 7.1). As such they are part of the propositional 

content of multimodal utterances and often interact with speech on the 

level of semantics or syntax. The appealing function is dominant in recur-

rent gestures, as they are located on the interactive level and often relate to 

an addressee. Recurrent gestures can be used, among other things, to mark 

parts of an utterance that are relevant to the addressee (discursive function). 

They can also perform a communicative action (performative function) 

themselves. Recurrent gestures, therefore, interact on the pragmatic level 

of speech. No specific function can be assigned to emblems. Emblematic 

gestures can perform all three functions as a dominant function. Pointing 

at a watch, for instance, could substitute the utterance It’s late or I’m late 

and hence embody the propositional content of a spoken utterance. The 

same gesture could express a dominant appealing function by communi-

cating Hurry up!. Furthermore, emblems can serve as evaluative descrip-

tions and thereby perform the expressive function. An example of such a 

case would be the Cyclic gesture performed on face-height accompanied 

by a certain facial expression, which can signify ‘crazy’ (Kendon 2004: 

339). Emblems can also perform a function that is not included in the or-

ganon model, but which is assumed to exist for linguistic utterances. This 

function is called performing speech acts, in which gestures function as 

performative verbs. Examples are the gestures of blessing or making a vow 

by which the acts of blessing and making a vow are performed (Austin 

1962). The gestures do not only represent the performative acts of blessing 

and making a vow, they actually put them into effect themselves. In this 

way, they embody the illocutionary power of an utterance, which is often 

accompanied by performative verbs (cf. Müller 2013). 
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7.2.3 Summary 

- In the analytical process of reconstructing the meaning of gestures, 

one should begin with the form of the gesture, as the gestural form 

convey various aspects of meaning that are substantiated and spec-

ified via the linguistic utterance. 

- Manual movements become gestures when they carry out commu-

nicative functions. Four modes of presentation can be used in cre-

ating gestures: acting, molding, drawing, and representing. 

- Gestures can be spontaneous and be created ad-hoc in the moment 

of speaking (singular gestures). These gestures frequently convey 

semantic information such as form, size, spatial relations, and 

movement. Gestures can also be conventionalized to different de-

grees (recurrent gestures and emblems). These gestures exhibit a 

stable form-meaning relation and often fulfil pragmatic functions. 

- Gestures can have various relations to speech. The temporal rela-

tion describes the temporal co-occurrence of linguistic and gestural 

units. The functional relation encompasses the functions of ges-

tures on the levels of semantics, syntax, and pragmatics. 

 

7.2.4 Review Questions  

1. What does the term ‘communicative movement’ mean? 

2. Why are gestures considered motivated? 

3. When regarding linguistic and gestural relations to a single object 

of discourse, what possible occurrences can arise?  

4. What is the pragmatic function of gestures? Give an example. 

5. What is meant by ‘degree of conventionalization’ in gestures? 

What types of gestures can be distinguished based on this feature? 
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7.3 Gestures in Foreign Language Classes: Understanding, 

Memorization, Problem-Solving 

Lena Hotze 

In the last chapter, you saw the extent to which gestures constitute an 

important part of human communication and interaction. Question such 

as ‘What is characteristic for a multimodal utterance and how can we 

categorize it?’ were answered and the knowledge gained subsequently 

implemented practically. 

In this last part of the final chapter, we want to elaborate on the practical 

application of gestures in foreign language classes. We will highlight the 

benefits of a multimodal implementation in the classroom, and we will 

focus equally on students and teachers. By presenting case studies and 

examples, we will show how gestures can be used in terms of cognitive 

processes such as understanding, memorization, and problem-solving, 

and how they play a significant role in the teaching situation.  

This section is going to show how multimodality i.e. spoken language 

alongside visible bodily movements, benefits students as well as teachers 

in the processes of learning and teaching. 

 

Study Goals 

By the end of this chapter, you will be able to: 

− implement multimodal utterances as a teaching aide and actively 

organize lessons 

− view gestures as a form of expression in students utterances 

− support and promote processes of understanding utilizing ges-

tures 

− use multimodal utterances to evoke memories of lexical and 

grammatical units 

− rectify problems and gaps in students’ knowledge of terms and 

language. 
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7.3.1 Gestures and L2-Acquisition 

When viewing language acquisition from a cognitive linguistic perspective, 

we must take two perspectives into account: the verbal and the gestural. In 

general, it can be said that the use of gestures in learning and teaching con-

texts play a greater role in L2 research. Why is that? Gullberg (2014) pro-

vides an explicit answer: 

 

Cross-cutting these broad areas, gesture analysis can shed new 

light on contexts such as the effect of the other language (transfer 

or crosslinguistic influence), general effects found in all learners 

(learner varieties), communication strategies, the role of collabo-

rative processes, classroom practices and assessment, the role of 

vision, and motor actions for acquisition. (Gullberg 2014: 1869) 

 

Gestures give us the opportunity to gaze into mental processes of the 

speaker (see Chapter 7.1.3) and receive insight into his or her language 

level and thereby help teachers promote or expand major teaching subjects. 

Studies have shown that L2 learners gesticulate proportionally more in a 

foreign language than they do in their native tongue (see among others 

Gullberg 1998, Hadar/Dar/Teitelmann 2001, Stam/McCafferty 2008). 

While this does not offset the lexical deficit, it supplements the linguistic 

utterance and supports the conceptualization of what is being said (cf. Cris-

tilli 2014; see among others Gullberg 1998, Alibali/Kita/Young 2000, 

Goldin-Meadow 2003). Furthermore, gestures can indicate how and to 

what extent teachers should help their students with linguistic deficits. Gra-

ziano & Gullberg (2013) found that the majority of (pragmatic and repre-

sentational) gestures (see Chapter 7.2) appearing during second language 

acquisition are located in pauses or interruptions. The learner may expect 

possible help in terms of lexis from the listener in these pauses. 

Gestures appear in a productive learning atmosphere in general. When a 

teacher uses manual instructions, it encourages students to increase their 

use of multimodal utterances and partially integrate them into their lan-

guage repertoire (cf. Gullberg/de Bot/Volterra 2008, Stam/McCafferty 

2008). It also aids the understanding process in typical classroom learning 

scenarios, such as when using audio examples. Kellerman emphasized as 

early as 1992 that audio examples were more easily elaborated on when 
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movement sequences were added, thereby removing flaws in identification 

and understanding. Stam & McCafferty also stress this by making the point 

that  

 

[...] the effective use of gesture (and other nonverbal features) by 

an instructor in a L2 classroom is thought both to create a positive 

atmosphere and to enhance the possibility of comprehension on 

the part of students. (Stam/McCafferty 2008: 17) 

 

We would like to start here and show in the following sections how under-

standing and memorization can be promoted with the help of verbal and 

gestural utterances. It also circumvents potential problems. This will be 

done with the aid of existing literature and illustrative examples: firstly, the 

positive use of multimodal constructions on part of the students will be 

highlighted, and secondly, a sensibilization of teachers takes place towards 

the gestures they use themselves.  

 

7.3.2 Understanding 

When we speak of understanding, we think of the most basic steps within 

the classroom. The correct perception and processing of information leads 

the students to an understanding of the newly acquired language. Over the 

last 20 years, several research projects were able to show how the use of 

multimodal utterances simplified processes of recognition and comprehen-

sion.  

Tellier described so-called teaching gestures in her research in 2006. 

These were gestures which were spontaneously used by the teacher with 

the intent to support the students. In this scenario, the person teaching acts 

in a regulating, appraising or explanatory fashion with the help of gestures, 

facial expressions, and body position. Especially through the use of singu-

lar gestures (see Chapter 7.2) the comprehension of movement verbs is 

aided so that, for instance, the student can determine affiliations in terms 

of the spoken word or the utterance as a whole. 

A typical task for exercising language learners’ listening comprehension is 

the use of audio examples. The learners focus solely on the auditive chan-

nel and neglect all visual information. We should ask ourselves to what 
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extent this format is applicable to everyday interaction. With the exception 

of phone calls, interactants usually find themselves in situations of audio-

visual communication exchanges. Furthermore, visual utterances, i.e. co-

speech gestures and facial expressions, can aid in the comprehension of 

audio examples. Based on a study involving 42 people who watched short 

descriptive videos under various conditions (1) without any manual and 

facial stimulation, 2) only facial expressions, 3) hand and facial gestures), 

Sueyoshi & Hardison (2005) showed that the comprehension improved 

when the amount of visual information was increased. They also observed 

that 

 

[b]ecause note taking was not permitted, gestures, as visual im-

ages, likely facilitated memory encoding and subsequent recall 

of information when participants answered the comprehension 

questions. (Sueyoshi/Hardison 2005: 677) 

 

These observations show that not only comprehension, but also memori-

zation and information recall were improved. 

These findings are confirmed by Sime’s results (2006), which stated that 

gestures and any involvement of body posture or head gestures had a pos-

itive impact on the learning of foreign languages. In Sime’s study, 22 learn-

ers watched a short video segment of their own chat and subsequently rated 

the physical communicative actions of the person teaching. This was an 

investigation into the extent to which manual and bodily movements of the 

teaching person are meaningful to the lesson. Aside from the mental pro-

cess of information absorption and processing, emotional and interpersonal 

factors were also noted (cf. Sime 2006: 217). Aside from clarifying, em-

phasizing, and correcting, the learners also recognized that an engaged and 

active role increased the students’ comprehension; be it through the use of 

body posture or the teacher’s eye contact or head and hand gestures. At the 

same time, the use of recurrent gestures developed a social organization, 

(see Chapter 7.2) for example for assigning the right to speak, which is an 

important aspect of active participation within a class. 

 

Gestures are thus seen as having the property of supporting com-

prehension [...]. Learners perceive the two systems of communi-
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cation as supporting each other and use both channels of commu-

nication to infer meanings. (Sime 2006: 220) 

 

Sime elaborated on her findings in 2008, stating that gestures mainly facil-

itate comprehension, the learning process, and the responsiveness within 

the classroom. She also showed which manual utterances are usually uti-

lized in a teaching context.  

Sime determined the following common gestures (2008: 265–267): 

- representation of words and ideas through the use of abstract and 

specific referential gestures  

- emphasis on important utterances, marking opposition and com-

parison through recurrent gestures  

- detailing time and place through deictic manual usage. 

These co-speech gestures are usually performed in a speaker’s gestural 

space and are in the direct field of vision of the students or the audience in 

general. When a learner is aware of the intent of the verbal expression, 

gestures are often perceived as confirmation. However, if the learners lack 

certain knowledge, then the multimodal utterances of the teacher, such as 

an imitation of an action plus word, can serve as reference points for im-

proving comprehension.  

For teachers, this means that they need to pay special attention to manual 

utterances, as the gestures can reveal the level of the learners’ knowledge. 

Lapses in memory become apparent and the appropriate knowledge can be 

revisited. Furthermore, the content meaning of a word can be conveyed 

with gestures when students stumble verbally. In this case the manual im-

plementation serves as input for the students and can point towards its lin-

guistic counterpart.  

The important aspect we have just described is the creation of a common 

ground or intersubjectivity. With its help, a common social or even cog-

nitive basis can be created in order to, for example, convey new contexts 

and facts. Nathan & Alibali (2011) emphasize that 

 

[f]or the student, common ground is necessary in order to com-

prehend the teacher’s actions and statements. For the teacher, 

common ground is necessary in order to connect to students’ 
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prior knowledge and experiences, as well as to interpret and as-

sess students’ actions and comments, and to appropriately re-

spond to students’ questions. (Nathan/Alibali 2011: 257) 

 

In their study, the two researchers explain that this common ground is 

mainly invoked by the use of gestures. Gestures are especially helpful for: 

- identifying and assuming misunderstandings 

- presenting new explanations and representations. 

(Nathan/Alibali 2011: 257) 

Gestures can, therefore, be viewed as a ‘repair tool’ as well as a visual 

connection between old and new knowledge. Especially recurrent types of 

gestures with deictic and performative functions play separate roles, such 

as the Index finger (Nathan/Alibali 2011: 263) or the Palm up open hand 

(Müller 2004). These gestures direct the attention and additionally act as a 

conceptual connection between known and unfamiliar content and words.  

We would like to firmly note at this point, that the index finger is neither a 

‘primitive’ nor a ‘simple’ gesture, as it may often appear. This gesture can 

be used in a complex multimodal scenario to constructively guide interac-

tions and instructions. The verbal and gestural use of pointing, such as with 

the adverb Here! while pointing at the blackboard (see Figure 7.6) not only 

creates a common reference point but elaborates at the same time. In her 

article Pointing, talk, and bodies (2014), Mondada specifies on how the 

pointing gesture participates in a complex multimodal gestalt, which is 

defined by its systematic and dynamic resources amidst an interaction. 

Meaning, apart from language and gesture, gaze and body posture should, 

therefore, also be integrated in to teaching communication to refer to things 

or emphasize them. 
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Figure 7.6: Multimodal reference (Here! plus Pointing gesture) to the blackboard 

(own illustration) 

 

7.3.3 Memorization 

For students and their usage of co-speech gestures, the bodily medium 

plays a significant role for the memorization process. Goldin-Meadow, 

Nusbaum, Kelly & Wagner stressed in their study (2001) that gestures are 

a crucial factor for remembering. Children as well as adults profit from 

manual use and activate more words; this suggests that gesturing during 

spoken utterances reduces the speaker’s cognitive burden. In this case, the 

multimodal usage not only reflects the student’s current status of 

knowledge; it also divides and reshapes the cognitive resources produc-

tively. 

While it is vital how gestures are perceived, it is also important how a 

learner produces them. Morett, Gibbs & MacWhinney (2012: 778) empha-

size this aspect in their study which “is consistent with work showing that 

gesture enactment enhances L2 word learning more effectively than ges-

ture viewing“. The use of manual utterances in any form – in other words, 
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utterances of a deictic, discursive, or referential nature – influence the pro-

cess of memorization in foreign language acquisition positively. 

A recent study by Hupp & Gingras (2016) confirms that the use of iconic 

gestures benefits the memorization of vocabulary. Therefore, the use of 

multimodal utterances is not solely for the benefit of the teacher, but also 

indispensable to the learner. It does not matter whether we speak about 

actions or objects, it is the frequency of the multimodal utterance that is 

crucial. The regular use of semantically identical gestures alongside lan-

guage by teachers and students increases the acquisition and memorization 

of vocabulary (Hupp/Gingras 2016: 354). 

The gestures of the teacher serve as mnemonic devices for the student. The 

combination of verbal and gestural utterances explicitly illustrates words 

and even whole ideas and create a connection between the physical execu-

tion and a lexical or grammatical fact. An example would be the position-

ing of tenses such as past tense and future to the left and the right in gesture 

space (see Figure 7.7). 

 
Figure 7.7: Gestural positioning of lexical and/or grammatical units in gesture 

space (own illustration) 

 

7.3.4 Problem-Recognition and -Solving 

Problem-recognition and problem-solving are important components of 

foreign language acquisition alongside understanding and memorization. 
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Teachers and students can both profit from the use of multimodal utter-

ances to decipher and prevent difficulties.  

Gullberg (1998, 2006) implies that gestures can compensate and reduce 

lexical gaps while speaking. In comparison to the L1 language, the usage 

of gestures increases during L2 use; this may reflect the growing difficul-

ties within a conversation (also see Gullberg 1998). In part, gestures can 

bridge gaps and disruptions in the speech flow, for instance when the 

speaker is searching for a word. Alleviation of the cognitive burden also 

appears when time specifications are made through deictic localization on 

an imaginary timeline within a person’s gestural space to present past, cur-

rent, and future circumstances (Gullberg 2006: 111–112).  

To reduce difficulties with respect to the learning materials, teachers use 

visualizations to convey the educational content more clearly and vividly. 

They switch into a teaching diction, which is characterized by simplified 

utterances and an increased use of gestures. Gullberg (2006) describes the 

didactical procedure as follows: 

 

Learners are not alone in using gestures as scaffolding. A number 

of studies have shown that the simplified registers used by NSs 

[Native Speakers – note from the author] and teachers, known as 

Foreigner Talk […] and Teacher Talk […], are characterised by 

an increased use of representational gestures (iconics and deictic 

gestures), but also of more rhythmic, beat-like movements […]. 

This last feature may be typical of a “didactic” mode. (Gullberg 

2006: 112) 

 

An additional phenomenon that yields insights into the understanding and 

cognitive state of the learners are gesture-speech mismatches (for more 

in-depth observations, see for example Goldin-Meadow 2006, 2007). Dif-

ferent types of information can be presented via speech and gestures, espe-

cially in explanations and narrations. Imagine that a student is recounting 

an event in which he or she was rudely bumped into on the bus. While he 

or she mentions a little bump, it is evident in his or her gestures that he or 

she was violently pushed aside. This example depicts an inaccurate repre-

sentation of the situation. The physical reenactment shows the accurate sit-

uation, which is downplayed and inaccurately represented in the spoken 

narration, for instance due to the missing word. Gesture-speech mis-
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matches appear regularly in classrooms and illustrate how divergent (or 

even faulty) information can be conveyed in two modalities. While we 

know of various strategies for solving problems or ways of explaining a 

topic, the verbal and manual or rather bodily form of communication al-

ways needs to be considered. This is where you can start and support your 

students with tasks and instructions, especially those that have difficulties 

in expressing themselves fluently and accurately. Goldin-Meadow 

(2007: 229) also emphasizes that manual instructions can provide decisive 

impetus for finding the solution and perhaps even serve as a frame for re-

alization to finally successfully complete a task.  

When we regard neighbouring disciplines such as mathematics, we can 

also observe the usage of co-speech gestures for problem-solution, which 

can also be used for foreign language acquisition. In her article from 2011, 

Gerofsky writes that it should be a goal to actively shape the lessons instead 

of executing them exclusively verbally. Multimodal implementation is 

meant to improve teaching and learning by using gestures as tools for anal-

ysis and diagnosis and, ultimately, to use gestures to influence knowledge 

positively (2011: 247). The size and shape of gestures play a crucial role, 

which Gerofsky explains as follows: 

 

Rather, these more traditional methods ought to be supplemented 

by elicited large, close-up gestures, especially in the initial stages 

of teaching mathematical functions. Gestural work is not suffi-

cient on its own, but when accompanied by focused teaching that 

helps make salient feature of graphs visual, kinesthetic and audi-

ble, gesture can play an important role as both a mode of expres-

sion and an experiential learning resource. (Gerofsky 2011: 254) 

 

Even though she argues from a mathematical perspective, these are all 

points that can be applied to language teaching as well. Language teachers 

also have to reassess and modify their teaching methods. Lessons should 

always be actively executed, meaning that head, upper body, and hands 

should also be an important part of interaction, in order to, for instance, 

illustrate and eliminate difficulties in comprehension (see Figure 7.8). 
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Figure 7.8: Interactive exchange with student (own illustration) 

 

Experiment 

We will now conduct an experiment to illustrate the cognitive processes 

we described above. Choose a conversation of about five minutes (for 

instance from a video on YouTube) and play only the audio at first. Then 

add the audio-visual component. Verify with a short test the extent of 

understanding and memorization under the respective conditions. Set 

yourself tasks to test the processes of understanding and memorization. 

 

7.3.5 Summary 

- Gestures should be viewed as a medium of expression of the 

learner. They grant insights into the speaker’s thoughts as well as 

their language levels and in this way are an indication of how 

teaching content could be improved.  

- Lexical deficits, additions to conceptualizations and verbal utter-

ances are being visually presented. 

- Co-speech gestures make it easier to comprehend processes of un-

derstanding. They also promote memorization and aid in problem-

solving in relation to utterances. 
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- Within the classroom, gestural feedback facilitates the learning 

process. Language, gestures, gaze, and body posture should be in-

tegrated into a teacher’s interaction. It helps when referring to 

things and/or emphasizing them. Aside from repair work, multi-

modal utterances also offer a visual connection between old and 

new knowledge.  

- Learners profit in their memorization processes from the additional 

use of manual utterances. They activate more words because ges-

ticulation while speaking reduces the learner’s cognitive burden. 

In this way, resources are divided and reshaped productively. 

 

7.3.6 Review Questions 

1. Name 5 arguments which speak for implementing gestures into 

language teaching. 

2. To what extent do gestures influence the learning atmosphere? 

3. What difficulties arise with the use of audio examples and how can 

they be remedied? 

4. In the learning situation, referential, recurrent, and deictic gestures 

are used. What are the respective contexts in which they are im-

plemented? 

5. Where does the use of manual utterances on the part of the students 

play an important role? 

6. Why does an increased use of gestures take place and how does it 

aid in the use of the L2? To what extent can gestures serve in prob-

lem-solving processes during language teaching? 
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