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Abstract The quality of Machine Learning (ML) applications is commonly assessed
by quantifying how well an algorithm fits its respective training data. Yet, a perfect
model that learns from and reproduces erroneous data will always be flawed in
its real-world application. Hence, a comprehensive assessment of ML quality must
include an additional data perspective, especially for models trained on human-
annotated data. For the collection of human-annotated training data, best practices
often do not exist and leave researchers to make arbitrary decisions when collecting
annotations. Decisions about the selection of annotators or label options may affect
training data quality and model performance.

In this paper, I will outline and summarize previous research and approaches to
the collection of annotated training data. I look at data annotation and its quality
confounders from two perspectives: the set of annotators and the strategy of data
collection. The paper will highlight the various implementations of text and image
annotation collection and stress the importance of careful task construction. I con-
clude by illustrating the consequences for future research and applications of data
annotation. The paper is intended give readers a starting point on annotated data
quality research and stress the necessity of thoughtful consideration of the annota-
tion collection process to researchers and practitioners.
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1 Introduction

Typically, Machine Learning (ML) applications are evaluated by assessing how well
an algorithm models a hold-out portion of its respective training data. However,
learning from and reproducing erroneous data inevitably limits the value of a model’s
practical implementation. Therefore, a complete view of ML quality must go beyond
the sole assessment of performance and include a perspective on the data and how
it was sourced. However, best practices for the collection of training data are not
taught in data science programs and often do not exist. This lack of guidance leaves
researchers to make arbitrary decisions when collecting training data, such as the
selection of annotators or the (number of) label options. These decisions impact
the accuracy of the collected training data and, ultimately, model performance.
Researchers find little guidance in the literature about how best to collect training
data for ML models.

In this paper, I will outline previous research and approaches to the collection of
annotated training data. The article highlights studies from diverse academic disci-
plines where parameters that affect annotated data quality are identified, estimated,
discussed, or accounted for. As a result, the paper serves as a starting point for
annotated data quality research. It stresses the necessity of thoughtful consideration
of the annotation collection process to researchers and practitioners.

Initiated by a study on task structure and annotator effects in hate speech an-
notation (Beck et al. 2022), we have established the structural similarity between
annotation tasks and surveys (i.e., the provision of a stimulus and fixed response/
annotation options). We learned how research on data annotation could potentially
benefit from past research from survey methodology. Theoretical concepts and previ-
ous findings from survey methodology will serve as an additional angle in this study
in order to understand and detect mechanisms and challenges for data annotation.

I will look at data annotation and its concomitant quality confounders from two
perspectives: the set of annotators and the strategy of data collection. The first sec-
tion will feature studies that tackle the connection between the composition and
behavioral patterns of annotators and the resulting dataset. In the second section,
I will outline different strategies for constructing, realizing, and evaluating an an-
notated data collection process. This section will highlight the many decisions that
come along with data collection. For most cases and decisions, best practices have
not been developed (yet), and those that do exist are highly task- and data-specific.
Rather than generating new empirical results, the paper will outline and summarize
the various implementations of previous annotation collections and stress the impor-
tance of careful task construction. Both overarching sections are again divided into
subsections that each cover specific aspects of data annotation. The paper concludes
with potential routes for future research and applications of data annotation.

2 Annotators

A common way to obtain training data for ML models is through human data
annotation (Tab. 1). Annotators have different backgrounds, i.e., they can be re-
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Table 1 Overview table for cited studies that feature empirical use of annotations

Application Domain/
Data Type

Text Image

Hateful/Offensive/
Toxic/Abusive Lan-
guage

Binns et al. 2017; Founta et al. 2018; Sap
et al. 2019, 2022; Xia et al. 2020; Davidson
and Bhattacharya 2020; Al Kuwatly et al.
2020; Larimore et al. 2021; Excell and
Moubayed 2021; Arhin et al. 2021; Beck
et al. 2022; Davani et al. 2023; Huang et al.
2023

/

Other Linguistics Nédellec et al. 2006; Dandapat et al. 2009;
Fort and Sagot 2010; Ho et al. 2015; Guil-
laume et al. 2016; Fort 2016; Fort et al.
2018; Geva et al. 2019; Chen et al. 2020;
Biester et al. 2022; Pyatkin et al. 2023; Yu
et al. 2023

/

(Bio-)Medicine Figueroa et al. 2012; Richter and Khosh-
goftaar 2020

Rogstadius et al. 2011; Chan-
dler and Kapelner 2013

Other Sheng et al. 2008; Maaz et al. 2009; Shaw
et al. 2011; Eickhoff 2018; Hube et al.
2019; Kutlu et al. 2020; Thorn Jakobsen
et al. 2022; Ding et al. 2022; Kuzman et al.
2023; Pangakis et al. 2023

Goh and Lee 2011; Mekler
et al. 2013; Khetan et al.
2018; Chen and Joo 2021;
Zhao et al. 2021

searchers, domain experts, company employees, student assistants or crowdworkers.
The distribution of crowdworking1 labor has increasingly been organized through
crowdworking platforms such as Amazon Mechanical Turk2 or Prolific (Cefkin et al.
2014; Belletti et al. 2021). These platforms serve as quick and efficient tools to split
data annotation into microtasks and retrieve the required annotations through human
crowdworkers. In a usual setting, researchers or companies act as task requesters
who set up and provide the pool of crowdworkers with microtasks. Crowdworkers
then select themselves to work on specific tasks in exchange for a payment usually
defined in advance by the task requester.

The following section will begin with a general segment on different annotator
profiles. I will then look at annotators from two perspectives: annotator characteris-
tics and annotator behavior. Within each subsection, I will highlight certain concepts
and parameters that may affect annotated data quality.

2.1 Annotator profile

Before addressing annotators’ specific characteristics and behavioral patterns in gen-
eral, it is crucial to acknowledge the existence of various annotator profiles. These
profiles encompass different roles, such as crowdworkers, student assistants, re-
searchers, and domain experts, each with its own set of advantages and disadvan-
tages. Notably, certain profiles may show tendencies toward specific biases discussed
throughout this paper.

1 Also referred to as crowdsourcing.
2 Also referred to as Amazon MTurk or MTurk.
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In the following, I will elaborate on two profiles that hold particular significance
in the context of data annotation for ML applications: crowdworkers and domain
experts.

Since crowdworkers appear to be a very frequently requested annotator profile,
most of the existing research examining phenomena around annotation logically re-
volves around crowdsourced annotations. Generally, crowdsourced annotations can
be retrieved at a high velocity and with comparably little cost and effort. Wang
et al. (2013) provide a good overview of the various realizations of employing
crowdworkers ranging from “Games with a purpose” to “Wisdom of the crowd”
implementations. However, many factors, such as the (precarious) work standards,
the incentive structure and the commitment of annotators, raise doubts about the
inherent data quality of crowdsourced annotations. In addition, the susceptibility to
unwanted bot annotations threaten data quality and replicability. To address these
concerns, crowdworking platforms constantly aim to improve data quality and in-
creasingly provide relevant information such as annotator demographics or metadata
(e.g., response times). Moreover, some promising results have been drawn regarding
bias mitigation and data quality improvement methods for crowdsourced annotations
(Zhang et al. 2017).

In contrast to a large, unknown crowd of annotators, a significant portion of
annotation tasks are conducted by domain experts. This profile of annotators usually
consists of professional domain experts that either are recruited for the annotation
(e.g., doctors for skin cancer classification tasks or in-house experts at a company)
or annotate data for their own ML application (e.g., researchers). Here, the relation
between the annotator and the application can play an important role in the expert’s
identification and resulting motivation for the task. While domain experts supposedly
contribute higher-quality annotations due to their expertise, insufficient availability
and high cost can become problematic factors. Furthermore, the assumption of gold-
standard annotations can lead to overreliance and “bias-blind spots”.

Generally, it is important to note that there is no one-size-fits-all “ideal” anno-
tator profile. The choice of profile depends on task-specific requirements, resource
availability, and contextual constraints.

2.2 Annotator characteristics

Annotators are mostly a very selective sample of individuals as they either self-
select into data annotation (e.g., on crowdsourcing platforms) or are assigned to
the annotation task (e.g., doctors obliged to label medical documents). In the past,
the annotator composition of a crowdsourcing platform like Amazon MTurk was
found to be more balanced with respect to socio-demographic characteristics than
other “convenience samples”, such as groups of self-selected college students, but
clearly less balanced towards the national distribution than high-quality internet
panels or probability panels (Berinsky et al. 2012). In web surveys representation
matters a great deal, as the goal of most surveys is to draw inference about the
entire population. However, in contrast to (web) surveys, sets of annotated data are
not collected for this purpose. Consequently, the pool of data annotators does not
necessarily have to be a random population sample. Even though this practice for

K



Quality aspects of annotated data 335

Table 2 Cited studies by confounding characteristics and data type

Annotation Con-
founder/Data Type

Text Image

Gender Binns et al. 2017; Al Kuwatly et al. 2020;
Excell and Moubayed 2021; Beck et al.
2022; Biester et al. 2022; Sap et al. 2022;
Ding et al. 2022

Chen and Joo 2021; Zhao
et al. 2021

Race Sap et al. 2019; Larimore et al. 2021; Arhin
et al. 2021

/

Other demographics Al Kuwatly et al. 2020; Beck et al. 2022 /

Cognitive Bias Dandapat et al. 2009*; Shaw et al. 2011;
Eickhoff 2018; Hube et al. 2019; Davani
et al. 2023

Chandler and Kapelner 2013

* Expert annotator

inferential conclusions does not strictly apply to annotated data, annotations may
still differ by annotator characteristics and potentially distort the resulting set of
annotations in an unwanted manner. Previous studies have observed and analyzed
a variety of annotator characteristics (Tab. 2). Their impact on the annotated dataset
will be outlined in this section.

2.2.1 First language

The effect of the annotator’s first language appears to be an important demographic
feature for judging the outcome of a language annotation task. Generally, the first
language is measured as a proxy variable for (English) language proficiency. If tasks
are designed featuring any understanding of the English language, the language
proficiency level should logically be an important determinant of an annotator’s
aptitude for this task. However, many annotation platforms and tasks do not restrict
the set of annotators to a certain degree of language proficiency. Crowdworkers who
complete tasks in English reside around the globe and do not have to meet formal
language prerequisites. In 2009 36% of the Amazon MTurk workforce resided in
India (Ross et al. 2010). Since English is the first language to only 0.02% of India’s
population (Census of India 2011), it is likely, that most of the Indian MTurkers are
not first language English speakers. In an even stronger example of how nonexistent
eligibility criteria with respect to language proficiency can affect the sample of
annotators in a text annotation task, 48% of the individuals who labeled English-
language tweets for hate speech were Venezuelan residents (Founta et al. 2018).
While learning English as a second/foreign language does not automatically come
along with insufficient language proficiency, it appears reasonable that, especially
for complex, multilayered tasks like hate speech detection, a very high degree of
English understanding is needed to create a high quality set of annotated data. Slang,
irony, and sarcasm are important linguistic concepts that annotators should be able
to grasp. In an experimental study in the realm of hate speech on Twitter, Beck et al.
(2022) find that non-native English speakers labeled significantly fewer tweets as
hateful compared to their native English speaker counterparts. Only US residents
were eligible to complete the annotation task in their sample.
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Further empirical results that detect first evidence for differences in data qual-
ity can be found in Al Kuwatly et al. (2020). Here, annotators examined whether
comments on Wikipedia contained a form of personal attack. Subsequently, sets of
annotations were split between first language English speaking annotators and their
non-native counterparts. The resulting models trained on data annotated by native
English speakers showed to be significantly more sensitive.

2.2.2 Expertise

Expertise or the individual’s qualification for an annotation task plays an impor-
tant role for the annotation behavior and the resulting data. While task qualification
should naturally be a continuous variable, researchers and developers mainly differ-
entiate between laypersons3 (such as crowdworkers or student assistants) and domain
experts (e.g., radiologists for annotating X-ray images). Annotator expertise has to
be tackled from the perspective of data quality and concomitant resource efficiency.
In most cases, crowdsourced labels are much easier and cheaper to obtain. However,
we make the assumption that an expert’s label inherits higher quality and that certain
tasks cannot reasonably be completed by laypersons (like X-ray image annotation).
While task-specific and difficult to quantify, one would optimally strive to under-
stand how large the loss of annotation quality between an expert and a layperson is
in order to calculate which approach serves the resulting model better. Additionally,
this decision is influenced by both the necessity and the presence of experts for
a given task. It might be unclear whether domain experts exist (e.g., hate speech
detection) or whether the domain expertise is required for the annotation task (e.g.,
a biologist classifying images of cats and dogs).

In some (industry) applications, the annotation process is conducted by in-house
experts. A report by Muller et al. (2021) describes how expert annotation is done at
IBM Research and illustrates concepts to increase efficiency and data quality. Most
importantly, the group of expert annotators is always led by one responsible person
and annotation tools range from manual coding in a spreadsheet to specifically
programmed annotation software.

Maaz et al. (2009) thoroughly examine how expert annotators perform compared
to laypersons in an occupation-coding task. Overall, they find very comparable agree-
ment scores within experts, within laypersons, and between experts and laypersons,
which suggests that the added value of an expert annotation is rather small in this
context. Despite these findings, independent coding by two coders, followed by
expert adjudication, is often considered best practice for high-quality occupation
coding (Biemer and Caspar 1994).

2.2.3 Race/Ethnicity

Fewer studies have analyzed differences in annotated data (quality) with respect to
the annotator’s race/ethnicity. Generally, past results have been mixed as Arhin et al.

3 Layperson in terms of a specific, certified qualification for one task. Certainly, crowdworkers can be
experts at annotation tasks as well.
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(2021) find black annotators to more frequently deviate from the majority label in
a toxic text classification task. In addition, Larimore et al. (2021) observe significant
differences in annotations between White and non-White annotators when asked to
assess the racial sentiment of tweets. On the contrary, race/ethnicity did not have
a significant impact on hate speech annotation of tweets (Beck et al. 2022).

Independent of annotator race/ethnicity, Sap et al. (2019) observe higher predicted
toxicity of statements in African American English (AAE) compared to non-AAE
statements. In a subsequent experiment, instructing annotators to consider the dialect
of and race/ethnicity of a statement’s creator led to fewer toxic annotations. Racial
bias can be found in various data sets ranging from hate speech detection (identified
using topic modeling; Davidson and Bhattacharya 2020) to image captioning (Zhao
et al. 2021). Increased awareness of racial bias in annotation and training data is key
to preventing models from picking up racist patterns and corroborate them when
being deployed. When detected, a posteriori bias mitigation methods can ideally be
applied (Xia et al. 2020).

2.2.4 Gender

Looking at annotator gender, previous results have been mixed. Al Kuwatly et al.
(2020) do not find significant differences in model sensitivity and specificity for
models trained on male and female annotators’ data, respectively. In line with this,
sets of annotated data did not meaningfully differ by gender across four different
Natural Language Processing (NLP) tasks in a study by Biester et al. (2022). Binns
et al. (2017) observe small differences in the resulting training data when grouping
the data by annotator gender, however, when training two separate models, these
turned out to be very similar. Utilizing a previously annotated corpus of Wikipedia
comments, they trained models to predict the toxicity of a statement. On the contrary,
clear gender differences were found in toxicity annotation (Excell and Moubayed
2021), facial recognition tasks (Chen and Joo 2021),offensive language and racism
annotation (Sap et al. 2022) and sentiment analysis across four different annotation
modalities (Ding et al. 2022). With respect to toxicity/hate speech, Cowan and
Khatchadourian (2003) observe that women generally take a more negative stance
towards the harm of hate speech and, on average, value freedom of speech as less
important than men do.

2.2.5 Education

Even though education (as a proxy variable for skill and task qualification) could be
an important confounding variable when looking at the quality of annotated data,
its impact has only been sparsely assessed by previous research. While Beck et al.
(2022) find no effect of educational attainment, Al Kuwatly et al. (2020) observe
models trained on data from annotators with lower education attainment to inherit
a higher sensitivity.
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2.2.6 Age

Depending on the annotation task at hand, looking at the annotator age seems to be
important in order to detect possible differences in annotation patterns. If models
differ by annotator age and the sample of annotators deviates from the national/
global distribution with respect to age, assessing the distribution of annotations by
age appears to be worthwhile to prevent unwanted distortions. Along these lines, Al
Kuwatly et al. (2020) detect significant differences in both sensitivity and specificity
between models trained on annotations that were grouped by age. In their assessment
of Amazon MTurk respondent characteristics, Berinsky et al. (2012) report the age
distribution of MTurkers to be significantly younger than other convenience samples
and the national distribution.

2.2.7 Political orientation

The annotator’s political orientation can serve as an observable covariate that ex-
plains (some part of) beliefs and values held by an individual, which could be
especially important in subjective annotation tasks.

Argument annotations in two political contexts (cloning and minimum wage)
were significantly different by political leaning of annotators, measured as self-
reported categorization of conservative or liberal. These differences in annotations
transformed downstream into algorithmic bias (Thorn Jakobsen et al. 2022). In ad-
dition, conservative annotators annotated AAE as toxic more frequently while at the
same time flagging fewer instances of racist language as toxic (Sap et al. 2022). In
a more abstract fashion, Davani et al. (2023) observe a correlation between stereo-
types held by annotators and their hate speech annotation behavior and subsequent
errors of the resulting hate speech classifier.

In 2012, a sample of Amazon MTurkers was on average more democratic-leaning
and more liberal compared to a sample of individuals that adequately depicts the
national distribution (Berinsky et al. 2012). While this distribution might have shifted
in the past decade, it seems to be possible that crowdworkers comprise a skewed
sample regarding political orientation, which might affect certain types of (more
subjective) annotation tasks and the consequent models.

In general, it remains unclear when and how annotator characteristics affect the
data generation process. However, collection and careful monitoring of potential
differences by certain characteristics appears to be an important step. The relevance
of (demographic) characteristics can differ largely by annotation task. Furthermore,
the question about the required covariate (e.g., socio-demographic) distribution of
annotators remains unsolved and likewise task-specific. While it seems reasonable
that, e.g., genome sequences are labeled by expert biologists and not by a probabil-
ity sample, models that are supposed to inherit societal beliefs and values can be
distorted by heavily biased annotator samples.
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2.3 Annotator behavior

Similar to surveys, annotation tasks provide the individual with a stimulus (survey
question or annotation item) and fixed response options (response or label options).
Due to this similarity, certain well-studied conscious or subconscious cognitive pro-
cesses that influence how respondents answer a survey question might as well be
present in annotation tasks. For data annotation, some of these cognitive processes,
whose theoretical background often stems from social psychology, have previously
been examined, such as anchoring (disproportionate focus on one piece of infor-
mation) or confirmation bias (tendency to perceive information in a way that con-
firms previously held beliefs) (Eickhoff 2018; Hube et al. 2019). Others still lack
succinct research in the realm of data annotation, e.g., speeding (annotating at an
unreasonable velocity) or straightlining (repeatedly selecting the same label option
irrespective of the annotation item presented) (Zhang and Conrad 2014; Schonlau
and Toepoel 2015). The following subsections will illustrate three behavioral con-
cepts that might affect data annotation behavior and have received some attention in
past research.

2.3.1 Motivation

It is important to understand what motivates individuals to participate in an an-
notation task to help task requesters designing annotation tasks in line with the
annotators’ motivations and, if applicable, make use of additional motivating fac-
tors. Motivations can range from a merely monetary incentive to intrinsic interest in
the resulting model (e.g., when annotating data for one’s own research). Systemati-
cally studying interactions and conversations in the largest Amazon MTurk forum,
“Turker Nation”, Martin et al. (2014) observe that monetary motivations seem to
be by far the most important motivating factor among crowdworkers. Even though
the enjoyability of a task appeared to have an impact on a task’s popularity (i.e.,
a slightly worse paid task was accepted if it was reported to be enjoyable), the mon-
etary aspect was essential to the interacting crowdworkers. In addition to a more
positive perception of enjoyable tasks, Chandler and Kapelner (2013) find annota-
tors to be more active in a task if the task is framed to be somewhat meaningful.
To create a meaningful frame, some annotators were told that their work would be
used for medical research. No context related to the task was given to another part
of the annotators, and some were additionally informed that their work would be
discarded after the annotation process. They observed the perception of meaningful-
ness to increase participation rates, annotation quantity and data quality (Chandler
and Kapelner 2013).

While the importance of monetary motivations is a natural characteristic of crowd-
working, a construct that is specifically advertised as an easy way to earn money, task
requesters should keep in mind that annotators do not necessarily have an interest in
creating high quality data or well-performing models. Survey methodologists have
developed theories and practical approaches on how to collect and evaluate survey
participation reasons that could be applicable and beneficial for annotation tasks
(Singer 2011; Keusch 2015; Haensch et al. 2022). However, crowdworkers may
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misreport their motivations for engaging in annotation work due to social desirabil-
ity bias (Antin and Shaw 2012). The response behavior when reporting motivations
is likely to be affected by the power asymmetries between crowdworker and task
requester that arise from crowdworking being a crucial source of income for many
crowdworkers (Martin et al. 2014; Miceli et al. 2022).

2.3.2 Dishonesty

Dishonest behavior or misreporting can occur in surveys and in annotation tasks,
driven by the individual’s motivations and incentives. Within the setting of a (crowd-
sourced) annotation task, one can imagine multiple reasons for dishonest behavior.
Incorrect information can be submitted to meet the eligibility criteria for an anno-
tation task, or to mitigate the task burden, a phenomenon called “motivated mis-
reporting” (Kreuter et al. 2011; Tourangeau et al. 2012; Eckman et al. 2014). If
these behaviors do not occur at random, the resulting training data is prone to bias,
and data quality is threatened by dishonest annotator behavior. Determining ele-
ments of annotation tasks that encourage misreporting can help researchers and task
requesters to construct annotation tasks such that this behavior is prevented.

Some studies have examined the presence of dishonest annotation behavior. Suri
et al. (2011) find evidence that annotators were willing to provide wrong answers
for better payment. The level of fraudulent behavior decreased when annotators
sensed being detected. When looking at misreporting individual characteristics in
order to be admitted to an annotation task, Chandler and Paolacci (2017) report
a clear tendency toward incorrect answers. The annotator sample for a task where
being parent to an autistic child was a prerequisite showed approximately double
the share of (reported) parents of an autistic child compared to the same task where
a child with autism was not a mandatory prerequisite. In line with that, a similar
experiment in the same study shows that at certain payment levels, annotators are
willing to report a different gender for study eligibility (Chandler and Paolacci 2017).

2.3.3 Networking among annotators

When trying to understand annotating behavior and the self-selecting process of
annotators, researchers and task requesters need to take networking and informa-
tion exchange between annotators into account. Annotators use online forums to
exchange annotation strategies and information with others (Martin et al. 2014). Fo-
rum users exchanged ways to earn money easier and faster, as well as which tasks
were more enjoyable. The community generally condemned fraudulent behavior or
cheating but not the use of loopholes within tasks or the exploitation of tasks with
low payment, e.g., through reduced effort in the annotation process. Furthermore,
annotators shared intelligence about task requesters they considered good and bad
requesters (Martin et al. 2014). Even though not everyone is obliged to be active
in an online forum and its users are a selective sample, the paper shows that the
assumption of independence between observations (i.e., annotation responses) may
not be valid. In addition, it seems possible that a quality assessment of the requesters
will be shared among annotators.
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Table 3 Cited studies by strategical dimension and data type

Strategical Dimen-
sion/Data Type

Text Image

Gamification Guillaume et al. 2016; Fort et al. 2018;
Chen et al. 2020

Goh and Lee 2011; Mekler
et al. 2013

Other task design Nédellec et al. 2006*; Maaz et al. 2009*;
Fort and Sagot 2010*; Kutlu et al. 2020;
Thorn Jakobsen et al. 2022; Pyatkin et al.
2023

–

Resource allocation
strategy

Ho et al. 2015 Rogstadius et al. 2011;
Khetan et al. 2018

(* Expert annotator)

3 Data collection strategy

Virtually every decision with respect to annotated data collection strategy may have
implications for the resulting set of annotations and the subsequently trained mod-
els. These decisions are located in the entire data collection process and range from
considerations about required sample sizes to task design and data evaluation ap-
proaches. Building on the insights on annotator characteristics and behavior, the
following section will illustrate four broad areas of strategic decisions around data
annotation.

3.1 Task design

Designing annotation tasks in different ways can lead annotators towards different
annotation patterns (Pyatkin et al. 2023). Hence, when designing the annotation
task, many decisions have to be made that affect the resulting data and its quality.
While these decisions might appear of minor importance, they are usually not based
on empirical results but rather seem to be arbitrary choices. Without understanding
how certain design features of annotation tasks affect the annotation behavior, these
arbitrary choices can lead to a distorted training dataset. This section showcases
a variety of task design options and potential effects on data quality (Tab. 3).

3.1.1 Label options

Which and howmany label options are provided is not always straightforward or sug-
gested by the data or model. The level of annotation detail ranges between a binary
and a continuous annotation scale. As shown in Maaz et al. (2009), the number of
label options can be varied depending on the desired degree of aggregation achieved
by the annotation. Kutlu et al. (2020) discuss response scales in annotation tasks.
They denote a clear tradeoff between the information gained and the burden imposed
on the annotators, where increasing label options generally increases both. One po-
tential tweak to the scale of label options is the addition of a label that provides
annotators with the possibility to express their uncertainty, such as a “don’t know”
option. While the provision of a “don’t know” option prevents forcing annotators
into unwanted labels, it might encourage annotators to not thoroughly think about an
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annotation decision and merely label “don’t know” in case of a slight doubt. How-
ever, its value in annotation tasks appears to be unclear. Beck et al. (2022) report an
insignificantly small (around 2%) share of “don’t know” labels selected. Similarly,
the set of label options can potentially be extended by a residual category (e.g., “not
elsewhere classified”) in order to prevent unwanted wrong label assignments. It is
worth noting that the discussed studies address language annotation tasks, and it
remains unclear to what degree these findings apply to other types of data, such as
images.

3.1.2 Rationale

Kutlu et al. (2020) experiment with asking annotators to provide the rationale behind
every annotation judgment made. In general, the authors argue that requesting ratio-
nales improves the quality of the resulting data and yields additional information.
However, they observe that experienced Amazon MTurk crowdworkers (that com-
pleted 20 or more tasks) were more likely not to take the additional time to provide
the rationale, as it was not mandatory (Kutlu et al. 2020). While this does not appear
to be a feasible option for a full-scale annotation process, asking annotators for their
judgment rationale might help requesters in an earlier stage. A more practicable
application could be asking for rationales in a potential “pre-test” setting of an an-
notation task. Similar to conducting cognitive interviews (Beatty and Willis 2007),
where respondents are asked to express their full thought process, in preparation of
experiments or surveys, a smaller number of annotations with an extensive rationale
could be collected prior to the main data collection in order to detect potentially
unwanted behavioral patterns.

3.1.3 Guidelines

Another component of an annotation task that can potentially bias or anchor the
subsequent annotation process is the initial annotation guidelines or tutorials. In her
book “Collaborative Annotation for Reliable Natural Language Processing: Techni-
cal and Sociological Aspects” Karën Fort provides a theoretical framework on how
annotation guidelines are an important, yet often resource-intensive, part of the de-
sign process (Fort 2016). When constructing an annotation task tutorial, requesters
have to make important decisions such as the number and the selection of exam-
ples and balance the degree of leeway that is given to the annotators. Empirically,
Nédellec et al. (2006) observe an improvement in annotated data quality through the
provision of guidelines. Thorn Jakobsen et al. (2022) conclude that annotations and
annotator bias are impacted by the instructing guidelines.

3.1.4 Order

As suggested by the theory of contrast and assimilation, previously perceived pieces
of information impact the perception of the information at hand (Bless and Schwarz
2010). Beck et al. (2022) experimentally examine the presence of order effects
and find a tweet to be labeled as hateful less frequently when preceded by a more
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hateful tweet, compared to the hatefulness annotation of the same tweet preceded
by a less hateful tweet. In line with the theory by Bless and Schwarz (2010), this
result provides first evidence for the presence of a contrast effect. The contrast effect
implies that an item is seen as more dissimilar to the previously annotated item(s),
which results in the individual’s judgment significantly depending on the already
perceived body of data (Bless and Schwarz 2010). Thus, items to be annotated should
be arranged in random order. While random ordering is seen as a best practice for
many applications, it could potentially be problematic for Active Learning (AL).
AL describes an ML approach in which the model predicts the annotation of which
item would currently provide the model with the greatest benefit in terms of model
performance (Settles 2009). This purposeful ordering (by the model) could foster
unwanted order effects. However, since AL generally holds the potential for multiple
benefits, such as the reduction of annotation costs, the expected bias introduced by
non-random ordering needs to be weighed against the anticipated AL benefits (Zhang
et al. 2022). In addition, the ordering of multiple different tasks needs to be assessed
empirically. If two annotations are to be made for one item (e.g., the brightness and
the resolution of an image), a task design decision with respect to order needs to
be made. Both annotations could be retrieved in one screen, brightness annotations
could be followed by resolution annotations, or each image could first be annotated
regarding brightness, immediately followed by that image’s resolution annotation.

3.1.5 Gamification

Transforming an annotation task into a (somewhat) enjoyable game could theoreti-
cally have some positive implications for the annotation (Goh and Lee 2011; Mekler
et al. 2013; Chen et al. 2020). First, in line with Martin’s observation, enjoyable
tasks facilitate the recruitment process as crowdworkers are more likely to accept
these kinds of tasks (Martin et al. 2014). More importantly, Fort, who makes an
effort in gamification in linguistic annotation tasks, observes promising results in
terms of annotation quantity and quality (Fort 2016). Collecting the annotations in
a gamified setting increased the annotation output per person and provided some
evidence for higher data quality (Guillaume et al. 2016; Fort 2016; Fort et al. 2018).
Here, the challenge factor between players (e.g., high scores or leaderboards) could
play a motivating role. Nevertheless, the author stresses that setting up an annotation
game is costly in terms of financial and time resources (Fort 2016). Therefore, it
seems like there are only a few settings where gamification is a feasible and rea-
sonable approach to annotation, such as repeated data collection phases. A possible
solution to overcome the high costs could be an annotation platform, where specific
tasks can be embedded in a gamified platform design.

3.1.6 Pre-Annotation

Another design choice that has shown some promising results with respect to reduced
annotation time (and therefore cost) and increased quality is the pre-annotation of
items by an algorithm or an individual. Here, annotators don’t perceive the annotation
items in an unlabeled fashion but with the pre-annotation, which they are supposed
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to confirm or reject. Fort and Sagot (2010) state that pre-annotation led to faster
annotation but also confirmation bias, meaning that annotators were excessively
less likely to deviate from the pre-annotated label. These findings are in line with
previous research that sees the potential for data quality but raises the threat of
confirmation bias (Dandapat et al. 2009).

3.2 Data composition

Two relevant questions concerning the desired data composition of annotations that
have been tackled in past research will be portrayed in the following section.

3.2.1 Train-test split

Geva et al. (2019) examine the train-test split from a data annotation perspective.
In their study, where annotators were asked to create new text examples in order
to train an NLP model, they conclude that test and train set annotators should be
separated. Put differently, annotators for the test and train data should be distinct
groups of individuals. The most important reason for the strict segregation of test and
train data annotators is the prevention of one (or very few) annotators creating large
shares of both train and test data, resulting in overfitted models (on that particular
annotator’s data) (Geva et al. 2019).

Furthermore, in a study that evaluated models with extremely small datasets and
costly annotations (here: autism classification and neuroimaging), decreased model
accuracy was observed counterintuitively with increasing sample size (Vabalas et al.
2019). Upon further evaluation, the authors conclude that training data for models
trained on extremely small datasets was not split into test and train sets in order
to make the most use of every (sparse) annotation. However, this produced largely
overfitted models that achieved high accuracy scores but did not generalize well
outside the training data. This again stresses that conducting a train-test-split between
annotators should be considered best practice, even with sparse training data. When
performing strict annotator segregation, differences in the distribution of observed
annotator characteristics between train and test data annotators should be assessed
to detect unwanted imbalances.

3.2.2 Annotations per item

In addition to concerns about the train-test split, the design of an annotation task
requires a decision about the number of annotations collected per item (e.g., per
image or phrase). Precisely, an assumption needs to be made whether an additional
annotation for an item outweighs the benefit of an annotation of a new item. Here,
multiple parameters need to be taken into account, such as the costs per annotation
of a (new) item, task complexity, annotation quality, and the desired model outcome.

In a theoretical paper from 2008, Sheng et al. tackle the tradeoff problem between
an additional annotation and an additional example. They stress that the decision is
highly dependent on the annotation quality and the cost of collecting an additional
annotation in relation to adding a new example. If annotator quality is high, collecting
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one label per item appears to be the most efficient strategy. On the contrary, low
annotator quality suggests collecting multiple annotations per item (Sheng et al.
2008).

A more recent study by Khetan et al. (2018) confirms the importance of the cost
structure. They observe that when adding a new example is cheap and annotations
are costly, it appears to be more efficient to collect an annotation for a new item
than an additional annotation for an already labeled item. This especially holds
true if models reach a quality threshold, where they argue that the addition of new
annotated examples is most important to increase the model’s quality.

3.3 Monetary incentives

In many cases, annotators receive payments for completing the task. How the mon-
etary incentive is structured is likely to influence annotation and, ultimately, quality
of data and model. This section tackles the issue of annotator payment from two
angles: the general wage level and the more complex design of flexible payment
schemes.

3.3.1 Payment level

In the process of annotation task design, an appropriate wage level needs to be
derived. Given a financial budget, higher wages lead to fewer total annotations to
be collected. However, insufficient wages are as well likely to come with negative
consequences that might offset the benefit of more generated annotations. Inappro-
priately paid tasks will have difficulties to crowdsource annotators, especially when
competing with other tasks on the crowdsourcing market. Furthermore, even if an-
notators are willing to complete an underpaid task, Martin et al. (2014) observed the
general notion among annotators that exploiting (e.g., speeding through) poorly paid
tasks is less unacceptable than properly paid ones. Especially if crowdworkers have
an approximate desired hourly wage in mind, underpaid tasks should be more likely
to be sped through. Contrary to this theoretical argumentation, multiple studies con-
clude that higher wages do increase the quantity of work done (i.e., they facilitate
recruitment) but not the quality of annotations (Rogstadius et al. 2011; Buhrmester
et al. 2011; Litman et al. 2015; Vaughan 2018).

3.3.2 Payment flexibility

However, how the annotation behavior eventually turns out is greatly affected by
the existence and structure of incentives. Here, the first and most obvious decision
is between a fixed payment per task and payment per time. In general, none of the
options is strictly better, as fixed payments incentivize speeding and unthoughtful
annotation, whereas payment per time incentivizes taking needless amounts of time
per task while not necessarily guaranteeing higher quality. Similar to a multitude of
other paid tasks (e.g., responding to surveys or the entire service sector), different
strategies need to be assessed and validated. A more fine-grained approach to anno-
tation incentives is the implementation of performance-based bonus payments. The
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idea to provide additional payments for high-quality annotation is intended to im-
prove the annotation behavior. However, previous findings have been mixed. While
some studies observe improved data quality through performance-based payments
(Ho et al. 2015), others could not confirm the existence of this relationship (Shaw
et al. 2011; Lou et al. 2013). This could have multiple reasons, such as an insuffi-
cient incentive in relation to the required additional effort or merely that annotators
already completed the task to their best knowledge.

While these incentives theoretically sound like a promising tool to improve data
quality, the estimation of annotator performance raises another problem. Without
gold standard data at hand (which is often generated in the annotation process),
performance can only be measured with imperfect indicators such as response time
or agreement score with the majority label. If parameters were known to perfectly
measure annotator quality, the annotation would be obsolete. Ultimately, reducing the
annotator’s leeway through incentives (or extreme guidelines) increases the degree
to which the resulting dataset is a function of the task requester. Even though task
requesters often know what the intended outcome is supposed to be, this must not
necessarily be the case for every annotation task.

3.4 Data requirements

During the task design process, an educated decision regarding the required sample
size needs to be made for both the sample size of annotators and the number of total
annotations. These theoretical considerations should be done by initially putting
constraints like budget or annotator availability (e.g., domain experts) aside. Then,
in a second step, these constraints need to be taken into account and a final strategy
for the targeted sample size can be made. However, as I will outline in this section,
requirements are not necessarily fixed but can be adjusted in a flexible manner. In
general, a thoughtful a priori estimation of the required number of observations
(annotations), such as power calculations, appears to be important within a scientific
and data-driven approach to model training. Merely collecting data until the model
seems to have reached a sufficient performance or until the money is spent seems
like a suboptimal strategy.

3.4.1 Required sample size

An approach to flexibly adjust the annotations collected could be predicting the
required sample size during data collection. This can be done by parallelizing data
collection and model training process and modeling the estimated performance curve
(e.g., based on MAE or RMSE). Mukherjee et al. (2003) provide theoretical ground-
work on how performance curves can be used to estimate the benefit of a data point
in classifier models. Based on the observed trajectory of the performance curve, the
added value of an additional annotated data point can be predicted and weighed
against the costs under the assumption of constant annotation quality. According to
Figueroa et al. (2012), the performance curve generally takes on the shape of the
“inverse power law” and modeling the learning curve is essential for finding the op-
timal sample size. They describe the common process for annotated data collection
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as “an initial number of samples in an ad hoc fashion to annotate data and train
a model” (Figueroa et al. 2012, p. 9). The number of annotations is then steadily
increased if the target model performance has not been reached. The authors argue
that this strategy is “based on the vague but generally correct belief that performance
will improve with a large sample size” (Figueroa et al. 2012, p. 9). Even though an
additional data point is unlikely to decrease model performance, it still needs to be
weighed against its costs. Therefore, the authors strongly argue for modeling efforts
and stress that the final strategy also depends on the required model performance
and annotation costs. Here, Active Learning could serve as an effective data collec-
tion framework to estimate the information gained by an annotation and, with that,
minimize the required sample size.

This adaptive approach to sample size is in clear contrast to data collection
processes with other applications, such as surveys or experiments, where the sample
size is mostly derived a priori (e.g., through power calculations).

3.4.2 Required positive instances

A slightly different approach to estimating the desired sample size is focusing on
the required positive instances in an annotated dataset for binary classification (e.g.,
positive instances of breast cancer on mammography results). A study by Richter
and Khoshgoftaar (2020) aims at modeling learning curves depending on the num-
ber of positive instances in very large training datasets that inherit very low positive
rates (e.g., melanoma or other rare medical incidents). They analyze four datasets
with more than 1 million observations. In three of four cases, high levels of model
performance could be achieved with less than 2500 positive instances. The findings
underline that the number of positive instances is potentially a better explanatory
variable to model performance than the total sample size and call for the inspection
of learning curves to make an informed judgment on sample requirements. Multi-
class classification tasks add another layer of complexity to estimating sample size
requirements from the number of instances per class.

3.4.3 Required number of annotators

In addition to the previously discussed (demographic) distribution of annotators, an
insufficient number of annotators is threatening the quality of the resulting dataset
and model quality, as it potentially provides single annotators with excessive lever-
age. Put differently, by requesting an additional annotation and thereby consulting
another individual, the quality of the data can be greatly enhanced, similar to seek-
ing opinions from multiple doctors to make a diagnosis. Annotator constraints such
as availability, costs, and quality should be weighed against the associated benefits
and assist task requesters in estimating a target number of total annotators. This can
lead to the development of best practices for annotation in certain domains, such
as the utilization of independent double coding followed by expert adjudication for
occupation coding (Biemer and Caspar 1994). Geva et al. (2019) nicely underline
the importance of considering the number of annotators by showing that, in many
cases, a small number of annotators is responsible for a very large proportion of the
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annotations. An example they give is the Multi-Genre Natural Language Inference
(MNLI) dataset, where an eighth of the annotators was responsible for around 90%
of the total annotations. Since annotations are nested within annotators (similar to
survey interview responses nested within interviewers), allowing these large shares
of annotations per individual provides excessive leverage to single annotators and
renders the training data more prone to bias. They find empirical support for this
assumption, as adding an annotator identifier as a model feature increased model
performance across three of four examined datasets. In addition, the clear individual
component of annotations became obvious when models trained to predict annota-
tors based on their annotations performed quite well in their study. Ultimately, in
a setup where the annotators created new examples (to be annotated), a single-anno-
tator trained model generalized worse to the test data of other annotators (Geva et al.
2019). Overall, this shows that very small numbers of annotators or large shares of
annotations per individual can come along unwanted consequences. While, espe-
cially with difficult or domain-specific tasks, the potential annotator pool is often
small, the variance explained by the annotator should at least be evaluated. Adding
more annotators decreases the individual’s impact on the model and may reduce the
risk of a biased training dataset.

4 Conclusion

In this paper, I have taken a data perspective aiming at outlining which features and
decisions within the data annotation realm can affect data and ML model quality.
The paper was divided into two main sections: First, I highlighted some potentially
biasing features and mechanisms on the annotator side, e.g., demographic character-
istics like first language or behavioral concepts like misreporting. The second part
contained a variety of strategic data collection decisions that can or have to be made
and their empirical examinations. This study demonstrated how broad and complex
dealing with annotated data can be. In addition, it showed how mechanisms and
decisions on both annotator and strategy level can affect data quality and sketched
potential roads to account for that.

5 Future work

5.1 Implications for task requesters

Since biasing mechanisms and distorting task design seem to be very task-specific, it
may be difficult to develop overarching theories or best practice guidelines. However,
even if best practices are not available, task requesters should still aim at prioritiz-
ing which kinds of errors should mostly be avoided and design annotation tasks
accordingly. The combination of the present data, annotators and resources could
give a clear indication of how to make certain choices, such as deciding between
a fixed payment and an hourly wage for a task. Furthermore, if similar annotation
tasks are deployed repeatedly, it might make sense to experiment with differently
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designed tasks and evaluate the quality of the respective annotations. Practitioners
in the area of data annotation need to find a middle way between seeing errors ev-
erywhere and expecting the model to account for everything. Not all biases can be
eradicated in the training process, and not every possibility of biased training data
renders annotated data unusable.

5.2 Implications for future research

Generally, a large share of the featured research has not investigated the research
questions in real-world, experimental settings. Many studies used simulated annota-
tions, synthetic data, or evaluated design effects a posteriori rather than in a planned
experimental setup. Most of the theoretical studies are predestined for experimental
validation, such as the paper by Sheng et al. (2008) on collecting additional versus
new annotations. It could be worth attempting to transfer more theoretical constructs
from survey methodology into data annotation in order to examine the presence of
similar mechanisms. Concepts like speeding, straightlining, or acquiescence (the
tendency to agree with the interviewer/task) have been studied around surveys and
could assist in determining threats to annotated data quality. To improve annotation
task design, it seems worthwhile to examine whether annotation behavior is affected
by increasing expertise and/or fatigue throughout a task. In addition, future research
could experiment with flexible annotation designs taking the uncertainty into ac-
count. For example, annotation tasks could always collect two labels per item, an
additional one if annotators disagreed, and no further if they agreed. Moving for-
ward, it seems important whether the heterogeneity between annotations should be
eradicated (e.g., by very strict guidelines) or valued and implemented in the model
or data collection process. Other relevant data types, such as audio or video data
have not been featured in this paper. However, especially annotation of audio data
is taking up a prominent spot in the field and a growing body of studies has been
published (e.g., Wang et al. 2019; Cartwright et al. 2019; Meyer et al. 2020).

Ultimately, the rapidly developing large language models (LLMs) like ChatGPT
might turn out as an extension to the “data annotation toolbox”. First studies on LLM
data annotation have found promising results for text genre identification (Kuzman
et al. 2023), hate speech detection (Huang et al. 2023), LLM-assisted grammar
analysis (Yu et al. 2023) and various text annotation tasks (Gilardi et al. 2023).
Under which circumstances these models can be used to annotate data or assist
a human annotator remains to be determined. Pangakis et al. (2023) conclude that
the benefit and quality of LLM annotation is highly dependent on annotation task
and data.
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