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Abstract

Scientific research demands robust findings, yet variability in results persists due

to researchers' decisions in data analysis. Despite strict adherence to state-of the-

art methodological norms, research results can vary when analyzing the same

data. This article aims to explore this variability by examining the impact of

researchers' analytical decisions when using different approaches to structural

equation modeling (SEM), a widely used method in innovation management to

estimate cause–effect relationships between constructs and their indicator vari-

ables. For this purpose, we invited SEM experts to estimate a model on absorp-

tive capacity's impact on organizational innovation and performance using

different SEM estimators. The results show considerable variability in effect sizes

and significance levels, depending on the researchers' analytical choices. Our

research underscores the necessity of transparent analytical decisions, urging

researchers to acknowledge their results' uncertainty, to implement robustness

checks, and to document the results from different analytical workflows. Based

on our findings, we provide recommendations and guidelines on how to address

results variability. Our findings, conclusions, and recommendations aim to

enhance research validity and reproducibility in innovation management, pro-

viding actionable and valuable insights for improved future research practices

that lead to solid practical recommendations.
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1 | INTRODUCTION

To address contemporary grand challenges and to identify
meaningful managerial and policy implications, research

in any field—including innovation management—has to
produce objective, reliable, and valid results. Subjectivity,
however, plays a crucial role in scientific studies as each
stage of the scientific process comes with numerous
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decisions that may translate into different analytical out-
comes (e.g., Buchanan et al., 1998; Gelman & Loken, 2014;
Schweinsberg et al., 2021; Wagenmakers et al., 2022). Even
under rigid adherence to the scientific method, high ethi-
cal standards, and state-of-the-art approaches for maximiz-
ing reproducibility, research results are variable (Breznau
et al., 2022). A potential reason for the observed variability
in results lies in the complexity and ambiguity inherent in
the process of data analysis, due to, for example,
researchers' choice of measures and data treatment
options, model building activities, and selection and use of
statistical estimators (Simmons et al., 2011).

Researchers in neuroscience, psychology, and sociol-
ogy have started examining how researchers' degrees of
freedom in statistical designs translate into different
results and study implications. For example, Silberzahn
et al. (2018) recruited 29 teams of researchers with strong
statistical backgrounds and asked them to answer the
same research question (“Are football referees more
likely to give red cards to players with dark skin than to
players with light skin?”) with the same dataset. Simi-
larly, Botvinik-Nezer et al. (2020) invited 70 independent
teams to test nine hypotheses on a single neuroimaging
dataset. Finally, in Breznau et al. (2022) 73 research
teams used the same cross-country dataset to test the
hypothesis that more immigration will reduce public sup-
port for government provision of social policies. Across
all three studies, the researchers obtained highly variable,
sometimes divergent results, resulting from the applica-
tion of different data treatment options, the specification
of different models, and the use of a wide array of analyti-
cal techniques. While these studies highlight the impact
of researchers' manifold analytical choices on the results
and implications, scant attention has been paid to evalu-
ating whether different researchers arrive at the same or
at least similar findings when analyzing the same theoret-
ical model using identical data but alternative methods.

We seek to explore this issue in the methodological
field of structural equation modeling (SEM), which—as
our review of major innovation management journals
will show—features prominently in innovation manage-
ment for estimating cause-effect relationships between
constructs and their indicator variables. Its ability to
model complex interrelationships between multiple
layers of constructs, while simultaneously accounting for
measurement error inherent in the indicators (Hair
et al., 2022, chap. 1) makes SEM useful for a plethora of
research questions in the innovation management field,
which routinely considers relationships between unob-
servable phenomena such as innovation orientation
(Siguaw et al., 2006; Stock & Zacharias, 2011), trust in
business partners (Jean et al., 2014; Kemper et al., 2013),
and user-centric design capabilities (Cautela et al., 2022).

To estimate structural equation models, researchers
can draw on a variety of methods, which differ in terms
of how they statistically approximate constructs and in
their optimization routines (Cho et al., 2022). Because of
these differences, the choice of an SEM method inevita-
bly comes with explicit or implicit assumptions regarding
the phenomena under study, our ability to measure them
comprehensively, and the best means to estimate rela-
tions between them (e.g., Rigdon et al., 2017). Numerous
simulation studies have evaluated the efficacy of SEM
methods from different perspectives and across various
data and model constellations in an effort to pinpoint sit-
uations in which each method stands out—or falls short
of expectations (e.g., Cho et al., 2023; Hair et al., 2017;
Reinartz et al., 2009; Sarstedt et al., 2016). While these
simulation studies show that neither of the methods is
universally superior across all constellations, scant atten-
tion has been devoted to the question as to whether
applications of these methods by different researchers
converge on the same results (e.g., in terms of signifi-
cance) and findings (e.g., in terms of managerial
implications).

The application of any SEM method comes with vari-
ous degrees of freedom, even when applied to a single
model and dataset. For example, estimating a model
using one method may identify certain indicators as
unreliable, prompting the researcher to modify the model
set-up, while another method may not produce such
issues. Similarly, whereas one researcher may put strong
emphasis on achieving model fit and therefore adjusts
the model, for example, on the grounds of model modifi-
cation indices (Diamantopoulos & Siguaw, 2000;
Rigdon, 1998), another researcher may focus more on the

Practitioner points

• Managers rely on academic research to make
informed decisions in their everyday opera-
tions. Media outlets often portray research
results as unambiguous without acknowledg-
ing their uncertainty, which may trigger erro-
neous conclusions.

• By showcasing the results' variability when
analyzing the same model with the same data-
set, our study underlines the ambiguity that
comes with any statistical analysis—even
under relatively controlled conditions.

• Companies should assume different analytical
perspectives when working with data in order
to safeguard the robustness of the implications
drawn from any analysis.
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model's predictive power whose maximization may
require no such modifications, despite low overall model
fit. Such differences in analytical workflows may yield
different estimates that in turn may entail divergent
interpretations and implications for follow-up research,
managerial practice, and policy advice. Simulation stud-
ies are uninformative in this regard as they do not
account for the human element in the data analysis
workflow. Specifically, such studies are designed to pro-
duce strong discrepancies between method performances
to highlight their advantages and disadvantages in
selected data and model constellations (e.g., Paxton
et al., 2001).

Addressing these concerns, we invited leading experts
in the SEM field to estimate a prespecified model on
absorptive capacity's impact on organizational innovation
and performance (Ali et al., 2016) using the same data,
but drawing on different SEM estimators that they devel-
oped or mastered in their careers. These experts were
asked to analyze the model and disclose their analytical
workflows, which may entail adjusting the model to the
algorithmic requirements or model estimates. By focusing
on the researchers' model estimation choices, we high-
light one major source of results' variability (Rigdon
et al., 2020), thereby extending prior research which
allowed researchers with maximum degrees of freedom
in terms of initial model choice (Botvinik-Nezer
et al., 2020; Breznau et al., 2022; Silberzahn et al., 2018).
If such analyses yield similar results, researchers can
speak with one voice on an issue. Alternatively, the esti-
mated effects may be highly contingent on analysis strat-
egies. If so, then subjectivity in data analysis workflows
and the ensuing ambiguity in scientific results can be
made transparent.

Our results show that while the SEM methods pro-
duce estimates that are well within each other's confi-
dence regions, their sizes and sometimes also their
significance levels vary considerably, depending on the
experts' analytical paths taken. We also find that
the experts' workflows differ considerably, for example
regarding their decisions on whether or not to modify the
model, implying that the research articles that would
emerge from each workflow may differ substantially.

By showcasing the impact of analytical decisions on
research results, our study makes a case for making every
step of the analysis transparent—even in settings where
researchers have comparably few degrees of freedom.
Our results also suggest that researchers should acknowl-
edge the uncertainty that comes with any statistical anal-
ysis and account for alternative analytical workflows
(e.g., via robustness checks). Based on our findings, we
provide recommendations and guidelines on how to
address uncertainty and results variability.

2 | ANALYTICAL APPROACH

2.1 | Structural equation modeling in
innovation research and related fields

There are broadly two approaches for estimating struc-
tural equation models: Factor-based and component-
based SEM (e.g., Rigdon et al., 2017).1 In factor-based
SEM, as carried out by software programs such as AMOS,
LISREL, or Mplus, the constructs are represented as com-
mon factors, which implies that a construct is an external
reality independent of observed variables, “causing” them
to covary (Jöreskog, 1978). In estimating the model
parameters, the method therefore draws on the indica-
tors' common variance, assuming that it can be fully
explained as a function of the construct (the common fac-
tor) plus its (unique) error variance (Hair et al., 2017). In
contrast, component-based SEM relies on weighted sums
of observed variables (i.e., components) to approximate
constructs (Tenenhaus, 2008). Using a component
implies that a construct is an aggregation of observed var-
iables that acts as if it were a unidimensional entity.
Model estimation in component-based SEM, therefore,
does not focus on the common variance but considers the
indicators' total variance in the model estimation
(Sarstedt et al., 2016). Partial least squares (PLS;
Lohmöller, 1989; Wold, 1982) and generalized structured
component analysis (GSCA; Hwang & Takane, 2004,
2014) are well-developed and widespread methods for
component-based SEM (Hwang et al., 2020).2

Research has also brought forward various methods
that seek to bridge these two SEM domains by adjusting
the component-based estimates to conform with a com-
mon factor model, including GSCAM (Hwang
et al., 2017), integrated GSCA (Hwang et al., 2021), and
consistent PLS (PLSc; Dijkstra, 2010; Dijkstra &
Schermelleh-Engel, 2014). Among these methods, partic-
ularly PLSc has gained popularity among researchers
with applications spread across various business research
domains, including innovation management (e.g., Berndt
et al., 2023; Suder et al., 2022; Wiesböck et al., 2020).

To analyze the prevalence of the various SEM estima-
tors in innovation research, we conducted a systematic
literature review of major journals in the field. Our litera-
ture review covers the following nine innovation man-
agement and general management journals that
frequently publish research in this field: Academy of
Management Journal, Creativity and Innovation

1In line with, for instance, with Hwang et al. (2020), we use the terms
composites and components interchangeably in this research.
2We do not discuss the methods in detail here, but refer to the extensive
body of literature that provides their technical underpinnings.
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Management, Journal of Marketing, Journal of Product
Innovation Management, R & D Management, Research
Policy, Strategic Management Journal, Technological Fore-
casting and Social Change, and Technovation. Our analy-
sis of all articles published between 2010 and 2023
demonstrates the relevance of SEM for innovation man-
agement research. We find that of the 970 studies that
applied SEM, 562 relied on factor-based SEM, while
380 articles used component-based PLS. Five articles
applied both methods (e.g., Pemartín et al., 2018), two
articles applied a Bayesian SEM approach, one article
used GSCA, and 20 articles did not specify the SEM type
(Figure 1).3 Our review also shows that component-based
SEM use has grown in popularity over the last decade.
Specifically, we find that the number of studies using PLS
(bquadratic term ¼ 0:50, p<0.001) and factor-based SEM
(bquadratic term ¼ 0:61, p= 0.002) both exhibit a positive
quadratic trend of time, indicating that the methods' use
has accelerated over time.

Considering the results of our literature review, the
analysis covers (1) maximum likelihood-based covariance-

based SEM (CB-SEM) as the default factor-based method
as well as (2) PLS and (3) GSCA as different component-
based methods. In addition, we consider (4) GSCAM and
(5) PLSc as two novel approaches whose use has started
gaining momentum in business research, even though our
analysis disclosed only a few applications in innovation
management (e.g., Alesanco-Llorente et al., 2023).

The principal investigators (PIs) invited the following
leading experts to provide their analyses using methods
that they developed or mastered in their careers:4 Ada-
mantios Diamantopoulos (CB-SEM), Gyeongcheol Cho
(GSCA), Heungsun Hwang (GSCAM), and Benjamin
D. Liengaard (PLS and PLSc).5

FIGURE 1 Cumulative number of articles using SEM per year and SEM type.

3In most cases where researchers did not specify the type, SEM was
used as a complementary method to test a subset of hypotheses or for
robustness checks.

4The PIs are Marko Sarstedt, Susanne J. Adler, and Christian M. Ringle.
Adamantios Diamantopoulos has published a textbook
(Diamantopoulos & Siguaw, 2000) on and numerous Scopus Q1 articles
using factor-based SEM. Gyeongcheol Cho and Heungsun Hwang have
developed the GSCA method and its extensions; their research has been
published in Hwang and Takane (2004) and in various Scopus Q1
articles. Benjamin D. Liengaard has developed methodological
extensions of PLS, which have been published in Scopus Q1 articles.
5Benjamin D. Liengaard was invited to provide two reports as the PLS
analysis merely replicated and extended Ali et al. (2016).
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2.2 | Research model and expert briefing

The experts were asked to estimate Ali et al.'s (2016) model
on the impact of absorptive capacity (i.e., a firm's “ability to
recognize the value of new information, assimilate it, and
apply it to commercial ends;” Cohen & Levinthal, 1990,
p. 128) on organizational innovation and performance. Spe-
cifically, the model considers four dimensions of absorptive
capacity, which are hypothesized to impact organizational
performance through product, process, and management
innovation (Figure 2). Ali et al. (2016) associate higher
absorptive capacity with a higher degree of organizational
innovation concerning a firm's products, processes, and
management operations that in turn increase organiza-
tional performance in terms of, for example, market share
or profitability. Ali et al. (2016, p. 5318) propose the follow-
ing hypotheses, which we also examine in this article6:

Hypothesis 1. Acquisition relates positively
to product innovation, process innovation,
and management innovation.

Hypothesis 2. Assimilation relates positively
to product innovation, process innovation,
and management innovation.

Hypothesis 3. Transformation relates posi-
tively to product innovation, process innova-
tion, and management innovation.

Hypothesis 4. Exploitation relates positively
to product innovation, process innovation,
and management innovation.

Hypothesis 5. Product innovation, process
innovation, and management innovation relate
positively to organizational performance.

Each construct is operationalized with three to seven
items, drawing on a reflective measurement specifica-
tion (Diamantopoulos & Siguaw, 2006). Ali et al. (2016)
used a dataset of n = 195 industrial firms in
South Korea, employed PLS to test the hypotheses, and
found support that acquisition (Hypothesis 1), assimila-
tion (Hypothesis 2), and exploitation (Hypothesis 4)
affect organizational performance. On the contrary, the
authors do not find that transformation impacts organi-
zational innovation (Hypothesis 3). The results partially
support Hypothesis 5 since process and management
innovation significantly impact organizational perfor-
mance, while product innovation does not. The PIs
provided the experts with the hypothesized model and
the construct operationalizations—as reported by Ali
et al. (2016)—and the study's original dataset. This setup
closely mirrors a common starting point for a research
project's data analysis stage. In the following, each expert
estimated the model and provided a complete workflow,
documenting the decisions they made during the process,
such as model modifications to ensure the goodness-of-fit
and increase the model's predictive power. The PIs did
however not provide the experts with a structured outline
for the data analysis to prevent interfering with their
workflow. After collecting the results from each analysis,

FIGURE 2 Research model (adapted from Ali et al., 2016).

6Ali et al. (2016) also proposed a sixth hypothesis that assumes a
configural perspective of absorptive capacity's impact on organizational
performance. As its analysis requires running a fuzzy-set qualitative
comparative analysis (Fiss, 2011), we disregard this hypothesis.
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the PIs examined the experts' workflows to identify
which methods and metrics they used and compare the
results concerning the hypotheses.

We provide further material on the Open Science
Framework (OSF), including details on the literature
review's methodology and data, the expert reports, and
the original data set from Ali et al. (2016): https://osf.io/
29spz/.

3 | RESULTS

We first address the question to what degree the work-
flows varied among the experts. We then turn our atten-
tion to whether the observed workflow differences
produced divergent results and findings in terms of the
relationships between absorptive capacity, organizational
innovation, and organizational performance in the origi-
nally hypothesized model.

3.1 | How much did the workflows vary
between the experts?

The experts employed a versatility of data analytical work-
flows, which we visualize in Figure 3. All experts evalu-
ated the quality of the constructs' measurement models.
Comparing their approaches to measurement model
assessment, we observe some variation in the criteria used,
depending on the SEM method. For example, in terms of
internal consistency reliability assessment, the CB-SEM
report only documents composite reliability, while other
experts (additionally) consider Cronbach's alpha
(Cronbach, 1951) or ρA (Dijkstra & Henseler, 2015).

Nevertheless, all metrics generally converge upon support-
ing the measures' internal consistency reliability, conver-
gent validity, and discriminant validity—with two
exceptions. The expert using PLSc noted that the analysis
produced low loadings in several indicators that had
adverse consequences for the measures' convergent valid-
ity and therefore deleted one item in each of the product
innovation, management innovation, and transformation
constructs. The model estimation using the other methods
did not produce such issues. Hence, the PLSc analysis
relies on a different measurement model set-up compared
with that of the other methods. Another expert applied a
confirmatory factor analysis prior to analyzing the struc-
tural equation model (Anderson & Gerbing, 1988),
bemoaning the measures' poor fit. While the introduction
of error covariances and cross-loadings would improve fit,
the expert noted that such a step would “violate the princi-
ples of unidimensional measurement and the interpret-
ability of the measurement model.” All other experts did
not consider the measures' fit on the grounds of a confir-
matory factor or confirmatory composite analysis (Hair
et al., 2020; Jöreskog et al., 2016; Schuberth et al., 2018).

Our analysis of the experts' structural model assess-
ment workflows reveals further differences that are rele-
vant to the results' implications. For example, the
analyses using GSCA, GSCAM, and CB-SEM explicitly
consider the model's overall fit (Bagozzi & Yi, 1988; Cho
et al., 2020), albeit with different results.7 While the
GSCA and GSCAM analyses indicate an acceptable model

FIGURE 3 Workflow overview.

7We also note that the experts situated the fit assessment in different
elements stages of the process. While the GSCA and GSCAM analyses
initially focused on model fit assessment, the CB-SEM analysis
considered overall model fit after the measurement validation.
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fit, this is not the case with CB-SEM where the expert
explicitly noted that “the empirical results question the
specification of product innovation, process innovation,
and management innovation as parallel mediators, unre-
lated to each other” and suggested specifying a serial
mediation model (product ! process ! management
innovation). In a follow-up exchange with one of the PIs,
the expert noted that he did not implement any model
modifications due to his lack of substantive knowledge
on the topic. On the contrary, the expert applying GSCA
altered the model structure, not in response to a potential
misfit, but as supplementary evidence for the model's
robustness. Specifically, the expert removed 6 of the
15 paths (40%) that the analysis of the original model ren-
dered as nonsignificant, finding that the reduced model
exhibits a higher predictive power than the original
model. Due to this change in the model specification, the
impact of assimilation on management innovation
increased from 0.34 to 0.41, thereby inducing a 54% rise
in this construct's effect size from f2 = 0.13 to 0.20.

Different from the others, the expert applying PLS
and PLSc did not comment on model fit, but solely
focused on predictive power analyses using a test based
on k-fold cross-validation. The predictive power ana-
lyses involved comparing the original model's predic-
tive power with that of a saturated model with path
relationships between acquisition, assimilation, exploi-
tation, transformation, and organizational perfor-
mance, which the expert justified on the grounds of
prior research.

Finally, all experts document the path coefficient esti-
mates and their significances, but differences emerge in
how they evaluated the hypotheses. Specifically, the CB-
SEM, PLS, and PLSc reports provide aggregated results
on Hypothesis 1 to Hypothesis 5 (i.e., they consider the
antecedent constructs jointly), while the GSCA and
GSCAM reports focus on individual paths. This has impli-
cations for readers who may perceive the support for a
hypothesis differently if it is labeled as “partial support”
versus if each path is considered separately.

Consolidating the workflows suggests that individual
articles emerging from the various analyses would be
very different. Specifically, one expert would not report
the model as is (CB-SEM), two experts would report a
modified model (GSCA and PLSc), while in the remain-
ing two cases (GSCAM and PLS), no model modification
took place. Other differences include which metrics to
report, whether to content with point estimates or to doc-
ument the estimates' variability—for instance, when
reporting loadings (Chin, 1998; Rigdon, 1998) and HTMT
values (Henseler et al., 2015)—and whether to conduct a
predictive validity assessment (Cho et al., 2023; Sharma
et al., 2023).

3.2 | How much did results vary
between the experts?

Comparing the structural model results documented in
Figure 4, we see a clear pattern. The different SEM
methods largely align with the results obtained by Ali
et al. (2016). Specifically, all methods find at least partial
support for the effects of acquisition (Hypothesis 1),
assimilation (Hypothesis 2), and exploitation (Hypothesis 4)
on organizational innovation. Furthermore, they find par-
tial support for organizational innovation's impact on
organizational performance (Hypothesis 5). None of the
analyses supports a significant relation between transfor-
mation absorptive capacity and organization innovation
(Hypothesis 3).

However, the devil lies in the details. Experts who
used SEM methods that assume a common factor model
(CB-SEM, GSCAM, and PLSc) documented estimates that
were much more variable than those produced by
component-based methods, thereby producing divergent
implications. For example, according to the PLSc and
particularly CB-SEM analyses, management innovation
is the strongest driver of organizational performance, fol-
lowed by process and product innovation. Under GSCAM,
however, process innovation has a stronger impact on
organizational performance than management innova-
tion, while their impact is practically identical under
GSCA and PLS. Considering the methods altogether, we
find that the average range across all path relations is
0.097 with a minimum of 0.038 for the relationship
between acquisition and product innovation and a maxi-
mum of 0.171 for the relationship between management
innovation and organizational performance.

In addition, while experts who applied component-
based SEM methods reported similar path coefficient esti-
mates, GSCA produced wider confidence intervals, which
yielded different conclusions regarding the significance
in two of the 15 relations (13.33%) compared with PLS.
Specifically, the effects of assimilation on product innova-
tion and acquisition on management innovation are not
significant under GSCA, but significant under PLS. This
result could lead researchers to consider the significant
effect as “present” and the non-significant effect as
“absent.” Since the methods' path coefficients do not dif-
fer much, assuming such a dichotomy would misinform
researchers (Rigdon, 2023).

Further divergences emerge regarding the effect sizes
of the antecedents of organizational performance. For
example, the GSCAM analysis reports an effect size of
exploitation on process innovation (f2 = 0.31), which is
about 50% higher than that of GSCA (f2 = 0.21). We find
similar divergences for the R2 values and their interpreta-
tion. For example, CB-SEM and PLSc produce R2 values

SARSTEDT ET AL. 7
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FIGURE 4 Structural model results across different methods. The bars represent 95% confidence intervals as reported in the articles.

GSCA (original model) refers to the results from the original model specification, while GSCA (revised model) refers to the results after

eliminating previously nonsignificant paths.

8 JOURNAL OF PRODUCT INNOVATION MANAGEMENT

 15405885, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jpim

.12738, W
iley O

nline L
ibrary on [04/06/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



for process innovation of close to 0.7, while the other
methods' values are slightly larger than 0.5. The average
R2 range of all constructs' R2 values is 0.132, showing
considerable variation in the methods' ability to explain
the observed data. We also see differences in the experts'
interpretation of similar levels of explanatory power.
While the expert using PLS and PLSc interprets the
values of 0.3 and higher as “satisfactory” considering
prior research on related models, the CB-SEM expert
takes similar values as “high” and “indicating strong
effect sizes,” referencing Cohen (1988). On the contrary,
the experts using GSCA and GSCAM do not comment on
the values. It is also worth noting that the latter two
experts refer to explanatory power as “fit,” a denotation
grounded in econometric tradition but which contradicts
the fit concept as understood in the classic
psychometrics-based SEM literature (e.g., Henseler &
Sarstedt, 2013).

4 | DISCUSSION OF RESULTS

Our consolidation of the experts' reports highlights
results differences that make it very challenging for inno-
vation management researchers and practitioners to draw
a uniform picture from the analyses. Specifically, we
observe divergent results regarding final model settings,
the observed significances, and the relative importance of
certain constructs for driving organizational innovation
and performance.

On the one hand, these divergences may come as a
surprise since one might expect the methods to perform
similarly because they tap the same real-world phenom-
ena. On the other hand, some differences can be expected
as the methods rely on specific assumptions regarding
the nature of the constructs (Sarstedt et al., 2016). While
factor-based methods conceive a construct as an abstract
entity that can in principle fully be captured by the
covariation in the associated indicators, component-
based methods seek to approximate constructs through
linear combinations of indicator variables (Sarstedt
et al., 2016). Methods also differ in terms of their optimi-
zation routines in that they either seek to minimize the
divergence between sample-implied and model-implied
covariances (Bollen, 1989, chap. 1; Diamantopoulos &
Siguaw, 2000) or maximize explained variance (Cho
et al., 2022). Researchers' preference for one method over
the other, therefore, necessarily comes with assumptions
about unknown entities in a model and the parameter
estimation (Rigdon et al., 2017), giving rise to methodo-
logical uncertainty.

In addition, every method requires researchers to
make specific choices in the model estimation process.

For example, component-based SEM methods rely on
bootstrapping for inference testing, which requires
researchers to decide on the number of bootstrap sam-
ples and the confidence interval type, both of which
have been shown to impact the model estimates
(Aguirre-Urreta & Rönkkö, 2018; Streukens & Leroi-
Werelds, 2016). Therefore, it is crucial to clearly docu-
ment all parameter settings, which the experts in our
analysis did to varying degrees. Specifically, the expert
using PLS and PLSc estimated the model using the
graphical user interface-based software SmartPLS
(Ringle et al., 2024), reporting the version number and
the use of the fixed seed option along with the number
of bootstrap samples, thereby safeguarding reproducibil-
ity. The software used for GSCA and GSCAM estima-
tions (GSCA Pro; Hwang et al., 2023) does not allow
fixing the seed, which means that the bootstrapping rou-
tine produces slightly different results every time it is
run. Finally, the expert using CB-SEM used syntax-
based software, which generally facilitates the results'
reproducibility, and made the assumptions underlying
the model estimation transparent (i.e., use of robust
maximum likelihood estimation due to ordinal data).8

A second source of uncertainty emerges from the
analytical decisions that researchers make along the
model estimation process (model estimation uncer-
tainty). For example, we observed considerable diver-
gence in how experts assessed the structural model.
While some focused exclusively on model fit, others
emphasized predictive power, or both. These diver-
gences may partially be grounded in different traditions
in applying the methods, particularly regarding estab-
lishing model fit versus predictive power (Evermann &
Tate, 2016), but they clearly reflect different foci when
running the analyses, which may not mirror current
research on the methods. For example, different from
the way the methods are portrayed in standard text-
books, the use of PLS generally allows for the use of
model fit measures (Schuberth et al., 2023), just like pre-
diction can be carried out in a factor-based SEM frame-
work (de Rooij et al., 2022)—albeit with certain
limitations (Hair et al., 2022, chap. 6).

Many of the analytical decisions that researchers
make interact with each other such as a research project's
general focus and the process of model evaluation. Specif-
ically, researchers can assume different theoretical lenses
in their projects by relying on theories designed solely for
explanation, solely for prediction, and those encompass-
ing both explanation and prediction (Gregor, 2006). The
evaluation of the resulting models needs to consider

8Note that syntax-based estimation may also be subject to variability
due to, for example, random algorithm initializations.
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these different lenses by distinguishing between explana-
tory modeling, which emphasizes in-sample evaluations
(e.g., explanatory power and model fit), and predictive
modeling, which focuses on out-of-sample evaluations
(e.g., predictive power). The principal distinction between
these modeling paradigms lies in the fact that explana-
tory modeling facilitates ex-post inferences about how
well a model explains or fits observed data, while predic-
tive modeling supports ex-ante inferences about how well
a model predicts or generalizes to hitherto unobserved
data (Shmueli, 2010; Shmueli & Koppius, 2011). Distin-
guishing these perspectives is crucial, because a model
that performs well in terms of explanation does not nec-
essarily have high predictive power, and vice versa
(Sarstedt & Danks, 2022). These different foci and the
ensuing analysis steps may entail model modifications
that result in different model configurations (e.g., to
ensure improved predictive capabilities; Liengaard
et al., 2021; Sharma et al., 2023).

Model modifications may not only be motivated on
the grounds of statistical concerns, as was the case in the
context of this article, but researchers may also explicitly
hypothesize alternative models prior to the data analysis.
Alternative models typically emerge when considering
theories in new contexts with unique variables and
effects, or when researchers build conceptual bridges
across related streams of inquiry to provide a holistic
understanding of the phenomenon (Burnham &
Anderson, 2002; Sharma et al., 2019). Researchers then
try to identify the model that best approximates the data
generation process underlying the phenomenon under
study. Such multimodel inference recognizes the practi-
cal reality that (1) researchers often face difficult choices
among multiple competing hypotheses rather than just
two mutually exclusive possibilities, and (2) the choice
among the competitors is often not clear-cut so that
researchers have an evidence-based reluctance to discard
all but one (Rigdon et al., 2023). Unfortunately, such
decision processes are rarely made transparent (John
et al., 2012), but they should be.

Another source of uncertainty lies in the researchers'
interpretation of the estimates, the context in which
they are embedded (e.g., their relation to other variables
or theoretical constructs), and common thresholds
(interpretational uncertainty). For most individual paths
in our example, all methods produce rather wide confi-
dence intervals that overlap considerably. For example,
the path coefficient estimates between acquisition and
management innovation are almost equivalent across all
methods but their confidence intervals' lower bounds
vary around zero, entailing different interpretations
concerning the path's significance. Furthermore, while
the two path coefficient estimates are almost equivalent,

either process or management innovation has a greater
impact on organizational performance, depending on
the method under consideration. These two examples
demonstrate that accounting for variation can safeguard
against overemphasizing small differences between
point estimates or small deviations from thresholds.
This issue has also been discussed in the context of
model validation where researchers have shown that
inferential tests produce considerably lower false posi-
tive rates when the estimate is equal to the assumed
threshold (e.g., Franke & Sarstedt, 2019). In another
stream of research, methodologists have called for com-
plementing traditional significance testing with equiva-
lence testing (Lakens et al., 2018) or Bayesian analyses
(Wagenmakers, 2007). Bayesian analyses, for example,
can estimate posterior probabilities and accumulate evi-
dence in favor of or against the null hypothesis.

To summarize, the results presented here showcase a
combination of three major sources of variability
(Figure 5): methodological uncertainty, model estimation
uncertainty, and interpretational uncertainty. In the fol-
lowing, we offer recommendations on how to address
these uncertainty types in research projects.

FIGURE 5 Schematic representation of three kinds of

uncertainty.
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5 | RECOMMENDATIONS

Uncertainty is inherent in the research process and can-
not be avoided. This uncertainty goes well beyond ran-
dom sampling error, as expressed in statistical standard
errors, but has its origins in other elements of the
research process (Rigdon & Sarstedt, 2022)—like those
highlighted in our consolidation of the experts' reports. It
comes with researchers' choice of a method to analyze
the data and the numerous decisions they make before
reporting the results and interpreting them. As Rigdon
et al. (2020, p. 329) note, “uncertainty cannot be less than
the standard error alone, unless researchers have ignored
some phenomenon like finite population in computing
their standard error.” To grasp its potential impact, Rig-
don et al. (2020) call for making all factors that may have
contributed to this uncertainty transparent. In the con-
text of our analysis, this would mean documenting
choices made during the data analysis. Table 1 situates
these choices in the analytical workflow and offers rec-
ommendations regarding their reporting. While the
choices pertain to applications of SEM, many of them are
broadly applicable to other methodological domains such

as standard regression analyses. For example, rather than
focusing on a single model while ignoring all the evi-
dence that favored alternative models, researchers should
assume different perspectives that may give rise to other
configurations (Nuzzo, 2015), independent of the
method used.

Making analytical choices transparent is important
because they open a multitude of potential analytical
workflows and alternative results (Wagenmakers
et al., 2021). Choices such as whether to assess a model's
predictive power as well as whether to omit or add paths
open a garden of forking paths in that each analytical
decision cuts off other possible routines and results
(Gelman & Loken, 2014). A potential approach to exploit
the analytical flexibility is a multiverse analysis where
researchers document the results from different analyti-
cal workflows (Steegen et al., 2016). Researchers engag-
ing in multiverse analyses specifically review possible
analytical choices before the data analysis (e.g., which
estimators or bootstrapping procedures to use) and iden-
tify reasonable choices for each analytical step. Instead of
focusing on one workflow, a multiverse analysis applies
all reasonable choices in alternative workflows, and

TABLE 1 Possible outline for capturing data analytical decisions in SEM and researcher's degrees of freedom.

Decision domains
in the analytical
workflow Recommendations Recommended reading

Method choice Explicitly formulate and substantiate how the assumption
regarding the constructs' nature (factors vs. components) and
the goal of the analysis (explanation vs. prediction) align
with method choice.

Cho et al. (2022); Gregor (2006); Hair and
Sarstedt (2019); Rigdon et al. (2017)

Algorithmic
implementation
and settings

Document the concrete estimator and input format
transparently. Document all algorithmic settings, including
bootstrapping and related methods.

Safeguard reproducibility, for example, by providing code or
syntax, documenting software versions, etc.

CB-SEM: Diamantopoulos and Siguaw
(2006)

GSCA: Hwang and Takane (2004)
GSCAM: Hwang et al. (2017)
PLS: Hair et al. (2021)
PLSc: Henseler (2021)Measurement model

evaluation
Document the criteria applied, along with threshold values
assumed in the analysis.

Make any modification transparent.

Structural model
evaluation

Ensure that the model evaluation aligns with the focus of the
analysis (explanation, prediction, or both).

Document the selection of metrics and assumed threshold
values.

Document all modifications.

Alternative models
and methods

Identify alternative models and report their results.
Make the genesis of the final model transparent, starting with
the initial conceptual model.

Document the model comparison process regarding the choice
of metrics and theoretical values for each model.

Burnham and Anderson (2002); Liengaard
et al. (2021); Sharma et al. (2023); Sharma
et al. (2019)

Results interpretation Report and interpret point estimates and their variation.
Identify which results are unambiguous and outline
inconclusive results.

Wagenmakers et al. (2021)
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combines their results. Of course, multiverse analyses can
quickly become very complex, rendering the documenta-
tion of all combinations and ensuing implications hardly
feasible. Researchers should therefore focus on document-
ing the implications of major analytical choices. Conduct-
ing multiverse analyses requires researchers to embrace
potentially inconclusive results if confidence intervals are
wide or Bayes factors are uninformative. Such a step also
implies abandoning the dichotomy of statistically signifi-
cant versus not significant and, instead, interpreting the
p-value as a continuous metric (McShane et al., 2023). As
standard errors understate the overall uncertainty of
results (Rigdon, 2023), researchers should demonstrate
modesty and not oversell their results until they account
for all material components of uncertainty (Rigdon
et al., 2020).

Importantly, researchers should clearly label uncer-
tain or inconclusive results to stimulate further research.
Such practice also acknowledges that a single research
article can never explain a phenomenon in full. It is a
building block for accumulative science in which differ-
ent research teams indirectly collaborate by sharing
ideas, results, materials, and data through their publica-
tion activities.

6 | LIMITATIONS AND FURTHER
RESEARCH

Our study showcases similarities and differences between
the workflows and results that multiple experts employ
when analyzing the same model using the same data. As
with any research endeavor, we made several decisions
during the study setup, analysis, and reporting that con-
stitute limitations to our design.

We chose a specific workflow that applies one model
and reviews expert analyses from five SEM methods.
While this approach allowed us to showcase the ratio-
nales for different workflows in greater detail compared
with more extensive crowdsourcing projects that primar-
ily concern themselves with the convergence of statistical
results (e.g., Silberzahn et al., 2018), it also restricts the
garden of forking paths to a small subset of possible ana-
lytical decisions. Specifically, by using a prespecified
model versus allowing other initial model specifications
(e.g., using four dimensions of absorptive capacity
vs. specifying a higher-order construct; see Zahra &
George, 2002) and by providing a ready-to-use dataset,
we constrained crucial theoretical and pre-analytical
stages. These steps were necessary to ensure the compa-
rability of the statistical results and workflows, but nullify
other uncertainty components such as the measurement
instruments and data (Rigdon & Sarstedt, 2022). It would

therefore be worthwhile to extend the perspective by
offering experts with more degrees of freedom, for exam-
ple, by asking them to collect their own data. Relatedly,
using alternative methods such as factor score regression
(Dröge et al., 2000; Skrondal & Laake, 2001) or sum score
regression (Duysters & Lokshin, 2011; Hair et al., 2024)
may further increase the result's variability.

While making the decisions in the research process
transparent and acknowledging alternative outcomes is
important for managing components of uncertainty, only
quantifying and managing uncertainty proactively will
improve research practice over time. To do so, innovation
researchers, and social science researchers in general,
can draw on a rich methodological arsenal developed in
metrology, which is the measurement science in physics,
engineering, and legal forensics (JCGM, 2012).
Researchers in these fields construct so-called uncertainty
budgets that collect the available information on all
material components of uncertainty and quantify their
impact on the statistical estimators. These quantifications
may result from replication studies, but may likewise be
grounded in individual experience or scientific judgment
(Bell, 1999). Rigdon et al. (2020) showcase the uncer-
tainty quantification for a simple behavioral research
experiment, but when it comes to analyses like those pre-
sented in this article, this process requires considerably
more effort. For example, to limit uncertainty that comes
with concept definitions and operationalizations,
research fields may establish standard measures of con-
cepts such as innovation orientation. Corresponding calls
are not new (Elson et al., 2023; Rossiter, 2017), but they
have not been echoed on a broader basis. There is no
doubt that quantifying all material components of uncer-
tainty requires a massive infrastructure that comes with
substantial investments of time, money, and expertise.
Science progresses one step at a time—the initial step is
to acknowledge uncertainty components like those in our
analyses and identify new ones.

7 | CONCLUSION

A single research article often only reports one out of a
multitude of possible analytical workflows. We invited
leading experts in the field of SEM—a prominent method
in innovation research—to estimate a prespecified model
on absorptive capacity's impact on organizational innova-
tion and performance using the same data, but different
estimators. Our results show that even when severely
limiting the researchers' degrees of freedom in the appli-
cation of the methods, the outcomes of the analyses are
highly variable. Our findings suggest that researchers
should acknowledge the uncertainty that comes with any
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statistical analysis and account for alternative analytical
workflows to gradually improve research practice
over time.
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