
TRAINING DYNAMICS WHEN FACING LABEL 

NOISE

Training dynamics of (overparameterized) models 

show two distinct phases [1,2]:

I) “Correct concept learning phase”
II) Memorization phase

MODELING AMBIGUOUS PROBABILISTIC 

LABELS

Ambiguation of probabilistic labels by credal sets 𝒬:

• Modeling beliefs about 𝑝∗ as upper 

probabilities 𝜋 ∶ 𝒴 → [0,1]
▪ 𝜋(𝑦′) represents upper bound on 𝑝∗(𝑦′)
▪ 𝜋 𝑦 = 1 for observed training label 𝑦𝒬𝜋 ≔ 𝑝 ∈ ℙ 𝒴 ∀𝑌 ⊆ 𝒴: σ𝑦′∈𝑌 𝑝 𝑦′ ≤ max𝑦′∈𝑌 𝜋 𝑦′

Learning from credal sets by 

label relaxation [4]:ℒ∗ 𝒬𝜋, Ƹ𝑝 ≔ min𝑝∈𝒬𝜋ℒ 𝑝, Ƹ𝑝
▪ Probabilistic loss ℒ, efficient 

analytical solution

▪ Features data disambiguation [3]
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PROBLEM SETTING

Setting: Probabilistic classification given instances𝒙, 𝑦 ∈ 𝒳 ×𝒴 with discrete space 𝒴 ≔ 𝑦1, … , 𝑦𝐾
• Instances 𝒙 ∈ 𝒳 associated with underlying ground-

truth class-conditional probability 𝑝∗ ⋅ 𝒙) ∈ ℙ 𝒴
Goal: Learn probabilistic classifier Ƹ𝑝 ∶ 𝒳 → ℙ 𝒴
Problem: Dealing with label noise

• Observing some instances with corrupted training 

labels 𝑦 ≠ 𝑦

Idea: Deliberately ambiguate labels if 

the model suggests a different label than 

the observed training label.

EXPERIMENTS

Empirical results show suppression of memorization 

effects, leading to improved robustness against label 

noise.

➢ Robust “off-the-shelf” loss function against label 
noise without adding complexity

➢ On-the-fly loss calculation, no additional 

parameters

ROBUST DATA AMBIGUATION (RDA)
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