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ABSTRACT

Deep clustering algorithms have gained popularity for clustering

complex, large-scale data sets, but getting started is difficult be-

cause of numerous decisions regarding architecture, optimizer, and

other hyperparameters. Theoretical foundations must be known

to obtain meaningful results. At the same time, ease of use is nec-

essary to get used by a broader audience. Therefore, we require a

unified framework that allows for easy execution in diverse set-

tings. While this applies to established clustering methods like

k-Means and DBSCAN, deep clustering algorithms lack a standard

structure, resulting in significant programming overhead. This com-

plicates empirical evaluations, which are essential in both scientific

and practical applications. We present a solution to this problem

by providing a theoretical background on deep clustering as well

as practical implementation techniques and a unified structure

with predefined neural networks. For the latter, we use the Python

package ClustPy. The aim is to share best practices and facilitate

community participation in deep clustering research.

CCS CONCEPTS

• Information systems → Clustering; • Software and its engi-
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methodologies → Cluster analysis; Dimensionality reduction

and manifold learning; Neural networks.
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Figure 1: Schematic representation of deep clustering meth-

ods. The clustering loss L𝑐𝑙𝑢𝑠𝑡 uses the lower-dimensional

representation of an input data set 𝑋 to optimize the final

clustering result. The optional autoencoder reconstruction

loss L𝑟𝑒𝑐 is used as a data-dependent regularizer for 𝑋𝑒𝑚𝑏𝑒𝑑 .

’23), October 21–25, 2023, Birmingham, United Kingdom. ACM, New York,

NY, USA, 4 pages. https://doi.org/10.1145/3583780.3615290

1 FORMAT

Half-day (3 hours plus breaks).

2 TUTORIAL OUTLINE

This tutorial serves as a good introduction to the topic of deep

clustering. This involves theoretical concepts and their application

using our open-source Python package ClustPy1. The following

topics will be covered:

2.1 Fundamentals of Clustering

Clustering creates groups of objects, where similar objects should

be contained in the same group and dissimilar objects in differ-

ent groups. In contrast to classic machine learning, no predefined

labels are used for this. Therefore, the algorithm cannot use any

known information to learn the boundaries between the groups, but

must define the boundaries on its own. Depending on the objective

function, different measures of similarity can be used.

1https://github.com/collinleiber/ClustPy
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We will briefly discuss the basics of clustering using the well-

known k-Means [19] algorithm. k-Means starts by initially selecting

𝑘 cluster centers and then assigns each object to its closest cen-

ter. Afterwards, all cluster centers are updated by setting them

to the mean of all assigned objects. These steps repeat until the

assignments remain constant.

2.2 Introduction to Deep Clustering

Many classical clustering methods have problems processing high-

dimensional data. Therefore, an initial dimensionality reduction

is often performed (e.g., PCA [9] or ICA [14]). In deep learning,

an autoencoder is a common non-linear dimensionality reduction

method. The idea is that after reducing the dimensionality of the

data set, an arbitrary clustering method such as k-Means [19] or DB-

SCAN [7] is executed. A problem is that dimensionality reduction

and clustering run independently of each other. This means that an

intermediate clustering result has no influence on the representa-

tion of the data. There are several subspace clustering methods that

address this problem (e.g., ORCLUS [1], LDA-k-Means [6], FOSS-

CLU [10], SubKmeans [20], DipNSub [4]) but they do not have the

non-linear representation capabilities that neural networks offer.

Deep clustering on the other hand tries to combine clustering

with modern representation learning. Here, the optimization func-

tion of an autoencoder is supplemented by a second clustering-

based optimization. The combined optimization ensures that the

embedding of the autoencoder is improved simultaneously with

the clustering result. The tutorial will illustrate how a correspond-

ing architecture looks schematically, an exemplary illustration is

given in Fig. 1. Here, the clustering process can be combined with

various neural networks like regular feed-forward autoencoders

[3], stacked autoencoders [25], convolutional autoencoders [16] or

variational autoencoders [15]. However, the combination of deep

learning and clustering faces several challenges, which will be dis-

cussed in the course of the tutorial. An example is the initialization

of deep clustering algorithms [29]. For most procedures an already

pretrained autoencoder is used to obtain initial cluster labels and

the initial clustering result is crucial as it strongly influences the

final clustering result. This leads to several design decisions, e.g.,

the type of neural network architecture, the amount of pretraining

and the type of initial clustering algorithm. Another difficulty is

the handling of unbalanced data sets [29]. Small clusters can be

heavily underrepresented, especially when working in a mini-batch

fashion. During the course of the tutorial we will provide some

suggestions on how to deal with these challenges.

2.3 Fundamental Deep Clustering Algorithms

One of the first deep clustering algorithms was DEC [26]. It uses

a Kullback-Leibler-based optimization function to identify good

clusters. The idea was taken up by IDEC [11]. Unlike DEC, IDEC

uses the reconstruction loss also during the clustering process. DCN

[27] uses a k-Means-like optimization and shows that hard cluster

labels can also be used instead of soft ones. Here, no joint opti-

mization takes place, but representation learning and clustering are

performed alternately. This circumstance is addressed by DKM [8],

which combines the k-Means approach with a simultaneous opti-

mization of the deep learning structure. All mentioned references

Figure 2: The coding examples are based on ClustPy, which

is accessible at: https://github.com/collinleiber/ClustPy.

will be described in the course of the tutorial since they form a basis

for many other procedures (see [29]). Further, so far all algorithms

utilize a stacked autoencoder. However, when analyzing images,

the performance can often be improved by using convolutional

neural networks instead. This is also discussed in the course of the

tutorial.

2.4 Application Process

In order to compare specific deep clustering algorithms we uti-

lize our open-source Python package ClustPy (see Fig. 2). For this

purpose, after each rather theoretical section of the tutorial, an ap-

propriate coding example is presented. Here, the complete pipeline

for executing the corresponding algorithm is shown. This includes

loading an appropriate data set, executing the clustering process,

and evaluating and visualizing the result. For example, the code

to run DEC on the MNIST data set [17] and evaluating the result

using the unsupervised clustering accuracy [28] is as follows:

from c l u s t p y . deep import DEC

from c l u s t p y . d a t a import l o ad_mn i s t

from c l u s t p y . me t r i c s import c l u s t e r _ a c c u r a c y

data , l a b e l s = l o ad_mn i s t ( )

dec = DEC( n _ c l u s t e r s =10 )

dec . f i t ( d a t a )

r e s u l t = c l u s t e r _ a c c u r a c y ( l a b e l s , dec . l a b e l s )

print ( r e s u l t )

In addition, we show how essential components of the algo-

rithms, such as the type of autoencoder or optimizer, can be easily

exchanged. By using parameters that are as identical as possible,

the results of different algorithms can be compared resulting in a

fair benchmark for the algorithms presented.

In the tutorial, we will also show some prior work for comparing

deep clustering algorithms [2] and discuss them along with our

approach. This example will serve as a case study on the importance

of a unified setup.

2.5 Discussion of Results

After discussing the previously mentioned procedures, we compare

their final results on several datasets. Here, we keep structural

differences (e.g., the type of autoencoder) to a minimum which

enables a fair comparison. Variations in the results are highlighted

and explained by pointing out individual strengths and weaknesses.

We will see that deep clustering succeeds in processing large high-

dimensional data sets like image data.
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2.6 Outlook: Specialized Deep Clustering
Algorithms

At the end of the tutorial, we give a brief outlook on modern ap-
proaches. These are often more specialized methods that try to
handle more complex problems.

An example is DeepCluster [5]. It was one of the first methods to
use a convolutional autoencoder to analyze image data. Due to the
good results, it is often used and commonly cited. The algorithm
VaDE [13] demonstrates that deep clustering can also be applied in
combination with a variational autoencoder. Here, the autoencoder
optimizes a Gaussian Mixture Model, which is used to cluster the
data. Another example is SpectralNet [23]. This algorithm combines
deep clustering with the popular SpectralClustering [24] approach,
which enables scaling to large data sets. In the before-mentioned
algorithms, the correct number of clusters was always assumed to
be known a priori. However, this is often not the case in practice.
The deep clustering algorithm DipDECK [18] is able to automat-
ically determine the number of clusters in the embedding of an
autoencoder, using a statistical test for unimodality [12].

Another category of algorithms are non-redundant clustering
methods. These assume that there is not just one but several ways to
cluster a data set. For example, one can group objects by their color
as well as by their shape. The ENRC [21] algorithm delivers such
results in a deep learning setting. Finally, we would like to mention
DECCS [22]. This method combines consensus and deep clustering.
With consensus clustering, clustering results that come from a wide
variety of methods are combined into a common clustering result.
Due to the different properties of the original results, the algorithm
is very flexible, which often results in high-quality outcomes.

All of these methods are only described briefly in order to show
the diversity of deep clustering research. Additionally, we show
some examples and highlight the advantages compared to baseline
approaches. With this chapter, we would like to encourage the
audience to follow up on the methods they are interested in.

3 TARGET AUDIENCE
The target audience of the tutorial are individuals from academia
and industry who already have some background in unsupervised
learning. The tutorial is divided into two parts. First, we talk about
the theoretical background of deep clustering and discuss the main
differences between well-known deep clustering algorithms. This
part is more interesting for people who are already familiar with
clustering but have limited experience with deep clustering tech-
niques. In the second part, we then show how deep clustering
algorithms can be run in an easy way using the Python package
ClustPy. This part is especially interesting for people who did not
work with deep clustering so far, as it makes a good entry point for
future analysis.

4 PREREQUISITES
As a prerequisite, a basic understanding of clustering methods
such as k-Means is assumed. Furthermore, the audience should
have a basic knowledge of statistical methods and distributions.
To understand the deep clustering algorithms, an understanding
of deep learning concepts (e.g., mini-batch gradient descent) and
in particular, the mechanics of an autoencoder are required. For

the coding-based part of the tutorial, basic knowledge of standard
Python packages such as NumPy2 and scikit-learn3 should be al-
ready available. Basic knowledge of deep learning frameworks like
PyTorch4 is helpful, but not strictly required.

5 BENEFITS AND IMPACT FOR CIKM
COMMUNITY

Due to the representational capability of Deep Learning, a large
number of deep clustering methods have been published in recent
years. Our tutorial provides an introduction to fundamental deep
clustering methods and provides an outlook to more specialized
algorithms. These have shown very good performance with respect
to large, high-dimensional data (especially image data), but are
often difficult to apply in practice. After the tutorial participants
will know about several deep clustering methods and will know
how they can be applied without a substantial effort.

Moreover, deep clustering methods are hard to compare with
each other due to the many structural design decisions and other pa-
rameterization options. A fair evaluation is therefore difficult, which
in turn makes it complicated to correctly classify the strengths and
weaknesses of different methods. In this tutorial, we draw attention
to the issues and suggest best practices. We hope this will lead to
better and fairer comparability in the future.

6 LIST OF FORUMS
The tutorial hasn’t been presented at any other venues yet.

7 TUTORS
The following tutors are involved in the preparation of the tutorial
and will present the tutorial in person.

Collin Leiber
Collin Leiber is a PhD student at Ludwig-Maximilians-Universität
München, Germany, and a member of the Munich Center for Ma-
chine Learning (MCML). He received his MSc degree in Com-
puter Science with a specialization in data analytics from Ludwig-
Maximilians-Universität München in 2019. His current research
interests are mainly focused on data mining. In particular, he is
working on the question of how to determine an appropriate num-
ber of clusters in complex environments, such as deep clustering
and alternative clustering. For this purpose, he researches statistics-
based methods, density-based methods, and those based on in-
formation theory. Furthermore, he is the main developer of the
open-source ClustPy package.

• ORCID: https://orcid.org/0000-0001-5368-5697
• DBLP: https://dblp.uni-trier.de/pid/299/4795.html
• Google scholar https://scholar.google.com/Leiber

Lukas Miklautz
Lukas Miklautz is a PhD student at the Data Mining and Machine
Learning research group at the Faculty of Computer Science Univer-
sity of Vienna, Austria, and a member of the UniVie Doctoral School

2https://numpy.org/
3https://scikit-learn.org/
4https://pytorch.org/
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Computer Science. His research focuses on combining represen-
tation learning and clustering (Deep Clustering). Deep clustering
methods use unsupervised or self-supervised learning algorithms
with clustering objectives to improve clustering performance. Deep
clustering is applicable to many clustering paradigms like non-
redundant, consensus, or subspace clustering. For this purpose, he
researches both clustering and deep learning methods. Furthermore,
he is a contributor of the open-source ClustPy package.

• ORCID: https://orcid.org/0000-0002-2585-5895
• DBLP: https://dblp.uni-trier.de/pid/262/6652.html
• Google scholar https://scholar.google.com/Miklautz

Claudia Plant
Claudia Plant is a full professor and leader of the research group
Data Mining and Machine Learning at the Faculty of Computer
Science University of Vienna, Austria. Her research focuses on new
methods for exploratory data mining, mostly on clustering and rep-
resentation learning. Many approaches relate unsupervised learn-
ing to data compression, i.e. the better the found patterns compress
the data the more information we have learned. Other methods
rely on finding statistically independent patterns or multiple non-
redundant solutions, on ensemble learning or on nature-inspired
concepts such as synchronization. Together with her group, she con-
tributed a lot of clustering methods based on deep learning, spectral
methods and matrix factorization. She also develops application-
oriented approaches to data mining in the context of interdisci-
plinary projects with experts from neuroscience, bio-medicine, par-
ticle physics, social sciences and archaeology.

• ORCID: https://orcid.org/0000-0001-5274-8123
• DBLP: https://dblp.uni-trier.de/pid/65/3446.html
• Google scholar https://scholar.google.com/Plant

Christian Böhm
Christian Böhm is a professor of Computer Science at the Uni-
versity of Vienna, Austria. He received his PhD degree in 1998
from Ludwig-Maximilians-Universität München, Germany. His re-
search interests cover clustering and representation learning with
a particular focus on high-performance aspects such as index struc-
tures, parallelization, vectorization, and efficient memory accesses
through cache. He has more than 150 publications including KDD,
ICDM, and SIGMOD.

• ORCID: https://orcid.org/0000-0002-2237-9969
• DBLP: https://dblp.uni-trier.de/pid/b/ChBohm.html
• Google scholar https://scholar.google.com/Boehm
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