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SUMMARY
DNA is folded into higher-order structures that shape and are shaped by genome function. The role of long-
range loops in the establishment of new gene expression patterns during cell fate transitions remains poorly
understood. Here, we investigate the link between cell-specific loops and RNA polymerase II (RNA Pol II) dur-
ing neural lineage commitment. We find thousands of loops decommissioned or gained de novo upon differ-
entiation of human induced pluripotent stem cells (hiPSCs) to neural progenitor cells (NPCs) and post-mitotic
neurons. During hiPSC-to-NPC and NPC-to-neuron transitions, genes changing from RNA Pol II initiation to
elongation are >4-fold more likely to anchor cell-specific loops than repressed genes. Elongated genes
exhibit significant mRNA upregulation when connected in cell-specific promoter-enhancer loops but not
invariant promoter-enhancer loops or promoter-promoter loops or when unlooped. Genes transitioning
from repression to RNA Pol II initiation exhibit a slight mRNA increase independent of loop status. Our
data link cell-specific loops and robust RNA Pol II-mediated elongation during neural cell fate transitions.
INTRODUCTION

Mammalian development requires the precise spatiotemporal

regulation of gene expression in defined cell types. Non-coding

cis-regulatory elements (CREs) known as enhancers regulate

cell-type-specific patterns of gene expression in metazoans.1–3

CREs can be separated by kilobases (kb) up to megabases

(Mb) from their target genes4,5; therefore, understanding how

chromatin loops are involved in governing enhancer-promoter

(E-P) communication is critical toward our knowledge of gene

expression regulation.

There are three broad categories of long-range looping inter-

actions: promoter-promoter (P-P) loops, E-P loops, and struc-

tural loops with no direct connection to promoters. In the case

of structural loops, it is established that they are anchored by

the architectural proteins CTCF and cohesin.6,7 During inter-

phase in steady-statemammalian cells, the cohesin complex ex-

trudes DNA through its ring in an ATP-dependent manner to

create transient ‘‘loops in the making.’’8–11 Cohesin-mediated

loop extrusion stalls at CTCF-occupied motifs oriented toward

each other in a convergent orientation.10,12,13 Extrusion stalling

manifests empirically as focal ‘‘dot-like’’ structures representing
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loop anchors in ensemble Hi-C heatmaps.14 Short-term degra-

dation of CTCF or the Rad21 subunit of cohesin ablates struc-

tural loops.15–17 By contrast, only a subset of long-range E-P

or P-P loops are anchored by CTCF and sensitive to its degrada-

tion.16 The zinc-finger-containing transcription factor Yin Yang 1

and subunits of the Mediator complex have recently been linked

to E-P loop maintenance, but results vary depending on the cell

type and methodologies used for molecular perturbation.16–23

Overall, the mechanisms governing E-P and P-P loops and

how they are functionally linked to transcription remain important

open questions.

Enhancers and promoters are enriched for genetic motifs en-

coding binding sites for transcription factors. Through the pro-

cess of protein-protein interactions, motif-bound transcription

factors at CREs and transcription start sites (TSSs) can recruit

co-factors and RNA polymerase II (RNA Pol II).24 Transcription

establishment requires assembly of the pre-initiation complex

at the gene promoter, Cdk7-mediated C-terminal phosphoryla-

tion of RNA Pol II-serine 5 (Ser5P), and RNA Pol II initiation.25–27

RNA Pol II transcribes promoter-proximal RNA until it pauses

approximately 20–60 bp downstream of the TSS via the

direct binding to negative elongation factor (NELF) and
gust 14, 2024 ª 2024 The Authors. Published by Elsevier Inc. 1
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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DRB-sensitivity-inducing factor (DSIF).28,29 Paused RNA Pol II is

released into productive elongation via the CDK9 catalytic

domain of positive transcription elongation factor (P-TEFb),

which phosphorylates serine 2 on the C-terminal domain of

RNA Pol II as well as NELF and DSIF.25–27 RNA Pol II-mediated

enhancer RNAs have also been detected at CREs in mammalian

cells.30 Two recent studies demonstrated that short-term RNA

Pol II degradation can disrupt a subset of E-P loops in steady-

state human cell lines,31,32 suggesting a direct link between tran-

scription and loop maintenance. However, the link between cell-

type-specific E-P and P-P loops and the establishment of new

RNA Pol II initiation and elongation patterns remains an impor-

tant unanswered question.

Here, we set out to understand the relationship between loops

and RNA Pol II during the establishment of new transcriptional

programs during permanent changes in cell fate. We create

genome-wide reference maps of long-range chromatin loops,

gene expression, and RNA Pol II occupancy during neural line-

age commitment in the transitions from human induced pluripo-

tent stem cells (hiPSCs) to neural progenitor cells (NPCs) and

NPCs to post-mitotic neurons. We uncover a strong link among

cell-type-specific E-P loops gained de novo during differentia-

tion, RNAPol II elongation, and a robust increase of gene expres-

sion during human neural lineage commitment. We also demon-

strate that loops anchored by elongated genes are particularly

sensitive to short-term RNA Pol II degradation, whereas loops

anchoring initiated genes bound by CTCF are protected from

RNA Pol II perturbation. Our work sheds new light on the ge-

nome’s dynamic and context-dependent structure-function

relationship by linking chromatin loops to transcription elonga-

tion during human neural lineage commitment.

RESULTS

Rewiring of chromatin loops in a human iPSC model of
early neural lineage commitment
We set out to conduct a genome-wide analysis of long-range

chromatin loops in an in vitro human neurodevelopmental model

consisting of three cellular stages: (1) undifferentiated hiPSCs

(day 0); (2) iPSC-derived NPCs (days in vitro [DIV]35), and (3)

post-mitotic cortical neurons (neurons, DIV65) (Figure 1A).

We implemented a well-established, multi-stage protocol for

growth-factor-mediated neuronal differentiation of iPSCs in

monolayer tissue culture (STAR Methods).33,34 After confirming

the absence of karyotypic abnormalities, we used immunofluo-

rescence and microscopy to evaluate the efficiency of differenti-

ation (STAR Methods). We observed that hiPSCs exhibit homo-

geneous expression of pluripotency markers SSEA4 and OCT3/

4 (also known as POU5F1) (Figure 1B). We further observed that

NPCs homogeneously express forebrain progenitor markers

FOXG1 and NESTIN and that post-mitotic neurons showed ho-

mogeneous expression of the pan-neural marker MAP2 and

layer V-specific marker CTIP2 (Figure 1B). Thus, our hiPSCs,

NPCs, and neurons homogeneously display the expected

morphology and protein markers characteristic of the stage of

neural lineage commitment.

We assayed higher-order chromatin folding genome-wide by

creating Hi-C maps in hiPSCs, NPCs, and neurons. We acquired
2 Cell Genomics 4, 100606, August 14, 2024
396 (hiPSCs), 474 (NPCs), and 426 (neurons) million unique valid

pairs for two biological replicates per condition, achieving a read

depth sufficient for high-resolution chromatin loop calling

(STAR Methods). We merged replicates to create genome-

wide ensemble interaction frequency maps for all chromosomes

at 10 kb resolution. To identify dot-like structures representative

of bona fide loops in ensemble Hi-C data,7,35–37 we employed

statistical methods developed by our lab and others. Dots are

characterized in Hi-C maps as a punctate group of adjacent

pixels with significantly higher contact frequency compared to

the surrounding local topologically associating domain (TAD)

and sub-TAD structure. We identified 17,178 loops in hiPSCs,

12,827 loops in NPCs, and 14,752 loops in neurons (Table S1;

STAR Methods). We verified that our loop calls were robust

across a sweep of parameters37 and verified by visual inspection

of Hi-C heatmaps (Figure 1C).

We previously developed a statistical method, 3DeFDR, to

identify loops with an invariant or cell-type-specific interaction

frequency between two biological conditions.36 To quantify

changes in looping genome wide, we used 3DeFDR to com-

pare hiPSC to NPC conditions and NPC to neuron conditions

(Figures 1C–1E). We found 9,145 hiPSC-specific loops, 5,348

NPC-specific loops, and 6,800 invariant loops for the hiPSC-

to-NPC transition (Figures 1D and 1E, top; Table S2). We further

identified 2,311 NPC-specific loops, 4,231 neuron-specific

loops, and 11,304 invariant loops for the NPC-to-neuron transi-

tion (Figures 1D and 1E, bottom; Table S3). Our cell-type-spe-

cific and invariant loop calls were confirmed by visual inspection

of Hi-C heatmaps. At the ADCY2 locus, we found loops that

were decommissioned (prototypical hiPSC-specific loops) and

gained de novo (prototypical NPC-specific and neuron-specific

loops) upon differentiation (Figure 1C). Aggregate peak analysis

plots of average interaction frequency validated our invariant

and cell-type-specific loop calls across both hiPSC-to-NPC

and NPC-to-neuron transitions (Figure 1E; STAR Methods).

Together, these results demonstrate that differentiation of

hiPSCs into NPCs and neurons results in substantial rewiring

of loops genome wide.

Classifying genes into repressed, initiated, and
elongated RNA Pol II occupancy
We next set out to classify genes at isoform resolution by their

signature patterns of RNA Pol II occupancy. It is well estab-

lished that repressed genes will exhibit minimal to no RNA

Pol II signal, initiated genes will exhibit a strong peak-like signal

at the TSS and a minimal signal at the gene body, and elon-

gated genes will exhibit an RNA Pol II peak at the TSS as

well as a domain-like signal across the gene body.27,38 We

generated RNA Pol II chromatin immunoprecipitation sequ-

encing (ChIP-seq) libraries in hiPSCs, NPCs, and neurons

(STAR Methods). To stratify genes into repressed, initiated,

and elongated categories, first, we merged genes with the

same TSSs and transcription end sites (TESs) into transcrip-

tional units, thus circumventing redundancies due to shared

TSSs. We next quantified (1) the maximum RNA Pol II signal

in a window from �2 kb to the TSS, (2) the mean RNA Pol II

signal across the gene body normalized by gene length, and

(3) the mean signal within a window at the gene’s 30 end that



Figure 1. Differentiation of hiPSCs into NPCs and neurons leads to genome-wide rewiring of long-range chromatin loops

(A) A cartoon schematic of the differentiation from human induced pluripotent stem cells (hiPSCs) to neural progenitor cells (NPCs) and neurons. DIV represents

the days of in vitro differentiation at which the samples were collected.

(B) Immunostaining of hiPSCs, NPCs, and neurons for cell-type-specific markers. Scale bar, 250 mm.

(C) Hi-C heatmaps at the ADCY2 locus with annotated invariant and cell-type-specific loops between hiPSCs and NPCs (top row) and between NPCs and

neurons (bottom row). ADCY2 is highlighted in red on the gene track below the heatmap.

(D) MA plots of cell-type-specific loops (STAR Methods) between hiPSCs and NPCs (top row) and between NPCs and neurons (bottom row). Non-loops, gray.

Invariant loops, purple. Cell-type-specific loops, red and blue.

(E) Aggregate peak analysis of differential and invariant loops across hiPSC and NPC conditions (top three rows) and NPC and neuron conditions (bottom three

rows).
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is proportional to the size of the transcriptional unit normalized

by base pairs (Figures 2A and 2B; detailed in the STAR

Methods). We verified that the computational strategy is effec-

tive in parsing repressed genes devoid of a RNA Pol II signal,

initiated genes with an RNA Pol II peak at the promoter and

depleted of a signal along the gene body, and elongated genes

with a high RNA Pol II signal at the TSS and in a domain-like

occupancy pattern along the gene body (Figure 2C;

Table S4). Thus, we have classified repressed, initiated, and

elongated transcriptional units across all three cell types.

We next assessedCTCF occupancy patterns at the promoters

of repressed, initiated, and elongated genes. Using CTCF ChIP-

seq in hiPSCs, NPCs, and neurons, we intersected the 2 kb

segment upstream of all classified TSSs with CTCF peaks (Fig-

ure 2C; Table S5). Across the three cellular stages, we observed

that less than 20% of promoters for repressed transcriptional

units are occupied by CTCF. Promoters of initiated and elon-
gated transcriptional units exhibit increases in CTCF occupancy

compared to repressed genes. Our observations suggest that

promoter occupancy of the architectural protein CTCF increases

during the transition from repressed to initiated but no substan-

tial increase in genome-wide promoter occupancy occurs during

the transition from initiation to elongation. Thus, it is unlikely that

CTCF binding at the promoter alone could distinguish between

initiated and elongated genes.

We sought to verify the elongated gene group by measuring

their mRNA levels with bulk RNA-seq. We further stratified

non-redundant, unique transcriptional units by those that were

elongated only in hiPSCs, only in NPCs, or only in neurons (Fig-

ure 2D). We found that hiPSC-specific elongated transcriptional

units exhibited significantly higher mRNA levels in hiPSCs

compared to NPCs and neurons. Similarly, we found that

NPC-specific elongated transcriptional units had significantly

higher expression in NPCs compared to hiPSCs and neurons.
Cell Genomics 4, 100606, August 14, 2024 3



Figure 2. Categorization of transcriptional units by RNA Pol II occupancy into repressed, initiated, and elongated

(A) Examples of transcriptional units exhibiting RNA Pol II occupancy indicative of initiation in neurons (left), elongation in NPCs (middle), and elongation in

neurons (right).

(B) Schematic representing the windows used to categorize transcriptional units into repressed, initiated, and elongated by RNA Pol II occupancy patterns (STAR

Methods).

(C) RNA Pol II ChIP-seq heatmaps for transcriptional units categorized as repressed (left), initiated (middle), and elongated (right) in each cell type. Each row

represents an individual transcriptional unit. Adjacent to the heatmaps are stacked bar plots illustrating the relative proportions of promoters co-localized with

CTCF peaks.

(D) Genes classified as elongated in hiPSCs, NPCs, and neurons. Horizontal bars, the number of unique transcriptional units exhibiting cell-type-specific

elongation. hiPSC-only (blue), NPC-only (orange), and neuron (red) elongated transcriptional units.

(E) mRNA levels from RNA-seq for transcriptional units classified into blue, red, and orange in (D). Points represent the mean normalized RNA count from three

biological replicates. Horizontal lines represent the mean across all points. p values, two-tailed Mann-Whitney U (MWU) test with significance based on ɑ = 0.01.

(F) Gene Ontology analysis for transcriptional units classified into blue, red, and orange in (D).
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Neuron-specific elongated transcriptional units exhibited sig-

nificantly higher expression in neurons compared to hiPSCs

and NPCs (Figure 2E). All three groups of cell-type-specific elon-
4 Cell Genomics 4, 100606, August 14, 2024
gated genes showed the expected ontology for each cellular

state (Figure 2F), thus verifying our approach for stratifying elon-

gated genes by RNA Pol II occupancy.



Figure 3. Dynamic RNA Pol II occupancy patterns during the cell fate transition from human NPCs to post-mitotic neurons

RNA Pol II ChIP-seq heatmaps and mRNA levels from RNA-seq for transcriptional units categorized during the transition from NPCs to post-mitotic neurons,

including (A) repressed (NPCs) to repressed (neurons), (B) initiated (NPCs) to initiated (neurons), (C) elongated (NPCs) to elongated (neurons), (D) repressed

(NPCs) to initiated (neurons), (E) initiated (NPCs) to elongated (neurons), and (F) elongated (NPCs) to repressed (neurons). Each row represents an individual

transcriptional unit. Points in the mRNA plots on the right in each image represent the mean normalized RNA count from three biological replicates. Horizontal

lines represent the mean across all points. p values, two-tailed MWU test with significance based on ɑ = 0.01.
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DynamicRNAPol II occupancy during hiPSC-to-NPCand
NPC-to-neuron cell fate transitions
Terminal differentiation of proliferating NPCs to post-mitotic

neurons represents a unique cell fate transition in which chro-

matin is no longer subjected to the cell cycle. Focusing first on

the NPC-to-neuron transition, we characterized genes into cate-

gories indicative of dynamic RNA Pol II occupancy during cell
fate transitions, including (1) constitutively repressed in both

NPCs and neurons, (2) constitutively initiated in both NPCs and

neurons, (3) constitutively elongated in both NPCs and neurons,

(4) repressed (NPCs) to initiated (neurons), (5) initiated (NPCs) to

elongated (neurons), and (6) elongated (NPCs) to repressed

(neurons) (Figure 3). We confirmed that the transcriptional units

constitutively repressed in the NPC-to-neuron transition
Cell Genomics 4, 100606, August 14, 2024 5
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displayed minimal RNA Pol II occupancy and negligible mRNA

levels (Figure 3A). We also confirmed that transcriptional units

constitutively initiated and constitutively elongated in NPC-to-

neuron transition displayed similar RNA Pol II occupancy and

mRNA levels between these cell types (Figures 3B and 3C).

Genes that transition from repressed to initiated during the

NPC-to-neuron transition showed increased RNA Pol II occu-

pancy at promoter regions in neurons and a moderate but signif-

icant increase in mRNA levels (Figure 3D). Moreover, genes that

transition from initiated to elongated gained a pronounced

domain-like pattern of RNA Pol II signaling along the gene

body in neurons along with a significant upregulation in mRNA

levels (Figure 3E). We also identified a group of genes displaying

occupancy patterns consistent with RNAPol II decommissioning

from elongation in NPCs tominimal RNAPol II occupancy in neu-

rons, and these genes exhibit the expected downregulation in

mRNA levels (Figure 3F). Such patterns were not restricted to

the NPC-to-neuron transition, as the sameRNA Pol II occupancy

and gene expression patterns for all six gene classes were simi-

larly identified in the hiPSC-to-NPC transition (Figure S1). Taken

together, these data uncover gene classes with distinct dynamic

RNA Pol II occupancy patterns during hiPSC-to-NPC and NPC-

to-neuron cell fate transitions.

Genes transitioning from initiated to elongated during
neural differentiation are strongly enriched for gained
cell-type-specific looping interactions
To understand the link between loops and RNAPol II occupancy,

we stratified promoters of unique transcriptional units into those

that are anchoring any NPC-specific (class I, blue), neuron-spe-

cific (class 2, green), mixed (class 3, yellow), or cell-type-

invariant (class 4, dark gray) chromatin loops and those not

engaged in any looping interactions (class 5, light gray) (Figures

4A and S2; STAR Methods). At baseline, 29.5% of constitutively

repressed transcriptional units connect in cell-type-specific or

invariant loops, whereas 79.2% of initiated-to-elongated tran-

scriptional units connect in cell-type-specific or invariant loops

during the NPC-to-neuron transition (Figures 4B, first versus fifth

barplot, and S2). Transcriptional units transitioning from rep-

ressed NPCs to initiated neurons exhibit equal probability of

looping versus not looping to distal enhancers (Figure 4B, fourth

barplot). By contrast, transcriptional units transitioning from initi-

ated to elongated are 3.5-fold more likely to be engaged in cell-

type-specific loops compared to transcriptional units that are

constitutively repressed (Figure 4B, fifth barplot). Our data indi-

cate that most transcriptional units with RNA Pol II occupancy

patterns indicative of elongation are anchored by invariant or

cell-type-specific loops, whereas RNA Pol II initiation occurs

with similar likelihood in transcriptional units that loop or do

not loop.

A noteworthy observation is that both initiated and elongated

genes are enriched for cell-type-specific chromatin loops, which

arise de novo during neural differentiation. We observed that

22.3% of transcriptional units transitioning from repressed-to-

initiated RNA Pol II occupancy (Figure 4B, fourth barplot) and

33% of transcriptional units transitioning from initiated-to-elon-

gated RNA Pol II occupancy (Figure 4B, fifth barplot) gain

neuron-specific loops that form de novo during the NPC-to-
6 Cell Genomics 4, 100606, August 14, 2024
neuron transition (e.g., green class 2 neuron-specific loops). By

contrast, only 7.5% of transcriptional units constitutively

repressed and 12.7% of transcriptional units constitutively initi-

ated in the NPC-to-neuron transition engage in neuron-specific

class 2 loops (Figure 4B, first and second barplots). Example

neuron-specific loops gained in the NPC-to-neuron transition

can be observed at the SV2C gene classified as transitioning

from repressed to initiated (Figure 4C) and the PCSK2 gene clas-

sified as transitioning from initiated to elongated (Figure 4D). We

observed similar trends during the iPSC-to-NPC cell fate tra-

nsition (Figures S3A–S3E and S4). Our data suggest that

transcriptional units are 3- to 4-fold more likely to engage in

cell-type-specific chromatin loops when they are initiated or

elongated compared to repressed during hiPSC-to-NPC and

NPC-to-neuron cell fate transitions.

Genes transitioning from elongated to repressed during
neural differentiation are strongly enriched for
decommissioned cell-type-specific looping interactions
We also examined the relationship between loops and genes

transitioning from elongated to repressed during NPC-to-neuron

differentiation. Transcriptional units that are elongated in NPCs

and lose RNA Pol II occupancy in neurons are strongly enriched

in loops that are decommissioned in neurons (e.g., blue class 1

NPC-specific loops) (Figure 4B). Specifically, we observe that

28.9% of decommissioned transcriptional units also lose loops,

which is 6.5-fold higher than the 4.3%of constitutively repressed

transcriptional units that engage in class 1 NPC-specific loops

and 3.8-fold higher than the 7.5% of constitutively elongated

transcriptional units that engage in class 1 NPC-specific loops

(Figure 4B, sixth barplot, blue). Loop decommissioning is exem-

plifiedat theBOCgeneclassifiedwith anelongated-to-repressed

RNA Pol II occupancy pattern (Figure 4E). Taken together, we

observe that the establishment of new cell-type-specific loops

correlates with transitions into initiated and elongated RNA Pol

II, and the decommissioning of loops correlates with the loss of

RNA Pol II occupancy during neural differentiation.

Genes transitioning from repressed to initiated exhibit
slight increases in mRNA levels independent of loop
status
We next set out to distinguish between cell-type-specific E-P

and P-P loops for their relationship to RNA Pol II and mRNA

levels. We stratified the NPC-specific, neuron-specific, and

invariant loops in Figure 4A and the iPSC-specific, NPC-specific,

and invariant loops in Figure S3 into the subset connecting E-P

loops (Figures 5A–5C, S5, S6, and S7A–S7C) and those connect-

ing P-P loops (Figures S8A–S8C, S5, S6, and S9A–S9C). We in-

tegrated E-P and P-P loops with genes classified by changes in

RNA Pol II occupancy and examined mRNA levels for both

hiPSC-to-NPC (Figures S6, S7, and S9) andNPC-to-neuron (Fig-

ures 5, S5, and S8) transitions (STAR Methods).

Our combined analyses revealed several key points. First, for

transcriptional units transitioning from repressed to initiated RNA

Pol II occupancy patterns, we observed a small increase in

mRNA levels regardless of whether the transcriptional unit

engaged in cell-type-specific E-P loops, invariant E-P loops, or

no loops at all (Figures 5A and S7A). Further, we observed slight



Figure 4. Genes transitioning from initiated to elongated are more likely to form cell-type-specific loops than constitutively repressed and

initiated genes

(A) Schematic depicting promoters of unique transcriptional units classified as anchoring NPC-specific loops (class 1, blue), neuron-specific loops (class 2,

green), mixed loops (class 3, yellow), cell-type-invariant loops (class 4, dark gray), or not looping (class 5, light gray).

(B) Proportion of genes engaged in the five looping categories from (A). Black stars (+) indicate loop classifications of interest illustrated in (C)–(E).

(C–E) Hi-C heatmaps during NPC-to-neuron differentiation: (C) the SV2C gene illustrating RNA Pol II occupancy characteristic of the repressed-to-initiated cell

fate transition, (D) the PCSK2 gene illustrating RNA Pol II occupancy characteristic of initiated-to-elongated genes, and (E) the BOC gene illustrating RNA Pol II

occupancy characteristic of elongated-to-repressed transition. Tracks below Hi-C heatmaps show RNA Pol II and CTCF ChIP-seq data.
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increases in mRNA levels whether the transcriptional units

engaged in E-P or P-P loops (Figures 5A, S7A, S8A, and S9A).

Trends were similar in both the hiPSC-to-NPC and NPC-to-

neuron transitions (Figures 5 and S7–S9). These findings suggest

that the recruitment of RNA Pol II to the TSS in the repressed-to-

initiated transition during neural differentiation can be indepen-

dent of looping status.
Genes transitioning from initiated to elongated exhibit
robust mRNA upregulation primarily when connected in
cell-type-specific E-P loops
We next examined genes transitioning from initiated to elon-

gated RNA Pol II occupancy. We observed a striking upregula-

tion of mRNA levels for those connected in cell-type-specific

E-P loops (Figures 5B andS7B, second column). Similar patterns
Cell Genomics 4, 100606, August 14, 2024 7



Figure 5. Upregulation ofmRNA levels is highest for elongated genes engaged in de novo cell-type-specific enhancer-promoter loops during

NPC-to-neuron differentiation

(A–C) mRNA levels calculated from RNA-seq for transcriptional units stratified as (A) repressed to initiated, (B) initiated to elongated, and (C) elongated to

repressed during NPC-to-neuron differentiation. These three transcript classes are stratified into those that (column 1) anchor NPC-specific enhancer-promoter

loops decommissioned in differentiation (class 1, blue), (column 2) anchor neuron-specific enhancer-promoter loops gained de novo in differentiation (class 2,

green), (column 3) anchor cell-type-invariant loops connecting promoters to neuron-specific promoters (class 4, dark gray), and (column 4) do not loop and lack

enhancers within a 80 kb vicinity of the TSS (class 5, light gray). Each point is the mean normalized RNA count across three replicates. A two-tailedMWU test was

used to compute p values. An asterisk (*) reaches significance under ɑ = 0.1 and triple asterisks (***) reach significance under ɑ = 0.01. Stacked bar plots represent

the proportion of transcriptional units that exhibit absolute fold change expression less than 2, greater than 2 and less than 4, and greater than 4 betweenNPC and

neuron cellular states. Plots and p values are shown for conditions with sample sizes sufficient to assess trends.
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of mRNA upregulation did not occur for initiated-to-elongated

genes when connected in P-P loops, invariant E-P loops, or no

loops (Figures 5B and S7B, fourth column, and S8B and S9B,

second column). Observations were similar in both the hiPSC-

to-NPC and NPC-to-neuron transitions (Figures 5 and S7–S9).

Together, these data indicate that although genes transitioning

from repressed to elongated exhibit slight increases in mRNA

levels independent of looping status, the transition from initiation

to elongation correlates with significantly higher levels of steady-

state mRNA levels when the transcriptional units are engaged in

cell-type-specific E-P loops during neural differentiation.

Decommissioning from elongation to repression can
involve the breaking of cell-type-specific E-P loops and
can also occur when genes do not engage in loops
We also investigated genes transitioning from elongated to

repressed RNA Pol II occupancy. We observed downregulation

of mRNA levels whether the transcriptional units engaged in de-
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commissioned cell-type-specific E-P loops or did not loop

(Figures 5C and S7C, first barplot). We did not find consistent de-

creases in mRNA levels when decommissioned genes engaged

in invariant E-P loops or P-P loops (Figures S8C and S9C).

Similar trends were observed in the iPSC-to-NPC and NPC-to-

neuron transitions (Figures 5 and S7–S9). These results demon-

strate that the decommissioning from productive elongation can

involve the breaking of cell-type-specific E-P loops and also

occur when the genes do not engage in loops.

Cell-type-specific E-P looping and RNA Pol II signal at
enhancers correlate with mRNA upregulation during
neural differentiation
To better understand the correlation between cell-type-specific

E-P looping and mRNA levels in the NPC-to-neuron transition,

we stratified cell-type-specific enhancers into those with an

enhancer RNA Pol II signal and those without (Figures S10A–

S10C; STAR Methods). For repressed-to-initiated genes, we
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found that 38% and 36% of neuron-specific enhancers exhibit

RNA Pol II occupancy when anchoring the base of de novo E-P

loops and invariant E-P loops, respectively (Figure S10A). For

elongated-to-repressedgenes,weobservedsimilarpatterns (Fig-

ureS10C). By contrast, for initiated-to-elongatedgenes,we found

that 68% and 62% of neuron-specific enhancers exhibit RNA Pol

II occupancy when anchoring the base of de novo E-P loops and

invariant E-P loops, respectively (Figure S10B). Overall, we found

astrongenrichment ofRNAPol II at enhancersanchoring thebase

ofdenovoE-P loopsanchoringgenes that transition from initiation

to elongation during neural differentiation.

We also assessed how the presence of RNA Pol II at en-

hancers affects mRNA levels at the base of cell-type-specific

E-P loops (Figures S10D–S10F). For initiated-to-elongated

genes, we found a robust increase in mRNA levels when de

novo promoter-enhancer loops are anchored by enhancers

with RNA Pol II (Figure S10E, column 3). The same gene expres-

sion patterns were not observed at the same loops when the en-

hancers did not have RNA Pol II signal (Figure S10E, column 4).

Our results suggest that the presence of RNA Pol II at looped en-

hancers strongly correlates with a robust upregulation of mRNA

levels at elongated genes.

Short-term RNA Pol II perturbation disrupts loops
anchored by elongated gene promoters
Finally, we sought to functionally test our observation of a strong

correlation among RNA Pol II elongation, mRNA levels, and cell-

type-specific loops between enhancers and promoters of elon-

gated genes. We re-analyzed published Micro-C data from the

DLD-1 cell line in which an auxin-inducible degron was used to

degrade RNA Pol II.32 Using published RNA Pol II ChIP-seq39

and CTCF CUT&Tag32 data in wild-type DLD-1 cells, we

stratified transcriptional units into those with or without CTCF

promoter occupancy and exhibiting repressed, initiated, and

elongated RNA Pol II occupancy patterns (Figures 6A–6C;

Table S6). Similar to our NPC and neuron model systems, we

found that 6% of repressed, 46% of initiated, and 64% of elon-

gated transcriptional units genome wide have CTCF bound at

the promoters in DLD-1 cells (Figure S11). We identified loops

genome wide (N = 24,358) in Micro-C data from control DLD-1

cells without auxin treatment (STARMethods). Focusing on tran-

scriptional units with promoters engaged in loops, we found that

27% of repressed transcriptional units, 68% of initiated tran-

scriptional units, and 76% of elongated transcriptional units

have at least one CTCF peak at the promoter (Figures S11 and

6A–6C). Transcriptional units with CTCF at the promoter are

more likely to be engaged in promoter loops than those without

CTCF (Figure S11). Promoter loops anchoring repressed tran-

scriptional units exhibit negligible to slight changes in interaction

frequency upon lost RNA Pol II occupancy (Figure 6A). Promoter

loops anchoring initiated transcriptional units only exhibit a

noticeable decrease in interaction frequency when CTCF is not

bound to the promoter (Figure 6B). In contrast, we observed a

striking decrease in interaction frequency of promoter loops

anchoring elongated genes upon degradation of RNA Pol II oc-

cupancy after auxin treatment (Figure 6C). Elongated transcrip-

tional units are susceptible to loop disruption upon RNA Pol II

degradation independent of CTCF status (Figure 6C).
To validate our observations in an independent model system,

we also re-analyzed published Micro-C data from the JM8.N4

mouse embryonic stem cell (ESC) line chemically treated with

triptolide (TRP) and flavopiridol (FLV).40 TRP inhibits transcription

initiation by inducing proteasome-dependent degradation of

RNA Pol II.41 FLV inhibits the phosphorylation of P-TEFb, there-

fore preventing productive elongation.42 We used RNA Pol II40

and CTCF ChIP-seq43 data in wild-type JM8.N4 mouse ESCs

to stratify transcriptional units into those with or without CTCF

promoter occupancy and exhibiting repressed, initiated, and

elongated RNA Pol II occupancy patterns (Figures 6D–6F; Table

S6). We identified 12,417 loops genome wide in Micro-C data

generated in wild-type JM8.N4 mouse ESCs (STAR Methods).

Promoter loops anchoring repressed transcriptional units exhibit

negligible to slight changes in interaction frequency upon chem-

ical treatment with either FLV or TRP, respectively (Figure 6D).

Promoter loops anchoring initiated transcriptional units are not

changed upon TRP treatment and only slightly weakened upon

FLV treatment (Figure 6E). By contrast, we observed a marked

weakening of promoter loops anchoring elongated transcrip-

tional units upon FLV treatment, especially when CTCF is bound

to the promoter (Figure 6F). These results further reinforce that

RNA Pol II is necessary for the maintenance of promoter-

enhancer loops anchoring elongated genes.

DISCUSSION

Understanding how chromatin loops interplay with RNA Pol II is

important toward understanding the principles governing gene

expression regulation in development. Here, we use a model of

human iPSC differentiation to NPCs and neurons and create

genome-wide kb-resolution maps of higher-order chromatin

folding, gene expression, and RNA Pol II occupancy. We un-

cover an unexpected strong correlation between cell-type-spe-

cific E-P loops and genes with RNA Pol II occupancy patterns

indicative of an initiation-to-elongation transition during differen-

tiation. Elongated genes connected in E-P loops gained de novo

during differentiation display robust upregulation of mRNA. By

contrast, elongated genes anchoring P-P loops or invariant

E-P loops or that are unlooped exhibit modest to negligible

changes in mRNA levels. Moreover, we observe that genes

with RNA Pol II patterns indicative of repressed-to-initiated and

elongated-to-repressed transitions show changes in mRNA

levels whether they are engaged in loops or not looping.

Together, our data suggest that robust increases in transcription

elongation strongly correlate with de novo E-P loops, whereas

transcription repression, initiation, or decommissioning can

occur whether the genes engage in loops or not (Figure 7A).

The link betweenRNAPol II and loopinghasbeendebated,with

conflicting results linked to low-resolution datasets or pharmaco-

logical agents with non-specific indirect effects.22,31,32,40,44–47

Most recently, two studies employed a degron to achieve short-

termRNAPol II degradation anduncoveredapreviously underap-

preciated effect on E-P loop maintenance.31,32 Here, we build on

theseworks by creatinggenome-widemapsof cell-type-invariant

and cell-type-specific chromatin loops during the transitions from

hiPSCs toNPCs andNPCs to post-mitotic neurons.Weobserve a

strong correlation between de novo cell-type-specific E-P
Cell Genomics 4, 100606, August 14, 2024 9



Figure 6. The interaction frequency of loops anchored by elongated genes is particularly susceptible to disruption upon RNA Pol II

perturbation

(A–C) RNA Pol II ChIP-seq heatmaps for transcriptional units categorized as (A) repressed, (B) initiated, and (C) elongated in the wild-type DLD-1 cell line.

(D–F) RNA Pol II ChIP-seq heatmaps for transcriptional units categorized as (D) repressed, (E) initiated, and (F) elongated in wild-type JM8.N4 mouse ESCs.

Transcriptional units are further stratified by CTCF occupancy in a 2 kbwindow upstreamof the TSS. The right column has aggregate peak analysis heatmaps of a

Micro-C signal at loops called before and after short-term RNA Pol II perturbation. Some illustrations were created using Biorender.com.
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chromatin loops, transcription elongation, and robust upregula-

tion ofmRNA levels. By contrast, we find that genes can transition

fromrepressed-to-initiatedRNAPol IIwhether theyengage incell-

type-specific loops or cell-type-invariant loops or do not loop to

distal enhancers. We recognize that some E-P models are based
10 Cell Genomics 4, 100606, August 14, 2024
on smaller datasets. Nevertheless, we believe that our approach

offers a valuable trade-off, allowing us to explore a wider subtype

of interactionsandsupport ahypothesized role forE-P loops in the

transition fromRNAPol II initiation to elongation. Therefore,we re-

analyzed published Micro-C data from an established RNA Pol II

http://Biorender.com


Figure 7. Schematic model of the link between RNA Pol II elongation, cell-type-specific E-P loops, and robust upregulation of gene

expression during neural cell fate transitions

(A) The large majority of genes transitioning from initiated to elongated during neural differentiation connect in invariant or cell-type-specific looping interactions.

Genes that remain repressed during differentiation generally do not loop. Genes transitioning from repressed to initiated during differentiation exhibit equal

probability of looping or not looping.

(B) Models representing the sensitivity of loops formed by repressed, initiated, and elongated genes with or without a promoter bound CTCF to the short-term

degradation of RNA Pol II.

Cell Genomics 4, 100606, August 14, 2024 11
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degronsystem inadividingmammaliancell linebut takingsteps to

stratify gene isoformsamong those that are repressed, elongated,

and initiated. We demonstrate that loops anchored by initiated

genes are slightly sensitive to RNA Pol II degradation but only

when the promoter is CTCF independent. CTCF-bound initiated

promoters anchor loops that are protected against disruption by

RNA Pol II knockdown (Figure 7B). By contrast, the sensitivity of

chromatin loops to RNA Pol II degradation is particularly strong

when anchored by elongated promoters, regardless of CTCF oc-

cupancy (Figure 7B). While CTCF has been a major focus in the

current study, it is important to point out the possible involvement

of other structural proteins, such as cohesin in RNA Pol II pause

and release.48,49 Our observations reinforce that RNA Pol II caus-

ally contributes to the strength of loops anchored by elongated

genes.

The models by which TSSs communicate with distal CREs to

spatiotemporally regulate transcription remain hotly debated

when CREs and TSSs are separated by kb to Mb of DNA. One

leading model is the formation of stable long-range E-P loops

in which promoter activity depends on sustained enhancer prox-

imity via tethering.19,50–53 A second leading ‘‘kiss-and-run’’

model involves the transient interaction of CREs with their target

TSS.54 Transient E-P contacts could, in principle, deposit persis-

tent information on the TSSs to facilitate transcription, such as

post-translational protein modifications, chromatin-modifying

enzymes, or Pol II itself. E-P loops would be important for tran-

scription, but ensemble Hi-C or DNA fluorescence in situ hy-

bridization measurements of interaction frequency might not

correlate with bulk mRNA measurements or even correlate

temporally with burst size/frequency.55,56 A third model, loop-in-

dependent long-range communication, involves the diffusion of

biomolecules between the CRE and TSS.56 Finally, a fourth

‘‘condensate’’ model involves the association of promoters

and enhancers within foci representing concentrated subnu-

clear microenvironments of regulatory enzymes, proteins, and

RNAs.57 It has been proposed that Mediator, Brd4, and RNA

Pol II can form foci—potentially through liquid-liquid phase-sep-

aration mechanisms.58,59 Here, we take a step toward gathering

data to build evidence toward testing these models. We observe

that the large majority of elongated genes connect in invariant

or cell-type-specific looping interactions, whereas repressed

genes do not loop and initiated genes exhibit equal probability

of looping or not looping (Figure 7A). Punctate focal dots repre-

sent loops detectable in ensemble Hi-C data because they are

typically present in a large proportion of cells and unlikely to be

transient. Therefore, our data are not consistent with transient

kiss-and-run or loop-independent models for transcription elon-

gation. Rather, our analyses suggest that genes with high levels

of RNA Pol II elongation and robust upregulation of mRNA levels

show genome folding patterns in ensemble Hi-C data more

consistent with sustained E-P tethering in loops (model 1). While

our analysis captures strong regulatory loops, weaker interac-

tions may limit our understanding of the full regulatory land-

scape. Our data also cannot rule out condensates (model 4).

Because condensates range from 200 to 500 nm in size, they,

in principle, could create local environments of proximal access

to similar biomolecules without direct contact.57 Future causal

studies should aim to dissect the causal role for loop extrusion
12 Cell Genomics 4, 100606, August 14, 2024
and condensate formation in the loops observed connecting

distal enhancers and promoters to transcription elongation.

The models governing long-range E-P communication remain

an exciting open area, and further perturbative and single-cell im-

agingandgenomics studieswill garner further insight toward how

each model alone or individually impacts gene regulation at the

stages of initiation, pausing, and elongation. Altogether, our re-

sults highlight a link between transcriptional elongation and

cell-type-specificE-Pchromatin loopsandemphasize the impor-

tance of future work dissecting the causal role for looping in gene

expression regulation during human neural lineage commitment.
Limitations of the study
We aim to raise the limitations of our study. First, the E-P sub-

classes are small in size (Figures 5 and S7–S9). The limited

size is due to the filtering process shown in the flowcharts

(Figures S2 and S4–S6). Second, the RNA Pol II perturbation

data we re-analyzed from human DLD-1 cells and mouse

ESCs (Figure 6) examine a different biological context than our

hiPSC-derived neuron model (Figures 1, 2, 3, 4, and 5). The pub-

lished data study the role of RNA Pol II perturbation during the

maintenance of gene expression in cell lines, whereas our model

system reflects the establishment of new gene expression pat-

terns during cell fate transitions. Third, although we found a cor-

relation between RNA Pol II elongation and cell-type-specific

promoter-enhancer loops, the causal role of loops in the estab-

lishment of new RNA Pol II elongation patterns remains unclear

since we did not perform mechanistic perturbations in the

hiPSC-derived neuron model system.
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CTIP2 Abcam Cat# ab18465, RRID:AB_2064130

SATB2 Abcam Cat# ab51502, RRID:AB_882455

Anti-Mouse IgG H&L Alexa Fluor 488 Abcam Cat# ab150113, RRID:AB_2576208

Anti-Rat IgG H&L Alexa Fluor 647 Abcam Cat# ab150159, RRID:AB_2566823

Goat Anti-Rabbit IgG H&L Alexa Fluor 594 Abcam Cat# ab150080, RRID:AB_2650602

IgG from rabbit serum Sigma-Aldrich Cat# I8140, RRID:AB_1163661

CTCF Millipore Cat# 07–729, RRID:AB_441965

H3K27ac Millipore Cat# 07–449, RRID:AB_310624

YY1 Abcam Cat# ab109237, RRID:AB_10890662

RNA pol II antibody (mAb) (Clone 4H8) Active Motif Cat# 39097, RRID:AB_2732926

Chemical, peptides, and recombinant proteins

StemFlex culture media Thermo Fisher Scientific Cat # A3349401

Geltrex Thermo Fisher Scientific Cat # A1569601

Essential 6 media Thermo Fisher Scientific Cat # A1516401

Penicillin-streptomycin Gibco Cat# 15140122

Versene Solution Gibco Cat# 15040066

Accutase Gibco Cat# A1110501

Y-27632 (Dihydrochloride) Stem Cell Technologies Cat# 72304

Neurobasal media Thermo Fisher Scientific Cat# 21203-049

DMEM/F12 GlutaMax Thermo Fisher Scientific Cat# 10565-018

B27 supplement Thermo Fisher Scientific Cat# 17504-044

GlutaMax supplement Thermo Fisher Scientific Cat# 35050

Non-Essential Amino Acid Thermo Fisher Scientific Cat# 11140-050

N-2 supplement Thermo Fisher Scientific Cat# 17502048

Insulin Sigma Cat# I1882

2-mercapto-ethanol Thermo Fisher Scientific Cat# 21985-023

SB431542 Selleckchem Cat# S1067

LDN-193189 Selleckchem Cat# S2618

poly-L-ornithine Sigma-Aldrich Cat# P4957

Laminin Thermo Fisher Scientific Cat# 23017015

FGF-2 Stem Cell Technologies Cat# 78003

Uridine Sigma Cat# U3750-1G

STEMdiff Neural Rosette Selection Reagent Stem Cell Technologies Cat# 5832

DAPT Sigma-Aldrich Cat# D5942

PBS Corning Cat# 21-040-CV

100% Ethanol Decon Labs Cat# 2716

EDTA, pH 8.0 Invitrogen Cat# 15575020

Synth-a-Freeze Gibco Cat# A1254201

Formaldehyde solution Sigma-Aldrich Cat# F8775

Formaldehyde solution Pierce Cat# 28908

HEPES-KOH, pH 7.5 Boston BioProducts Cat# BBH-75-K
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Igepal CA-630 Sigma-Aldrich Cat# I8896

5M NaCl Invitrogen Cat# AM9760G

Protease Inhibitor Sigma Cat# P8340

SDS solution, 10% Fisher Scientific Cat# 15553027

TWEEN 20 Sigma P9416-50ML

Sodium bicarbonate Sigma-Aldrich Cat# S5761

Sodium deoxycholate Sigma-Aldrich Cat# D6750

TE buffer, pH 8.0 Invitrogen Cat# AM9858

Lithium chloride, ultra dry Alfa Aesar Cat# 1368406

Magnesium chloride solution Sigma Cat# M1028-100ML

Tris-HCl, pH 8.0 Invitrogen Cat# 15568025

Triton X-100 solution Sigma-Aldrich Cat# 93443

TE buffer, pH 8.0 Invitrogen Cat# AM9858

Nuclease-free water Sigma-Aldrich Cat# W4502

VECTASHIELD Antifade Mounting Medium Vector Laboratories Cat# H-1200

Protein A Agarose beads Invitrogen Cat# 15918014

Protein G Agarose beads Invitrogen Cat# 15920010

Agencourt AMPure XP beads Beckman Coulter Cat# A63881

RNaseA Roche Cat# 10109169001

Proteinase K NEB Cat# P8107S

PMSF solution Sigma Cat# 93482-50ML-F

Nuclease-free water Sigma-Aldrich Cat# W4502

Ultrapure Phenol/Chloroform/Isoamyl Alcohol Fisher Scientific Cat# BP1752I100

Critical commercial assays

Human Karyotype Panel NanoString Cat# XT-CSO-KAR15-012

Mycoplasma detection kit ATCC Cat# 30-1012K

Direct-zol total RNA isolation kit Zymo Cat# R2061

Qubit RNA HS assay Invitrogen Cat# Q32852

RNA 6000 Pico reagent kit Agilent Technologies Cat# 5067-1511

TruSeq Stranded Total RNA Library

Prep Human/Mouse/Rat (48 Samples) (gold)

Illumina Cat# 20020598

TruSeq RNA Single Indexes Set A and B Illumina Cat# 20020492

Qubit dsDNA HS assay kit Invitrogen Cat# Q32851

Agilent DNA 1000 reagent kit Agilent Technologies Cat# 5067–1504

Arima-HiC kit Arima Genomics Cat# A510008

Kapa Library Quantification Kit KAPA Biosystems Cat# KK4835

NEBNext Ultra II DNA Library Prep Kit for Illumina New England Biolabs Cat# E7645S

NextSeq (150-cycle) v2.5 High Output kit Illumina, Inc Cat# 20024907

NextSeq 500 High Output v2 Kit (75 cycles) kit Illumina, Inc Cat# 20024906

Deposited data

RNAPolII ChIP-seq in hiPSC, hiPSC-NPC,

and NPC-Neuron

This study GEO: GSE220103

CTCF ChIP-seq in hiPSC, hiPSC-NPC,

and NPC-Neuron

This study GEO: GSE220103

H3K27ac ChIP-seq in hiPSC, hiPSC-NPC,

and NPC-Neuron

This study GEO: GSE220103

Hi-C in hiPSC, hiPSC-NPC, and NPC-Neuron This study GEO: GSE220103

RNA-seq in hiPSC, hiPSC- NPC, and NPC-Neuron This study GEO: GSE220103

Experimental models: cell lines

7889SA3.5 Paquet et al.33 N/A

(Continued on next page)
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Software and algorithms

ImageJ NIH https://imagej.nih.gov/ij/

Adobe Photoshop (v 23.2.2) Adobe https://www.adobe.com/

Leica LAS X Leica https://www.leica-microsystems.com/products/

m icroscope-software/p/leica-las-x-ls/downloads/

deeptools (v 3.5.1) Ramirez et al.60 https://deeptools.readthedocs.io/en/develop/

MACS2 (v 2.1.1.20160309) Zhang et al.61 https://pypi.org/project/MACS2/

Bowtie (v 0.12.7) Langmead et al.62 http://bowtie-bio.sourceforge.net/index.shtml

Bedtools (v 2.29.1) Quinlan and Hall63 https://github.com/arq5x/bedtools2

HiC-Pro (v 2.7.7) and (v 3.1.0) Servant et al.64 https://github.com/nservant/HiC-Pro

Kallisto (v 0.46.1) Bray et al.65 https://pachterlab.github.io/kallisto/about

DESEQ2 (v 1.22.1) Love et al.66 https://doi.org/10.1186/s13059-014-0550-8

tximport Soneson et al.67 https://bioconductor.org/packages/

release/bioc/html/tximport.html

WebGestalt (v 0.4.4) Liao et al.68 https://github.com/bzhanglab/WebGestaltR

GEM-mappability (Binary pre-release 2) Marco-Sola et al.69 https://sourceforge.net/projects/

gemlibrary/files/gem-library/

3DeFDR-HiC (v 0.2.1) Fernandez et al.36 https://bitbucket.org/creminslab/hic3defdr

pyBigWig (v 0.3.18) Ramirez et al.60 https://github.com/deeptools/pyBigWig

opencv-python (v 4.5.4.58) Dominguez et al.70 https://docs.opencv.org/4.x/d6/d00/

tutorial_py_root.html

Mustache (v 1.3.1) Roayaei et al.71 https://github.com/ay-lab/mustache

Cooler (v 0.9.2) Abdennur et al.72 https://github.com/open2c/cooler

Cooltools (v 0.5.4) Open2C73 https://github.com/open2c/cooltools
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Lead contact
Further information and requests for resources, reagents, or other materials should be directed to and will be addressed by the lead

contact, Dr. Jennifer E. Phillips-Cremins (jcremins@seas.upenn.edu).

Materials availability
All unique reagents generated in this study are available from the lead contact with a completed Materials Transfer Agreement upon

reasonable request.

Data and code availability
d Raw sequencing files and key intermediate files generated in this study have been deposited in the Gene Expression Omnibus

GEO: GSE220103.

d All code is provided freely at the below zenodo link: https://doi.org/10.5281/zenodo.11106963. https://zenodo.org/records/

11106963.

EXPERIMENTAL MODELS AND SUBJECT DETAILS

Maintenance of human induced pluripotent stem cell (human iPSC) culture
A subclone of the previously described 7889SA human induced pluripotent stem cell (hiPSC) line was used for each experiment. The

line was established from AG07889 male fibroblasts (Coriell Institute for Medical Research, Camden, NJ) and previously character-

ized as described.33 Upon arrival, the subclone (7889SA3.5) was expanded and a master stock of cells were frozen from the early

passage. The same master stocks were thawed, cultured, and subsequently used for each experiment.

hiPSCs were cultured on 10 cm cell culture plastic dishes (Corning, #430167) and pre-coated with 6 mL Geltrex hESC-Qualified

Reduced Growth Factor Basement Membrane Matrix (Thermo Fisher Scientific, #A1569601) for 1 h at 37�C hiPSCs were plated and

maintained in StemFlex stem cell culture media (Thermo Fisher Scientific, #A3349401) supplemented with 1% (v/v) penicillin-strep-

tomycin (Thermo Fisher Scientific, #15140122). Cultures were incubated in a humidified incubator at 37�C and 5%CO2. To passage,
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cells were detached from dishes bywashing with 1xPBS and then incubating with 4mL of Versene Solution (Thermo Fisher Scientific,

15040066) at 37�C for 3–5min. Following inactivation by the addition of 10mL of fresh cell culturemedia, cells were split in a 1:3 to 1:8

dilution and seeded onto Geltrex-coated plates, prepared freshly on the same day.

To verify the cellular state of the hiPSC clones, an early passage stock vial was characterized for (1) normal karyotype, (2)

characteristic stem cell morphology, (3) expression of genes indicating pluripotent state, and (4) absence of mycoplasma. A hu-

man Karyotype Panel (NanoString, XT-CSO-KAR15-012) was used to assess karyotype from genomic DNA isolated from the

master stock. using phenol:chloroform and ethanol precipitation, DNA was extracted from the cells and submitted for

NanoString service provided by the Genomics Facility at The Wistar Institute, Philadelphia, PA. Immunofluorescence staining

was used to characterize the presence of pluripotency markers, we used for OCT4 (Santa Cruz, SC9081, 1:100 dilution) and

SSEA4 (R&D, MAB1435, 10 mg/mL) as described in detail under immunocytochemistry and microscopy. 105 hiPSCs were

collected into the existing culture media and processed with a mycoplasma detection kit (ATCC, 30-1012K) according to manu-

facturer’s protocol, to confirm the absence of mycoplasma contamination. Following the initial characterization of the master

stock, cultures were continuously monitored for expected pluripotent cell morphology by daily visual assessment under the mi-

croscope and routine staining for OCT4 and SSEA4.

hiPSC differentiation to neural progenitors (NPCs) and post-mitotic neurons
NPCs and post-mitotic neurons were differentiated from hiPSCs using our recently described cortical neuron differentiation protocol

with a few additional optimizations.34 Briefly, 24 h prior ]differentiation, StemFlex media was replaced with Essential 6 (E6) media

(Thermo Fisher Scientific, A1516401) on hiPSCs growing on 10 cmcell culture dishes. Induction of neural precursor cell differentiation

was initiated by detaching hiPSCs with 4mL Accutase (Thermo Fisher Scientific, #A1110501) followed by Accutase inactivation and

single cell suspension with 16 mL of E6 media. Cells were centrifuged, resuspended in E6 media supplemented with ROCK inhibitor

(Stem Cell Technologies, #72304) and seeded into Geltrex-coated 12-well tissue culture plates (Falcon, #353043), Medium was re-

placed to 2 mL neural induction (NI) medium supplemented with LDN-193189 (Selleckchem, #S2618, 1:10000) and SB431542 (Sell-

eckchem, #S1067, 1:1000). The day of change to NI media was counted as day in vitro 0 (DIV0). Cells weremaintained in NI media for

8 days (DIV8) where media was changed every day. To differentiate hiPSC derived neural precursor cells (hiPSC-NPCs), DIV8 cells

were enzymatically dissociated using Accutase and pelleted cells were resuspended at 30million cells per mL in NI medium that was

supplemented with ROCK inhibitor. Cells were plated as 250-mL spots onto dry 6-well plates there were pre-coated with poly-L-orni-

thine (Sigma-Aldrich, #P4957) and laminin (Thermo Fisher Scientific, #23017015, 20x dilution), and 2 mL NI medium supplemented

with ROCK inhibitor were slowly added to avoid detachment of the cells. Media was daily changed until DIV10. On DIV10 NI media

was replaced with neural maintenance (NM) media. 20 ng mL FGF-2 (Stem Cell Technologies Inc., #78003) were added for 2 days as

soon as neural rosetteswere apparent in the cultures.When cells with neuronal morphology started to emerge from rosettes, rosettes

were manually isolated under the microscope under sterile conditions and cultivated in NM media until DIV35 when NPC samples

were harvested.

To further differentiate cells into terminally differentiated, post-mitotic neurons (NPC-Neurons), NPC rosettes were triturated into

single cells using Accutase, followed by inactivation with fresh Neurobasal medium supplemented with B-27 serum-free supplement

(Thermo Fisher Scientific, #17504044), 2 mM GlutaMax (Thermo Fisher Scientific, #35050061), 1% (v/v) Penicillin-Streptomycin

(Thermo Fisher Scientific, #15140–122)). Cells were seeded at a �200,000–500,000 hiPSC-NPCs per well density onto a 24-well

poly-L-ornithine/laminin-coated plate. In the first 7 days after plating, 10 mM DAPT (Sigma-Aldrich, #D5942) and 5-FU was added

to the media to eliminate proliferating cells and enhancing terminal differentiation. Neurons were harvested at DIV65. Homogeneous

morphology was confirmed, and presence of neuronal markers were assessed as described in detail under immunocytochemistry

and microscopy.

METHOD DETAILS

Many of themethods listed below have already been described extensively in our previousmanuscripts.37,74–77We state the same or

near similar methodological steps below to ensure reproducibility and clarity.

Immunocytochemistry and microscopy
Stem cell markers (OCT4 andSSEA4), neural precursor cell markers (NESTIN, FOXG1), andmature neuronal markers (CTIP2, SATB2)

were assessed by immunofluorescence staining at Day 0, DIV35 (hiPSC-NPC), and DIV65 (NPC-Neuron). Briefly, cells were fixed in

4%paraformaldehyde (Pierce, cat# 28908), permeabilized in PBS/0.1% Triton X-100, and stained with primary antibodies anti-OCT4

(Santa Cruz, #SC9081, 1:100 dilution), anti-SSEA4 (R&D, #MAB1435, 10 mg/mL), anti-FoxG1 (Abcam, #ab18259), anti-Nestin (R&D

System, #MAB1259), anti-SATB2 (Abcam, #ab51502) and anti-CTIP2 (Abcam, #ab18465). Secondary antibodies Goat Anti-Mouse

IgG H&L Alexa Fluor 488 (Abcam, #ab150113), Goat Anti-Rat IgG H&L Alexa Fluor 647 (Abcam, #ab150159), and Goat Anti-Rabbit

IgGH&L Alexa Fluor 594 (Abcam, #ab150080) were used for visualization. Cells were imaged on a Leica DMi8microscope using soft-

ware Leica LAS X and images were processed in ImageJ and Adobe Photoshop (Adobe). Image processing parameters were limited

to brightness and contrast levels. These parameters were set equivalently across all images to obtain higher quality phase-contrast

images and ensure that secondary antibody only controls did not show signal.
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Total RNA-seq
Total RNAwas extracted from 3 biological replicates of hiPSCs, NPCs, and neurons using the Direct-zol total RNA isolation kit (Zymo,

#R2061) according to the manufacturer’s protocol. The integrity of the RNA samples (RIN) were assessed using Agilent RNA 6000

Pico reagent kit on the Bioanalyzer 2100 (Agilent Technologies, Santa Clara, CA, USA). 500 ng of isolated total RNA with a RIN value

above 8was used for ribosomal RNA depleted strand-specific RNA library preparation using the TruSeq Stranded Total RNA LT sam-

ple preparation kit with Ribo-Zero Gold (Illumina, #RS-122-2301). TruSeqRNASingle Indexes Set A andBwere used and ligated onto

cDNA (Illumina, #20020492) to enable multiplex sequencing. Library clean-up and size selection of �300 bp fragments was per-

formed by Agencourt AMPure XP beads (Beckman Coulter, #A63881) prior to PCR amplification and index incorporation for 15 cy-

cles. Library quality and quantities were assessed using the Qubit high sensitivity DNA assay kit (Thermo Fisher Scientific, Q32851)

and the Agilent DNA 1000 reagent kit (Agilent Technologies, 5067–1504) on the Agilent Bioanalyzer 2100 (Agilent Technologies, Santa

Clara, CA, USA). Sequencing of multiplexed, pooled samples were performed on Illumina NextSeq500 using a 150-cycle v2.5 High

Output kit (Illumina, Cat# 20024907), generating 2 3 75bp, paired-end reads.

Chromatin fixation for ChIP-seq and Hi-C
Cells were fixed for downstream ChIP-seq and Hi-C assays as previously described.20,36,37,74,75,78,79 Briefly, media was discarded,

cells were washed with 6 mL of 1x PBS and 10mL of freshly prepared fixation media (1% (v/v) formaldehyde in DMEM/F-12 (Thermo

Fisher Scientific, #11320033)) was added to the cells growing on 10 cm cell culture dishes and incubated for 10 min at room tem-

perature. Fixation media was diluted from 11% formaldehyde solution (50 mM HEPES-KOH (pH 7.5), 100 mM NaCl, 1 mM EDTA,

0.5 mM EGTA, 37% formaldehyde (Sigma, Cat# F8775). The fixation process was terminated by adding 125 mM glycine for 5 min

at room temperature, followed by 15 min incubation at 4�C. Cross-linked cells were washed with pre-chilled PBS twice before flash

freezing in liquid nitrogen. Pellets of cells were stored at �70�C.

ChIP-seq
ChIP-seq libraries were prepared as previously described,20,36,37,74,75,78,79 with minor modifications. Briefly, crosslinked cell pel-

lets (8–10 million cells) were lysed in pre-chilled cell lysis buffer (10 mM Tris pH 8.0, 10 mM NaCl, 0.2% (v/v) NP-40, 1 mM PMSF,

0.2% (v/v) Protease inhibitor cocktail (Sigma, #P8340)) on ice for 10 min. Using a Dounce homogenizer and 25–30 strokes with pestle

A, cells were homogenized. To pellet and solubilize nuclei, lysates were centrifuged at 2,500 x g for 5 min at 4�C and pellets were

resuspended in 500 mL nuclear lysis buffer (50 mM Tris pH 8.0, 10 mM EDTA, 1% (w/v) SDS, 1 mM PMSF, 0.2% (v/v) Protease in-

hibitor cocktail) on ice for 20 min before mixing with 300 mL IP dilution buffer (20 mM Tris pH 8.0, 2 mM EDTA, 150 mMNaCl, 1% (v/v)

Triton X-100, 0.01% (w/v) SDS, 1 mM PMSF, 0.2% Protease inhibitor cocktail). Chromatin was sheared to �200–600 bp DNA frag-

ment size usingQsonicaQ800R3 (Qsonica Sonicators, CT) with parameters of 100%amplitude and 30 s on/30 s off pulses. Fragment

size was confirmed on 1% agarose gel from purified input samples. After sonication lysates were centrifuged at 16,000 x g and incu-

bated for 2 hwith pre-clearing solution consisting 50 mg of IgG (Sigma, #I8140), 175 mL of Protein A Agarose (Thermo Fisher Scientific,

#15918014), and 175 mL of Protein G Agarose (Thermo Fisher Scientific, #15920010) in 3.7 mL of pre-chilled IP dilution buffer and

0.5 mL of nuclear lysis buffer by rotating at 10 rpm at 4�C. Chromatin immunoprecipitation was performed from supernatant using

antibody-bound beads by rotating the samples at 10 rpm overnight (�12 h) at 4�C. The following antibodies were used for ChIP: anti-

CTCF (Millipore, Cat# 07–729), anti-H3K27ac (Millipore, Cat# 07–449), anti-YY1 (Abcam, Cat# ab109237), anti-RNAPolII (Active

Motif, Cat# 39097). 10 mg of antibody was used for each 8–10 million cell pellets.

Beadswerewashed once in IPwash buffer 1 (20mMTris pH 8.0, 2mMEDTA, 50mMNaCl, 1% (v/v) Triton X-100, 0.1% (w/v) SDS),

twice in high-salt buffer (20 mM Tris pH 8.0, 2 mM EDTA, 500 mM NaCl, 1% (v/v) Triton X-100, 0.01% (w/v) SDS), once in IP wash

buffer 2 (10 mM Tris pH 8.0, 1 mM EDTA, 250 mM lithium chloride, 1% (v/v) NP-40, 1% (w/v/) sodium deoxycholate), and twice in 1 x

TE. All wash buffers were pre-chilled to �4�C. Chromatin was eluted from beads in elution buffer (1% (w/v) SDS, 100 mM sodium

bicarbonate), followed by RNA degradation by adding RNaseA (Roche, #10109169001) at 65�C for 1 h. Residual proteins were

removed and reverse crosslinking of DNA was induced by adding 2.4 U of Proteinase K (NEB, #P8107S) to eluent and incubation

at 65�C overnight. The ChIP DNA was purified and extracted using conventional phenol:chloroform extraction and ethanol precip-

itation methods. ChIP DNA was stored at �20�C until library preparation. 5 ng of purified ChIP-seq DNA was used for downstream

library preparation as described under library preparation (ChIP-seq, Hi-C).

Hi-C
Using the Arima Hi-C kit (Arima Genomics, Inc., #A510008) according to the manufacturer’s protocol, Hi-C was performed on �2

million cross-linked cells per replicate per condition. The 50-overhangs were filled in to label the digested ends with a biotinylated

nucleotide following restriction digest of the chromatin with multiple enzymes. Spatially proximal digested ends of DNA were ligated,

purified, and sheared to an average size of�400 bp using a Covaris S220 sonicator. The sonicator was used at 140 W peak incident

power, 10% duty factor, and 200 cycles per burst for 55 s. Size-selection and bead purification was performed to obtain 200-600 bp

DNA fragments using DNA Purification Beads (AMPure XP Beads, Beckman Coulter, #A63881). Biotin-tagged ligation junctions were

enriched after size-selection using Enrichment Beads provided in Arima-Hi-C kit. Streptavidin beads containing enriched DNA frag-

ments were kept up to 3 days at �20�C, before proceeding with library preparation as described under library preparation (ChIP-

seq, Hi-C).
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Library preparation (ChIP-seq, Hi-C)
Sequencing libraries were prepared using the NEB Next Ultra II Library Prep Kit (NEB, #E7645S) following the manufacturer’s pro-

tocol with minor modifications. For ChIP and Hi-C experiments, end-repair and dA-tailing of DNA was carried out according to the

manufacturer’s protocol. Adaptor-ligated Hi-C libraries were washed on streptavidin beads twice in 150 mL of wash buffer at 55�C
and once in 100 mL of elution buffer (ArimaGenomics, #A510008). Ligation products were eluted from streptavidin beads by boiling at

98�C for 10min in 15 mL elution buffer. Size-selection of adaptor-ligated ChIP-seq libraries were performed using AgenCourt Ampure

XP beads (Beckman Coulter, #A63881). Library amplification was carried out using NEBNext Ultra II DNA Library Prep Kit for Illumina

(NEB, #E7645S) according to themanufacturer’s protocol. For ChIP-seq, <1 kb size DNA fragments were size-selected and amplified

using 7–8 PCR cycles. After additional purification using AgenCourt Ampure XP beads (BeckmanCoulter, #A63881), the quality of the

individual libraries was assessed using Agilent Bioanalyzer High Sensitivity DNA Analysis Kits (Agilent, #5067–4626). DNA concen-

tration was quantified using a Kapa Library Quantification Kit (KAPA Biosytems, #KK4835). Libraries were pooled and sequenced on

an Illumina NextSeq 500 instrument using 75-cycle v2.5 High Output kit (Illumina, Cat# 20024906) for 75 bp single-end reads for

ChIP-seq or 37 bp pair-end for Hi-C.

hg38 RefSeq reference transcriptome
The hg38 reference transcriptome was downloaded from the UCSC Table Browser on July 7th, 2021. NCBI RefSeq and RefSeq

Curated were used as track and table options respectively (https://genome.ucsc.edu/cgi-bin/hgTables?hgsid=2124536004_

I92s7VLx7DSbALI8aT7Yh5FE7R3X). Genes that (i) are in canonical chromosomes 1–22 and chromosome X, (ii) are not present in

multiple chromosomes, (iii) have a gene length greater than 10 kb (iv) are not intersecting the GRCh38 blacklist (https://www.

encodeproject.org/files/ENCFF356LFX/), centromeres, or telomeres were analyzed.

RNA-seq analysis
RNA-seq paired-end reads corresponding to the hg38 RefSeq reference transcriptome were pseudoaligned using kallisto quant

with 100 bootstraps of gene quantification.65 In R, stimulated counts were converted into DESeq2 format using the library ("txim-

portData") according to recommendations from the DESeq2 documentation.66 Normalized counts were computed for each repli-

cate and each cellular stage using DESeq2. Genes with the same transcription start sites (TSSs) and transcription end sites (TESs)

were merged into transcriptional units and the counts were summed together. The final reference transcriptome had 27,030 tran-

scriptional units.

Hi-C pre-processing
Paired end reads with a read length of 37 bpwere aligned to the hg38 genome using bowtie2. Through the HiC-Pro software (v 2.7.7),

the following default global parameters were used: –very-sensitive –L 30 –score-min L,-0.6,-0.2 –end-to-end–reorder and the

following local parameters:–very-sensitive –L 20 –scoremin L,-0.6,-0.2 –end-to-end–reorder. Reads that were unmapped, non-

uniquely mapped, and PCR duplicates were removed. Unique valid pairs were binned into uniform 10kb bins to generate cis-contact

matrices and then merged across replicates.

To normalize for sequencing depth, samples were normalized using size factors conditioned on genomic distance from the diag-

onal. A size factor was computed for each sample by summing the counts of bin-bin pairs that are the same genomic distance and

then dividing by the geometric mean. Then, the normalizedmatrices were rounded to the nearest whole number for downstream loop

calling. Poorly mapped regions were removed from the normalized matrices based on an hg38 36-mer alignability track generated

using the GEM-mappability alignment software. Pixels weremasked if a 50kb window centered on that pixel had ameanmappability

below 50%. An additional filter that removes high outliers was implemented to prevent balancing artifacts. Pixels that exhibited high

fold changes (>4) relative to the median value of a neighborhood defined by a 53 5 footprint were removed. If a row had less than 35

non-zero pixels within 750 kb of the diagonal, it was masked. After filtering, the Knight-Ruiz matrix balancing algorithm was imple-

mented and the final bias factors were retained.

Hi-C expect0065d modeling
With several modifications, an expected modeling strategy from our previous work and work of others was implemented as

described in detail in our previously published works (https://bitbucket.org/creminslab/cremins_lab_loop_calling_pipeline_11_6_

2021/src/initial/).20,35–37,78–81

The analysis was restricted to pixels with interaction distances within 10 Mb from Knight Ruiz balanced 10kb contact matrices.

First, to account for the distance dependence of Hi-C counts, a one-dimensional expected model, D, was computed by determining

the geometric mean of interaction counts for each of the first 1000 diagonals spanning 10 Mb (Equation 1):

Dd = ðSa;bÞ c d such that 0 % d%1000 (Equation 1)

whereDd is the expected value for interactions between pixels ða;bÞ separated by d bins and S is the balanced contact matrix with a

pseudocount of 1 added to each count. Then to correct the one-dimensional expected model for local domain structures, each ex-

pected value Di;j was multiplied by five separate correction factors (Equations 2, 4, 6, 8, and 10). These correction factors were

computed by summing all pixels ða;bÞ that fall within a geometric footprint centered on pixel i; j in the balanced matrix S and the
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one-dimensional expectedmatrixD then finding the ratio between the two sums. The five geometric footprints are the donut footprint

(Equations 2 and 3),

EDF
i;j = Di;j 3

P
ða;bÞ˛DFi;j

Sa;b

P
ða;bÞ˛DFi;j

Db� a

(Equation 2)

DFi;j = fða;bÞjðja � ij % wÞ^ðjb � ij % wÞ^ðas iÞ^ðbs jÞ^ððja � ij > pÞnðjb � jj > pÞÞg (Equation 3)

the lower left footprint (Equations 4 and 5).

ELLF
i;j = Di;j 3

P
ða;bÞ˛ LLFi;j

Sa;b

P
ða;bÞ˛ LLFi;j

Db� a

(Equation 4)

LLFi;j =
�ða;bÞ ˛ DFi;j

��ða < iÞ^ðb < jÞ� (Equation 5)

vertical footprint (Equations 6 and 7).

EVF
i;j = DI;j 3

P
ða;bÞ˛VFi;j

Sa;b

P
ða;bÞ˛VFi;j

Db� a

(Equation 6)

VFi;j = fða;bÞjððb = j � 1Þnðb = jÞnðb = j + 1ÞÞ^ðja � ij > pÞ^ðja � ij % wÞg (Equation 7)

horizontal footprint (Equations 8 and 9).

EHF
i;j = Di;j 3

P
ða;bÞ˛HFi;j

Sa;b

P
ða;bÞ˛HFi;j

Db� a

(Equation 8)

HFi;j = fða;bÞ j ðða = i � 1Þnða = iÞnða = i + 1ÞÞ^ðjb � jj > pÞ^ðjb � jj % wÞg (Equation 9)

and the upper triangle footprint (Equations 10, 11, 12, 13, 14, 15, 16, and 17).

EUTF
i;j = Di;j 3

P
ða;bÞ˛UTFi;j

Sa;b

P
ða;bÞ˛UTFi;j

Db� a

(Equation 10)

UTFi;j =
�ða;bÞ ˛ DFi;j

��b � a R j � i
�

(Equation 11)

respectively. All geometric footprints were parameterized by p = 4 andw= 10. An additional parameter was implementedwhere the

minimum fraction of finite counts within a footprint must be greater than 0.2 for an expected value to be computed. The final expected

value of pixel i; j was computed by finding EUTF
i;j when the interaction distance was less than 400kb. The final expected value was

computed by finding the maximum expected value across the donut, lower left, vertical, and horizontal footprints when the interac-

tion distance was greater than 400kb but less than 10 Mb (Equation 12).

Ei;j =

8<
:

EUTF
i;j ; for b � a% 40

max
�
EDF
i;j ;E

LLF
i;j ;EHF

i;j ;E
VF
i;j

�
; for 40<b � a < 1000

(Equation 12)

Hi-C p Values
To compute an integer biased expected value for comparison with the integer sequencing depth normalized count Xi;j; the final ex-

pected value Ei;j and the bias vector c from Knight-Ruiz balancing was used. (Equation 13):

Ebiased
i;j = Ei;j 3 ci 3 cj (Equation 13)
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A p-value Pi;j was computed by testing the null hypothesis that Xi;j was less than or equal to a Poisson-distributed random variable

X0
i;j with mean Ebiased

i;j (Equation 14):

Pi;j = P
�
Xi;j % X 0

i;j

�
;X0

i;j � Poisson
�
Ebiased
i;j

�
(Equation 14)
Hi-C multiple testing correction
To perform multiple testing correction, the lambda-chunking method from Aiden7 was applied. First, we stratified pixels ði; jÞ by their
biased expected values Ebiased

i;j using bins with a bin spacing 21=3. After stratification by biased expected values, Benjamini-Hochberg

false discovery rate control was performed on each chunk separately to obtain a q-value,Qi;j. This q-value represents the significance

of the maximum false discovery rate (FDR).

Hi-C loop clustering
After computingQi;j, clusters of nearby significant pixels were identified. First, an initial set of significant pixels was identified using: (1)

a q-value Qi;j %0:05 , a balanced contact value Si;j R 6 and an observed over expected fold-change FCR1:5. Clusters with fewer

than three significant pixels were removed to reduce false positives. ‘‘Superclusters’’ composed of smaller clusters that were more

likely to be true interactions, were found in the initial calls. Therefore, superclusters were refined by applying increasingly more strin-

gent q-value thresholds on the order from 0.05 to 5e�6 FDR. If a cluster became smaller when the threshold was tightened, the

smaller, more refined cluster was kept. If a cluster was lost entirely when the threshold was tightened, the cluster right before it

was lost was kept. Finally, to avoid calling loops near the diagonal of the contact matrix, all clusters containing at least 1 pixel within

3 bins of diagonal were removed.

Hi-C differential loop calling
To call differential loops between conditions, 3DeFDR-HiC was used.36 In brief, 3DeFDR-HiC performs a negative binomial likelihood

ratio test for every pixel engaged in loops genome-wide. The negative binomial model was defined by several parameters. These

parameters are (i) the average count per pixel across replicates for the two cell stages being compared (ii) a distance-dependent

scaling factor and (iii) the Knight-Ruiz balancing bias factor, and (iv) an estimated distance dispersion per pixel across replicates

for the two cell stages being compared. To obtain p-values against the null hypothesis that each looping pixel was not part of a dif-

ferential loop a likelihood ratio test was performed. The Benjamini-Hochberg procedure was applied to correct these p-values an

FDR threshold of 30%. Once differential pixels were identified, they were re-clustered back into their original clusters and compared

for occupancy. If a cluster hadmore than 75%of its pixels as condition specific, then that cluster was classified as condition specific.

Otherwise, the cluster was classified as invariant. To visually confirm differential loop calls, aggregate peak analysis was performed

based on the mean Hi-C signal of a +/� 130 kb region centered on the differential loop calls.

ChIP-seq analysis
Using Bowtie, RNA Polymerase II (RNAPolII), CTCF, and H3K27ac ChIP-seq single-end reads were aligned to the hg38 genome.

Reads with more than two alignments were removed. To account for sequencing depth differences, all immunoprecipitation libraries

were downsampled to 24 million reads. Input libraries were also downsampled to 24 million reads. MACS2 callpeak was used to call

peaks with a p-value cutoff of 1 3 10�4 for RNAPolII, CTCF, and H3K27ac, and a broad peak cutoff of 1 3 10�4 for RNAPolII and

H3K27ac. Bedgraph pileups were also generated using the -B and –SPMR flags and then converted to bigwigs using UCSC bed-

GraphToBigWig. During preliminary analysis, it was noted the RNAPolII, CTCF, and H3K27ac ChIP-seq signals were not proportional

across libraries. To address this, each pileup interval was divided by scalar size factors. To determine each size factor, the maximum

global signal was found for each chromosome, followed by the mean of those maximums, and then mean was divided by 14.106 for

the RNAPolII libraries, 11.339 for the CTCF libraries, and 9.965 for the H3K27ac libraries.

RNAPolII occupancy analysis
RNAPolII binding was profiled for each gene by computing the transcription start site (TSS) ChIP-seq pileup signal (STSS), the tran-

scription end site (TES) ChIP-seq pileup signal (STES), and the gene body ChIP-seq pileup signal (SGBÞ. The total pileup signal span-

ning +/� 500 bins relative to the TSSwas obtained using the values function from the pyBigWig python package (v0.3.18). Then, STSS

was computed as the maximum ChIP-seq pileup signal within this region Si (Equation 15):

STSS = max
i˛ f� 500 bp.500 bpg

ðSiÞ (Equation 15)

To correct for enriched 30 signal, the total pileup signal spanning +/� (gene length * 0.025) relative to the TES using the pyBigWig

values function was also obtained. STES was computed as the mean ChIP-seq pileup signal within this region Sj (Equation 16):

STES = mean
j˛ f� ð0:025�gene lengthÞ bp.+ð0:025�gene lengthÞ bpg

ðSjÞ (Equation 16)
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Finally, the total pileup signal spanning +500 base-pairs from the TSS region to the start of the TES region was obtained. Before

computing the gene body pileup signal, SGB, the region was resized into 4,375 bins to normalize for gene length. This was accom-

plished using the cv2.resize function from the opencv-python package (v4.5.4.58). After resizing, the gene body signal, SGB; was

computed (Equation 17):

SGB = mean
k˛ f0 bins.4375 binsg

ðSkÞ (Equation 17)

Each gene was parsed into repressed, elongated, and initiated categories across each cellular stage. For a gene to be classified as

repressed, four conditionsmustbemet:STSS < 0:75andSGB < 0:2,STES < 0:3 andmeannormalizedgeneexpression less than300. For

agene tobeclassifiedas initiated, threeconditionsmustbemet:STSS > 0:75andSGB < 0:2, andSTES < 0:3. For agene tobeclassifiedas

elongated, two conditions must be met: STSS > 0:75 and SGB > 0:2 5. ChIP-seq pileup heatmaps were generated using deeptools.

Intersection of RNAPolII occupancy profiles with CTCF peaks
For each gene that exhibits each of the three RNAPolII occupancy profiles in each cellular stage, promoter regions (i.e., 2kb upstream

of the TSS) were intersected with CTCF peaks identified in that cellular stage using bedtools intersect. For example, the promoters of

genes that were classified as elongated in NPCs were intersected with CTCF peaks identified in NPCs, the promoters of genes that

were classified as elongated in neuron were intersected with CTCF peaks identified in neuron, et cetera.

Gene ontology analysis
UsingWebGestalt (http://www.webgestalt.org), gene ontology enrichment was performed. The following settings were used: Organ-

ism of interest = Homo Sapiens; Method of interest = Over-Representation Analysis; Functional Database = geneontology, Biological

Process noRedundant; Select Reference Set, genome.

Parsing RNAPolII transition classes
For each cellular stage transition (i.e., hiPSC-to-NPC and NPC-to-neuron), each gene was parsed into nine RNAPolII transition clas-

ses based on their RNAPolII occupancy profiles. Genes were parsed as follows.

i. Repressed-Repressed: RNAPolII occupancy profile is classified as repressed in both prior and latter cellular stages.

ii. Repressed-Initiated: RNAPolII occupancy profile is classified as repressed in the prior cellular stage but initiated in the latter

cellular stage.

iii. Repressed-Elongated: RNAPolII occupancy profile is classified as repressed in the prior cellular stage but elongated in the

latter cellular stage.

iv. Initiated-Initiated: RNAPolII occupancy profile is classified as initiated in both prior and latter cellular stages.

v. Initiated-Repressed: RNAPolII occupancy profile is classified as initiated in the prior cellular stage but repressed in the latter

cellular stage.

vi. Initiated-Elongated: RNAPolII occupancy profile is classified as initiated in the prior cellular stage but elongated in the latter

cellular stage.

vii. Elongated-Elongated: RNAPolII occupancy profile is classified as elongated in both prior and latter cellular stages.

viii. Elongated-Initiated: RNAPolII occupancy profile is classified as elongated in the prior cellular stage but initiated in the latter

cellular stage.

ix. Elongated-Repressed: RNAPolII occupancy profile is classified as elongated in the prior cellular stage but repressed in the

latter cellular stage.

Parsing looping classes
For each RNAPolII transition class, promoters (i.e., 2kb upstream of the TSS) were intersected with both anchors of each differential

and invariant loop calls (Figures 4 and S3).

For the hiPSC-to-NPC transition, a gene was classified as Class 1 if the promoter intersected with one or more hiPSC-specific

loops, Class 2 if the promoter only intersected with one or more NPC-specific loops, Class 3 if the promoter intersected with one

ormore hiPSC-specific loops and one ormore NPC-specific loops,Class 4 if the promoter intersectedwith only one ormore invariant

loops, and Class 5 if the promoter did not intersect with any differential or invariant loops.

For the NPC-to-neuron transition, a gene was classified as Class 1 if the promoter intersected with one or more NPC-specific

loops, Class 2 if the promoter only intersected with one or more neuron-specific loops, Class 3 if the promoter intersected with

one or more NPC-specific loops and one or more neuron-specific loops, Class 4 if the promoter intersected with only one or

more invariant loops, and Class 5 if the promoter did not intersect with any differential or invariant loops.

Defining differential enhancer regions
For Figures 5 and S7, we filtered genes parsed by RNAPolII and looping status based on their proximity to differential enhancers. To

identify differential enhancers, concatenated list of H3K27ac ChIP-seq peak calls identified in NPC and neurons were created. From
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this list, any H3K27ac peaks that overlapped hg38 TSS±1kb, hg38 Refseq exons, 30 UTRs and 50 UTRs (downloaded from the UCSC

Genome browser on October 25th 2022) were removed using bedtools. This resulted in H3K27ac peaks at only introns and intergenic

regions. Finally, H3K27ac peaks were parsed into cell-type specific enhancers and invariant enhancers. First, the average bigwig

signal across the peak interval was calculated using the pybigwig package (v0.3.13) in both conditions and then the fold change

in H3K27ac-seq signal as [NPC stage/neuron stage] was calculated. A peak was assigned as an NPC-specific enhancer if it exhibited

a fold change H3K27ac ChIP-seq signal [NPC stage/neuron stage] > 2.0. In addition, the NPC signal at the peak had to be above the

20th percentile signal threshold of all the enhancers. A peakwas assigned as a neuron-specific enhancer peak using similar logic. The

remaining enhancer peaks were classified as invariant enhancers.

The same method was applied to the H3K27ac ChIP-seq peak calls identified in hiPSC and NPCs. A peak was assigned as an

hiPSC-specific enhancer if it exhibited a fold change H3K27ac ChIP-seq signal as [hiPSC stage/NPC stage] > 2.0 and if the hiPSC

signal at the peak was above 20th percentile signal threshold of all the enhancers. A peak was assigned as an NPC-specific enhancer

peak in the same manner with the conditions reversed.

Classification of NPC-specific and neuron-specific loops using promoter positions and differential H3K27ac
enhancer regions
Loops formed by the genes present in the RNAPolII transition classes based on the cell-type specific H3K27ac enhancers fromChIP-

seq peak calls were classified (see previous section). Loop anchors were defined as the region between start and end coordinates

enclosing all the pixels in the looping cluster. Promoter regions were defined as 2kb upstream of the TSS of genes.

Promoter loops were classified as follows.

i. Promoter–neuron-specific enhancer: if one loop anchor colocalized with a promoter region and the other loop anchor colo-

calized with a neuron-specific enhancer regardless of the presence of other enhancers.

ii. Promoter–NPC-specific enhancer: if one loop anchor colocalized with a promoter region and the other loop anchor colocal-

ized with a prior NPC-specific enhancer but not a neuron-specific enhancer.

iii. Promoter–Cell type-invariant enhancer: if one loop anchor colocalized with a promoter region and the other loop anchor

colocalized with only invariant enhancers.

iv. Promoter–Non-coding//non-enhancer: if one loop anchor colocalized with a promoter region and the other loop anchor did

not overlap with any enhancers.

v. Promoter–Promoter: if both loop anchors were colocalized with any promoter regions as defined above. This group is also

mutually exclusive with the promoter-enhancer groups.

For the hiPSC-to-NPC transition, we classified promoter loops as follows.

i. Promoter–NPC-specific enhancer: if one anchor colocalized with promoter region and the other anchor colocalized with an

NPC-specific enhancer regardless of the presence of other enhancers.

ii. Promoter–iPSC-specific enhancer: if one anchor colocalized with a promoter region and the other anchor colocalized with a

prior hiPSC-specific enhancer but not an NPC-specific enhancer.

iii. Promoter–Cell type-invariant enhancer: if one anchor colocalized with a promoter region and the other anchor colocalized

with only invariant enhancers.

iv. Promoter–Non-coding//non-enhancer: if one anchor colocalized with a promoter region and the other anchor did not coloc-

alize with any enhancers.

v. Promoter–Promoter: if both anchors colocalized any promoter regions as defined above. This group is alsomutually exclusive

with the promoter-enhancer groups.

Stratification of promoter-promoter looping genes and non-looping genes
Promoter-promoter looping genes identified in the previous section and non-looping genes identified in the parsing looping classes

section were further stratified based on the presence of close-range intronic and intergenic H3K27ac peaks (i.e., within ±80 kb of the

TSS). This range was determined based on the resolution of the loop calling method. Genes that did not have any intronic and inter-

genic H3K72ac peaks within ±80 kb of the TSS were further characterized for gene expression in Figures 5 and S7–S9.

Stratification of enhancers at cell-type specific enhancer-promoter loops by RNAPolII occupancy
Using the values function from the pyBigWig python package, cell-type relevant RNAPolII ChIP-seq pileup signal at cell-type specific

enhancers was obtained (i.e., RNAPolII ChIP-seq from neurons was intersected with neuron-specific enhancers). To normalize for

enhancer length, each enhancer was binned into 1000 bins. This was accomplished using the cv2.resize function from the

opencv-python package. Then, themean signal was computed for each binned enhancer. For an enhancer to be classified as having

RNAPolII signal, its mean value had to be greater than 0.2. Enhancer anchors of enhancer-promoter loops from Figure 5 were inter-

sected with stratified enhancers using bedTools intersect to obtain proportions summarized in Figure S10A–C. For Figures S10D–

S10F, A transcriptional unit was classified as being at an enhancer promoter loop with enhancer RNAPolII signal if at least one
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enhancer at the enhancer anchor had RNAPolII signal. A transcriptional unit was classified as being at an enhancer-promoter loop

without enhancer RNAPolII signal if none of the enhancers at the enhancer anchor had RNAPolII signal.

RNAPolII Occupancy Analysis of DLD-1 RNAPolII ChIP-seq
First, the RNAPolII ChIP-seq bigwig from39 was lifted over from hg19 to hg38 using UCSC liftOver. Then, from the hg38 lifted bigwig,

genes were classified as repressed, initiated, and elongated using the algorithm described in the RNAPolII occupancy analysis sec-

tion. For a gene to be classified as repressed, three conditions must be met: STSS < 0:75 and SGB < 0:1, STES < 0:3. For a gene to be

classified as initiated, three conditions must be met: STSS > 0:75 and SGB < 0:1, and STES < 0:3. For a gene to be classified as elon-

gated, two conditions must be met: STSS > 0:75 and SGB > 0:2.

Analysis of DLD-1 CTCF CUT&Tag
MACS2 bdgpeakcall was used to call CTCF peaks from the published bedgraphs of replicates 1 and 2 separately.32 A p-value cutoff

of 13 10�2 was used. Peak calls were then merged using bedtools merge. For each gene classified as repressed, initiated, or elon-

gated, the promoter regions (i.e., 2kb upstream of the TSS) were intersected with the merged CTCF peaks using bedtools intersect.

Analysis of DLD-1 Micro-C
Using the provided mcool files from,32 the Mustache package was used to identify loops in Micro-C from wild-type DLD-1 cells. The

following parameters were used: -pt 0.05 and -r 5000. The loop epicenters that intersected the 2kb promoters of repressed, initiated,

and elongated genes with and without CTCF were used in the paired aggregate peak analyses in Figure 6. Aggregate peak analyses

were generated using cooltools. ChIP-seq pileup heatmaps of gene promoters that intersected loops called in the control condition in

Figure 6 were generated using deeptools.

mm10 RefSeq reference genome
The mm10 reference transcriptome was downloaded from the UCSC Table Browser on February 2nd, 2024. NCBI RefSeq and

RefSeqCuratedwere used as track and table options respectively (https://genome.ucsc.edu/cgi-bin/hgTables?hgsid=1345872709_

tycZ8naeqyTXL51A2BV9FK8CsBk0). Genes that (i) are in canonical chromosomes 1–19 and chromosome X, and (ii) have a gene

length greater than 2 kb were analyzed.

RNAPolII Occupancy Analysis of JM8.N4 mouse ES cell RNAPolII ChIP-seq
First, the RNAPolII ChIP-seq bigwig from40 was used to classify genes as repressed, initiated, and elongated. This was accomplished

using the algorithm described in the RNAPolII occupancy analysis section. For a gene to be classified as repressed, three conditions

must be met: STSS < 12 and SGB < 9, STES < 12. For a gene to be classified as initiated, three conditions must be met: STSS > 45 and

SGB < 9, and STES < 12. For a gene to be classified as elongated, two conditions must be met: STSS > 45 and SGB R 12.

Analysis of JM8.N4 mouse ES cell CTCF ChIP-seq
Peak calls were obtained from.43 For each gene classified as repressed, initiated, or elongated, the promoter regions (i.e., 2kb up-

stream of the TSS) were intersected with the CTCF peaks using bedtools intersect.

Analysis of JM8.N4 mouse ES cell Micro-C
For both the triptolide (TRP) and flavopiridol (FLV) Micro-C, only paired-end fastq files from replicate 2 were obtained and analyzed

from GEO: GSE130275 to conserve computational resources. Both replicates were mapped to mm10 with an up-to-date version of

HiC-Pro (v 3.1.0) using the same settings outlined in the Hi-C pre-processing section. Running the full HiC-Pro pipeline yielded

230,232,230 unique valid pairs for TRP replicate 2 and 220,970,201 unique valid pairs for FLV replicate 2. For the wild-type

Micro-C, the wild-type allValidPairs file corresponding to N = 2.6 billion reads was downloaded from GEO: GSE130275. Due to dra-

matic sequencing depth differences, the wild-type, FLV, and TRP conditions were downsampled together. Trans valid pairs and

chromosome Y were excluded from further analysis. Each chromosome was downsampled separately from other chromosomes,

resulting in a total of 193,477,253 valid pairs genome-wide per condition. The hicpro2higlass.sh script from the HiC-Pro package

(v 3.1.0) was used with default settings to construct three 10kb resolution.cool matrices from each downsampled allValidPairs file

for aggregate peak analyses in Figure 6 and a 5kb resolution.cool matrix from the wild-type N = 2.6 billion reads allValidPairs file

for loop calling. Each.cool matrix was ICE balanced using cooler balance with the following settings: –cis-only and –max-iters

500. Loops were called on the wild-type 5kb resolution.cool matrix using the Mustache package. The following parameters were

used: -pt 0.05 and -r 5000. After loop calling, the 5kb bin coordinates of the loop epicenters were converted to 10kb bin coordinates

for aggregate peak analyses in Figure 6. Only the loop epicenters that intersected the 2kb promoters of repressed, initiated, and elon-

gated genes with and without CTCF were used. Aggregate peak analyses were generated using cooltools. ChIP-seq pileup heat-

maps of genes whose promoters intersected loops called in the wild-type condition in Figure 6 were generated using deeptools.
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