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Targeted spatial transcriptomic methods capture the topology of cell types 
and states in tissues at single-cell and subcellular resolution by measuring 
the expression of a predefined set of genes. The selection of an optimal set of 
probed genes is crucial for capturing the spatial signals present in a tissue. 
This requires selecting the most informative, yet minimal, set of genes to 
profile (gene set selection) for which it is possible to build probes (probe 
design). However, current selections often rely on marker genes, precluding 
them from detecting continuous spatial signals or new states. We present 
Spapros, an end-to-end probe set selection pipeline that optimizes both 
gene set specificity for cell type identification and within-cell type expression 
variation to resolve spatially distinct populations while considering prior 
knowledge as well as probe design and expression constraints. We evaluated 
Spapros and show that it outperforms other selection approaches in both 
cell type recovery and recovering expression variation beyond cell types. 
Furthermore, we used Spapros to design a single-cell resolution in situ 
hybridization on tissues (SCRINSHOT) experiment of adult lung tissue to 
demonstrate how probes selected with Spapros identify cell types of interest 
and detect spatial variation even within cell types.
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Single-cell transcriptomics has enabled the study of tissue heteroge-
neity at an unprecedented scale and resolution1,2. Recently, spatial 
transcriptomic technologies have added spatial context to these meas-
urements to describe both tissue composition and organization3–6. 
Yet, this additional information requires a compromise either in spa-
tial resolution or in the number of measured features. While untar-
geted spatial transcriptomic methods aggregate measurements over 
multiple cells and thus lack single-cell resolution7–9, targeted spatial 
transcriptomic methods measure the expression of a limited number 
of genes10–15. Selecting which genes to target is crucial for successful 
targeted spatial transcriptomic experiments.

Gene set selection must be guided by analysis goals and the limita-
tions of the experimental technique. Typical analysis goals include the 
identification of cell types, the description of cell states and transitions 
and the spatial characterization of cell communication patterns and 
active multicellular programs. Thus, any selected gene set needs to 
include cell type marker genes while also capturing general transcrip-
tional heterogeneity beyond cell types. Simultaneously, one must 
account for technical limitations on the expression levels (for example, 
due to optical crowding16,17) and constraints on probe design and allow 
users to include prior knowledge such as pre-selected genes that may 
be relevant to the study of disease.
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redundancy, violation of technical expression constraints and run 
time (Methods and Fig. 1c).

Cell type identification metrics measure cell type classification 
accuracy and the percentage of captured cell types (Extended Data 
Fig. 1a) and how well the marker expression of a literature-derived list 
are captured via marker correlation and cell type-balanced marker cor-
relation (Extended Data Fig. 1b). Variation recovery metrics measure 
how well cellular variation of the full transcriptome is recovered with 
only a subset of features. These comprise coarse and fine clustering 
similarities, which quantify how well the gene set recovers cluster 
structure at different levels of granularity, and neighborhood simi-
larity, which measures how well the local cell neighborhoods of the 
gene expression-based k-nearest neighbor (knn) graph are preserved 
(Extended Data Fig. 2a). The amount of redundant genes in the gene set 
is assessed via gene correlation and the percentage of highly correlated 
genes (Extended Data Fig. 2b). The low and high expression constraint 
violation metrics measure how strongly the gene set violates technical 
expression thresholds. Finally, we measure the computation time of 
the feature selection methods. The overall performance of a gene set 
is then computed as the average of the dissociated variation recovery 
metrics coarse–fine clustering similarity and neighborhood similar-
ity and the cell type identification metrics classification accuracy and 
percentage of captured cell types, as these are the main objectives we 
want to optimize for.

As our metrics are mostly run on dissociated single-cell data, we 
tested how well these translate to spatial variation signals by running 
existing probe selection methods on a multiplexed error-robust fluo-
rescence in situ hybridization (MERFISH) dataset (Methods). We found 
that cell type identification and variation recovery metrics translated 
well to matched spatial data (r = 0.67 and 0.68; Extended Data Fig. 3a). 
The optimization of fine-grained variation recovery metrics on the dis-
sociated reference was highly correlated with spatial variation recovery 
in spatial measurements (r = 0.79; Extended Data Fig. 3b).

We integrated these metrics and classical gene selection meth-
ods into a modular, reproducible Snakemake36 pipeline for gene set 
evaluation using our Spapros Python package. The Spapros evaluation 
pipeline enables large-scale evaluations by automated parallelized 
high-performance computing usage and can be used to compare gene 
set selection methods as well as manually selected gene sets.

Classical feature selection methods optimize different gene 
set selection objectives
Feature selection approaches are widely used in typical scRNA-seq data 
analysis pipelines19. As such, we investigated whether these approaches 
are also suitable for gene set selection. We applied our evaluation suite 
to investigate the performance of several general feature selection 
methods (based on principal-component analysis (PCA), sparse PCA 
(SPCA), differential expression (DE) and HVGs; Methods). Additionally, 
we added random selections and a set of highest-expressed genes as 
baseline comparisons (Fig. 1c and Extended Data Figs. 1 and 2).

Overall, feature selection methods perform well at particular gene 
set selection objectives, but no method outperforms others across all 
metrics. For example, PCA-based feature selection (on unscaled data) 
clearly outperforms other methods in variation recovery aspects. This 
difference is most evident when considering finer cellular substructure 

Selecting gene sets for targeted spatial transcriptomic experi-
ments is a feature selection problem. Typically, expression profiles 
from dissociated cells are used as a refs. 4,18 (Fig. 1a). A central assump-
tion is that genes that show interesting transcriptional variation in 
dissociated data will show the same in targeted spatial transcriptomic 
experiments: cell type markers and highly variable genes (HVGs) from 
single-cell RNA sequencing (scRNA-seq) data should highlight cell types 
and genes with interesting spatial patterns. Feature selection applica-
tions frequently used in scRNA-seq data analysis include HVG selec-
tion, marker gene detection and module detection19. Several of these 
approaches have also been applied to gene panel selection3,4,6. Dedi-
cated gene set selection approaches that use a reference scRNA-seq 
dataset to optimize for cell type classification20–30 or the capture of 
transcriptional variation31–35 have also been proposed. However, few 
approaches account for both cell type and gene variation, and none of 
the above methods include technical probe constraints in their selec-
tion procedure. As the number of genes that can be selected is limited, 
probe set selection is a combinatorial problem: an optimal probe set 
consists of those genes that together optimize multiple objectives 
simultaneously. Separating gene selection from probe design (Fig. 1b) 
neglects the combinatorial nature of the problem. Additionally, most 
available methods are noncombinatorial score-based methods and 
therefore rather helper tools for laborious manual selections. To tackle 
the gene set selection problem as a whole, combinatorial selection 
is required, ideally providing interpretable combinatorial rules for 
practical downstream analysis.

Here, we present Spapros, a combinatorial probe set selection 
pipeline that takes into account prior knowledge, technical constraints 
and probe design while simultaneously optimizing for cell type iden-
tification and transcriptional variation. We show that optimizing for 
these objectives increases the likelihood of finding spatial patterns and 
cell–cell interaction (CCI)-associated states in spatial measurements. 
To evaluate Spapros, we developed a suite of evaluation metrics that 
measure transcriptional variation recovery, cell type identification, 
redundancy of genes and fulfillment of technical constraints. In our 
benchmark, Spapros outperforms other methods in both cell type 
identification and variation recovery. Using Spapros to design a probe 
set for a SCRINSHOT13 experiment of human adult lung tissue, we show 
that Spapros probes identify cell types of interest and detect spatially 
relevant variation also between cells of the same type. Spapros enables 
optimal experimental design for targeted spatial transcriptomics and 
rapid comparison of proposed gene sets through our user-friendly 
evaluation suite.

Results
Quantifying optimal gene set selection
Optimal experimental design can be guided and evaluated by quan-
tifying how suitable candidate gene sets are for downstream anal-
ysis of the spatial data. As it is infeasible to perform a new spatial 
experiment for each proposed gene set, we must find proxies for 
exploratory analysis success. These proxies should include both 
the ability to identify known biology (cell type identification) and 
represent cellular variation that may be found (variation recovery). 
Following these typical analysis goals, we developed 12 metrics to 
measure performance in these orthogonal categories as well as gene 

Fig. 1 | Probe set selection problem and evaluation of selected gene sets. 
a, Schematic of the probe set selection problem. A gene set is selected from 
scRNA-seq data and used for targeted spatial transcriptomics (ST). The gene set 
is optimized to identify cell types of interest and to capture cellular variation 
beyond cell types. b, Schematic of the probe design constraint. To measure a 
specific gene’s expression, there must be enough unique probes that can be 
designed. The unique sequences only occur in at least the expressed isoforms 
of the targeted gene and not in any RNA of other genes. Sequences that do not 
have that property are labeled as shared. c, Performance comparison for gene 

sets selected with basic feature selection methods and schematic diagrams of 
our test suite to evaluate the suitability of selected gene sets for targeted spatial 
transcriptomic experiments. The test suite includes multiple metrics that are 
categorized in variation recovery, cell type classification, gene redundancy, 
computation time and fulfillment of experimental constraints. The aggregated 
score is the average between variation recovery metrics and the first two cell type 
classification (classif.) metrics. The red star for DE selected genes indicates that 
the selection method used cell type annotations in the selection. Acc., accuracy; 
expr., expression; perc., percent.
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(fine clustering similarity and neighborhood similarity, which measure 
recovery of cell state variation), which is to be expected given PCA’s 
aim to reconstruct maximal variation. For recovery of coarse effects 
(coarse clustering similarity), we found similar performance for PCA 
and DE feature selections. Interestingly, the set of highest-expressed 
genes ranked second in variation recovery, and PCA-based selection 
from unscaled data, the top performer in this category, also introduced 
a natural bias toward highly expressed genes. Considering the per-
formance of highest-expressed genes and PCA-based selection from 
scaled versus unscaled data, this bias appears to be beneficial for vari-
ation recovery in scRNA-seq data (Extended Data Fig. 2a). For cell type 
identification, differentially expressed genes scored highest among 
basic feature selection methods. Because PCA-based selection also 
ranks highly on cell type identification, we observe that optimization 
for variation recovery and cell type identification can go hand in hand.

As expected, random gene selections exhibited the lowest gene 
redundancy. Yet, optimizing this metric may not be desirable, as few 
correlated genes can increase robustness to noise, and medium levels of 
correlation (~0.3–0.6) between two genes do not preclude that impor-
tant information is gained by selecting both. By contrast, high levels 
of correlation (as exhibited by SPCA-based selection; Extended Data 
Fig. 2b) led to lower information content in the limited probe set. A bal-
ance appears to be struck by the best-performing methods (PCA, DE).

Finally, basic feature selection methods do not take into account 
technical constraints such as gene expression limits due to image satu-
ration or optical crowding and probe design limitations. The expres-
sion constraint metrics show that technical constraints are violated by 
simple feature selection approaches.

Overall, feature selection methods using DE genes or PCA per-
form well at individual aspects of gene set selection, but no method 
addresses all objectives at once. Thus, these methods are well suited 
as components of a larger probe set selection pipeline, which must 
additionally account for technical constraints.

End-to-end probe set selection with Spapros
Based on the results of our feature selection benchmark, we built the 
Spapros pipeline: an end-to-end probe set selection pipeline includ-
ing PCA-based and DE gene selection as building blocks (Fig. 2a). The 
Spapros pipeline performs optimized gene selection while designing 
the probe sequence and accounting for technology-specific technical 
constraints. These aspects are considered jointly to deliver an optimal 
combinatorial probe set that can directly be ordered without the need 
for further gene filtering.

As a first step, Spapros’ probe design component is used to filter 
the full list of possible genes to exclude genes for which probes can-
not be designed due to technology-specific technical constraints 
(Fig. 2b). These constraints include the availability of sufficient unique 
possible probe sequences as well as sequence properties like GC con-
tent and melting temperature requirements. Moreover, binding loca-
tions of the final probes for a given gene cannot overlap. Thus, we 
generate non-overlapping probe sets with optimal thermodynamic 
and sequence properties with a graph-based search algorithm (Meth-
ods). This probe design component supports a range of technologies, 
including SCRINSHOT13, MERFISH15, seqFISH+37 and HybISS11, and is 
easily extensible. Additionally, Spapros’ probe design filter can be used 

independently of the gene set selection process, making it compat-
ible with other selection methods. After ensuring that all remaining 
genes represent feasible probe candidates, Spapros selects genes 
that describe the overall variation in the scRNA-seq reference using a 
PCA-based selection procedure (Methods) on a pre-selection of HVGs. 
To ensure that cell types can be recovered using the gene set, Spapros 
uses the PCA-selected genes to predict cell type labels using a binary 
classification tree for each cell type (Methods). The genes used in 
these trees represent candidate cell type marker genes, and the tree 
itself provides a combinatorial rule, describing how the cell types can 
be identified in the generated spatial transcriptomics data. To ensure 
that all user-defined cell types can be identified, Spapros compares 
the classification performance for each cell type to the performance 
of reference trees. These trees are generated via a custom approach 
that iteratively optimizes for classifying similar cell identities. In each 
iteration, Spapros performs DE selections on critical cell type subsets 
and retrains the trees on the extended gene pool (Methods). If any 
discrepancy in performance is found with the DE trees (that repre-
sent the optimal performance target), Spapros iteratively adds DE 
genes to the list of possible genes to improve classification perfor-
mance. Finally, genes are ranked based on their feature importance 
in classification trees to allow for a user-defined number of selected 
genes. To account for technical constraints of expression levels, a 
smoothed multiplicative penalty kernel is applied to the scores of 
PCA- and DE-based selections (Supplementary Fig. 1). Based on the 
final gene set and the non-overlapping probe sequences, our pipeline 
designs the final probe and detection sequences that need to be used 
for the experiment (Methods). To facilitate downstream analysis in 
studies that solely focus on detecting cell type frequencies, it may 
be of interest to select only genes for cell type recovery rather than 
detecting additional spatial signals. For this, we provide SpaprosCTo, 
which exclusively uses DE trees for selection. This contrasts with the 
standard approach, in which the majority of selected genes originate 
from PCA-based selection (Supplementary Fig. 2).

While Spapros can select and design probe sets using only a refer-
ence scRNA-seq dataset and a list of cell types as input, users can also 
add prior knowledge and constraints to bias the algorithm toward 
user-defined genes. This allows users to add particular genes of inter-
est (for example, to test particular hypotheses or capture disease 
effects) and account for technological constraints (for example, in situ 
sequencing has limitations on spot detection of highly expressed genes 
due to optical crowding). This prior knowledge can be incorporated in 
two ways: (1) as a pre-selection of probe genes, leading to other genes 
being combinatorially selected around them and (2) as a marker list 
from which genes are added when respective cell types cannot be 
adequately classified (Methods).

Overall, Spapros is a flexible, modular gene set selection and probe 
design tool that selects genes optimized for cell type recovery and cel-
lular variation while enabling users to customize the selection for any 
experimental design scenario.

Spapros optimizes multiple probe set objectives 
simultaneously
We designed Spapros to optimize both cell type identification and 
recovery of variation beyond cell type annotations. However, by design, 

Fig. 2 | The Spapros probe set selection pipeline. a, Schematic diagram 
of the probe set selection pipeline. b, Schematic of the transcriptome-wide 
probe design pipeline. Genes for which not enough probes can be designed 
are filtered out before gene set selection (first step in a). For the selected gene 
set, technology-specific ready-to-order probes are designed (final step in a) 
(created with https://www.biorender.com). c, UMAP comparison of probe sets 
selected with Spapros for 50 and 150 genes and a reference of 8,000 HVGs for 
the Madissoon2020 human lung dataset. d, Dot plot of probes selected on the 
lung dataset. Genes are ordered by the Spapros ranking system based on feature 

importance (Methods). For each cell type, the genes that are important for 
cell type classification based on the forest classification step are highlighted 
(Spapros marker). A minimum number of markers per cell type (DE or literature 
(lit.) gene) defined by the user is selected. For cell types not found in the dataset, 
genes from a curated marker list are added. KIAA0101 refers to the PCNA clamp 
associated factor (PCLAF). e, Difference of cell type classification confusion 
matrices between gene sets of Spapros and DE selections. AT1, type I alveolar cell; 
AT2, type II alveolar cell; DC1, type 1 dendritic cell; DC2, type 2 dendritic cell; NK, 
natural killer cell; T CD4, CD4+ T cell; T CD8 Cyt, cytotoxic CD8+ T cell.
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Spapros’ first priority is the identification of cell types, while more 
fine-grained variation is only captured if cell type identification is not 
affected. We therefore expect that, for low numbers of genes, Spapros 
mainly captures cell type-level variation and acquires more capacity 
for fine-grained variation with increasing numbers of genes.

Visually comparing the full gene set to Spapros selections on a 
uniform manifold approximation and projection (UMAP) embedding 
showed that cell type variation was strongly conserved using both 50 
and 150 genes (Fig. 2c). When comparing cell type classification charac-
teristics between Spapros and DE genes for 50 genes, we observed that 
similar cell types like type 1 and 2 dendritic cells could be better distin-
guished by Spapros due to the combinatorial selection of, for example, 
CST3, FCER1A and IL1B (Fig. 2d,e, Supplementary Fig. 3 and Extended 
Data Fig. 4). Spapros consistently outperformed the top-performing 
classical feature selection methods DE and PCA on the prioritized objec-
tive of cell type identification and optimized variation recovery to the 
level of PCA-based selections when increasing the number of selected 
genes (Extended Data Fig. 4). Thus, the Spapros probe set is optimized 
for the most relevant signals for any given number of selected genes.

Spapros selection performs robustly across datasets
When designing a targeted spatial experiment, data generators often 
have matching scRNA-seq data available from a matching sample. 
Yet, when this is not the case, the question arises of how similar the 
transcriptomic reference must be to the spatial sample. Using our 
evaluation metrics, we can address this question from a computational 
perspective. We assessed the cross-dataset performance of gene sets 
selected on three different lung datasets (Extended Data Fig. 5a). Selec-
tions are not robust if the cell type classification and variation recovery 
performance show high variance across datasets. To estimate whether 
the variance across datasets was high or low, we added selections on 
each individual donor sample as baseline comparisons.

We observed that the performance variance across datasets and 
across samples within each dataset was similar (Extended Data Fig. 5b). 
Thus, selections from one dataset show robust performance in other 
similar datasets. This is especially pronounced for cell type classifica-
tion, indicating that there is no cell type identification performance 
drop for selections on an external dataset from the same tissue. As 
expected, selection from the full dataset is beneficial for cell type 
classification compared to selections from individual donors. We also 
find this trend for variation recovery. Overall, Spapros shows robust 
performance across different choices of the matched scRNA-seq refer-
ence for gene set selection.

Spapros probe sets identify cell types and spatial variation 
within cell types in the adult human lung
To show that Spapros’ capabilities translate to spatial measurements, 
we designed and performed a targeted spatial experiment using SCRIN-
SHOT13 with a 64-gene probe panel generated by Spapros on healthy 
human lung samples using the Meyer2022 (ref. 38) scRNA-seq reference 
(Methods). For each cell type, Spapros provides a decision tree that 
includes the most important genes to robustly identify the given cell 
type. Leveraging these rules, we detected all targeted cell types in an 
intralobar section (Fig. 3a,b, Supplementary Fig. 4 and the Methods). 
Overall, the expression profiles of the cell type clusters matched those 
of the scRNA-seq reference clusters (Fig. 3a), and the spatial distribution 
of cell types corresponded to known cellular structures in the lower 
airways and alveolar space (Fig. 3b). Notably, despite using a relatively 
small gene panel, we achieved robust cell type identification in our 
SCRINSHOT experiment. This contrasted with observations from older 
high-plex spatial technologies, in which a higher number of genes was 
required to reach similar cell type classification robustness as in dis-
sociated reference data (Supplementary Fig. 5). In such cases, selecting 
genes based on binarized counts can increase cell type classification 
performance (Supplementary Note 1 and Supplementary Fig. 6).

To capture variation beyond cell type annotations, Spapros selects 
genes that exhibit gradients in multiple cell types, as observed, for 
example, for FOS in our panel (Fig. 3c). Although FOS is typically associ-
ated with dissociation-induced cell stress39, we tested whether it also 
exhibits these gradients in non-dissociated tissue. Indeed, we observed 
such a gradient in airway epithelial cells. Here, FOS expression in tra-
cheal basal cells displayed intra-cell type spatial variation. While the 
basal cell markers KRT15 and S100A2 marked the inner (basal) and outer 
(suprabasal) epithelial layers, respectively (Fig. 3c–e), FOS exhibited 
upregulated and downregulated regions along the epithelium orthogo-
nal to the interior-to-exterior epithelial variation of KRT15 and S100A2 
(Fig. 3d,e). Investigating FOS variation along the airway epithelium with 
immunofluorescence (IF) staining validated this finding (Extended Data 
Fig. 6a). Furthermore, multiple other genes selected by Spapros exhib-
ited spatial intra-cell type variation, such as anti-correlation between 
IGFBP7 (associated with larger vessels) and RGCC (capillary marker) in 
endothelial cells as well as between APOE and IFITM1 in macrophages 
(Extended Data Fig. 6b).

While further experiments are required to interpret these intra-cell 
type signals, the signals themselves indicate that probes selected by 
Spapros detect spatial variation of gene expression also beyond differ-
ences in broad cellular composition. Thus, Spapros enables identifica-
tion of cell types of interest while also detecting spatially patterned 
intra-cell type variation in spatial measurements.

Spapros outperforms curated gene sets and state-of-the-art 
methods
We assessed Spapros performance against ten recently proposed gene 
selection methods, two popular approaches for feature selection (DE 
and PCA), a curated gene list of airway cell type markers (Methods) and 
a published probe list for the human heart in a large-scale benchmark 
using our evaluation pipeline. All methods were run on lung and heart 
datasets (Methods) to generate both a small (50 genes) and a large (150 
genes) gene set (Fig. 4a and Extended Data Fig. 4).

Consistent with the method designs, the results showed that meth-
ods could be grouped into categories with differing goals: general 
variation recovery (SelfE, SCMER, geneBasis, PCA, scPNMF, triku, unsu-
pervised PERSIST (PERSISTus)), cell type identification or selection 
of cell type-specific markers (spaprosCTo, SMaSH, NS-Forest, ASFS, 
scGeneFit, COSG, DE, PERSIST) and both of these objectives (Spapros). 
We found that Spapros was consistently the top-performing method, 
while the ranking of other methods varied among the different datasets 
and panel sizes (Fig. 4a,b,d and Extended Data Figs. 4, 7 and 8a).

To provide context for the observed differences in metric scores, 
we assessed the statistical significance of performance differences 
between top performers from this benchmark using a bootstrapping 
approach across 12 datasets (Fig. 4c, Extended Data Fig. 8b and the 
Methods). We found that Spapros showed significantly higher per-
formance on our aggregated score for 50 and 150 genes than that of 
all other methods (except for n = 50, no significant difference with 
geneBasis). SpaprosCTo performed best in cell type classification, 
followed by Spapros and NS-Forest (Extended Data Fig. 8b), especially 
for low numbers of genes (Fig. 4a and Extended Data Figs. 4 and 8).  
By contrast, as expected, the variation recovery methods (SelfE, 
SCMER, PCA, geneBasis) achieved the highest variation recovery met-
ric scores (Extended Data Fig. 8b). However, this did not translate to a 
performance significantly different from that of Spapros. In sum, when 
investigating pareto-optimal method performance in terms of cell type 
classification and variation recovery, Spapros has a unique position 
on the pareto front (Fig. 4d and Extended Data Fig. 7). By contrast, cell 
type identification methods do not optimize for variation recovery and 
variation recovery methods do not reach the cell type classification 
performance of Spapros.

Spatial transcriptomics is typically used to investigate cel-
lular localization and interactions in tissue. To assess whether the 
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Fig. 3 | Spapros probe sets identify cell types and spatial variation within 
cell types. Spatial lung data measured with SCRINSHOT technology for a 
probe set selected with Spapros. a, Mean expression in spatial cell types in an 
intralobar lung sample (blue) and in cell types from the single-cell reference 
(red). The shown genes are identified as the most important genes for cell type 
identification in the Spapros selection. b, Annotated cell types in the intralobar 

lung sample. c–e, Spatial distribution of two orthogonal variation axes within 
tracheal basal cells. Alv, alveolar. c, FOS expression in the UMAP of the scRNA-seq 
reference dataset and expression of FOS, KRT15 and S100A2 in the magnified 
basal and goblet subset. d,e, UMAP (d) and spatial distribution (e) of FOS, KRT15 
and S100A2 in basal cells in a tracheal lung sample.
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performance differences in our benchmark translate to improved 
utility of Spapros to address biological questions, we investigated 
how well cellular interactions are recovered in different probe sets. 
Specifically, we compared the gene set selection methods on recovery 
of cell state variation associated with CCIs on a matched single-nucleus 
RNA sequencing (snRNA-seq) and MERFISH brain dataset (Methods). 
Overall, we found a high correlation between variation recovery and CCI 
recovery (r = 0.85), with Spapros among the top performers (Fig. 4e). 
Moreover, Spapros gene sets captured cell type interaction pairs in 
an unbiased fashion: we detected interactions between all cell type 
lineages. Furthermore, CCIs detected by Spapros were also able to 
distinguish between similar cell subtypes. We found distinct CCIs for 
similar excitatory neuronal cell identities with a third cell type (for 
example, SST+ inhibitory neurons (iSST) or layer 4/5 intratelencephalic 
excitatory neurons (eL45IT); interactions iSST–eL6ITCAR3 versus iSST–
eL5IT and eL45IT–eL23IT versus eL45IT–eL6ITCAR3; with CAR3+ layer 
6 (eL6ITCAR3), layer 5 (eL5IT) and layer 2/3 (eL23IT) intratelencephalic 
excitatory neurons; Extended Data Fig. 9).

As mentioned above, experimental design for targeted spatial tran-
scriptomics involves both selecting optimal gene sets and designing 
probes for these gene sets. Yet, aside from Spapros, no other method 
considers the technical probe design constraints in the selection, lead-
ing to a significant number of genes lacking adequate probes (Extended 
Data Fig. 10a). Removing genes for which probes cannot be designed 
from the selected probe pool for each method significantly reduces 
the performance of these methods (Fig. 4f) and again requires manual 
adaptation of the probe set, leading to non-optimized experimental 
designs. Indeed, when comparing Spapros with manual feature selec-
tion based on literature markers, Spapros outperformed the manual list 
for both heart3 and lung38 scenarios. The method surpasses manually 
selected probe sets and curated marker lists on cell type identification 
and variation recovery (Supplementary Fig. 7).

Finally, we compared Spapros’ scalability to classical gene set 
selection methods (Fig. 4a and Extended Data Fig. 4). Spapros showed 
computation times comparable to those of other fast methods with 
high performances on our evaluation scores (Fig. 4 and Extended Data 
Fig. 4). Importantly, in contrast to methods like SelfE, ASFS and geneBa-
sis, it also maintained constant time consumption for varying gene set 
size. Instead, Spapros scaled linearly with the number of cell types in 
both memory and time (Extended Data Fig. 10b–d). Thus, Spapros can 
be run locally, especially for selections on coarse cell type annotations. 
Overall, we find that Spapros outperforms classical gene set selection 
approaches for targeted spatial transcriptomic experimental design 
across evaluation criteria. It does so by uniquely optimizing simulta-
neously for cell type identification and variation recovery, being the 
only method that considers probe design constraints and providing a 
scalable user-friendly code base (Supplementary Table 7).

Discussion
We present Spapros, a probe set selection and design pipeline for 
experimental design of targeted spatial transcriptomics experiments. 
Spapros optimizes probe set selection in a combinatorial fashion by 
optimizing both design and selection of genes simultaneously while 
taking into account prior knowledge and technical constraints. With 

these features, our method enables end-to-end probe set selection. It is 
also a method that optimizes simultaneously for both identification of 
cell types and recovery of transcriptomic variation beyond cell types.

Due to a reduced number of measured features and processing 
challenges, annotating cell types in targeted spatial transcriptomics 
data is typically more challenging than in scRNA-seq data. Conse-
quently, current spatial transcriptomic studies and probe selection 
methods predominantly focus on cell type identification. Spapros 
facilitates this by not only optimizing probe sets for cell type identi-
fication but also by providing annotation rules based on the decision 
trees used during probe selection. Additionally, Spapros highlights 
probes that are candidates for capturing spatially variable patterns 
across cell identities by scoring them on variation recovery and their 
importance for cell type separation. Capturing intra-cell type vari-
ation is valuable because meaningful spatial signals extend beyond 
differing cell type compositions, for example, indicating local tissue 
niches, viral spread, inflammation and more. However, including such 
more continuous transcripts may reduce separation of cell types when 
clustering cells. Thus, such genes introduce an additional challenge 
for downstream analysis and may be excluded for cell type clustering.  
Spapros’ rule-based annotation output and labeling of gene character-
istics enable a quick reference-based spatial mapping of cell types and 
identification of new spatial patterns of cell state continuums. As spatial 
transcriptomic protocols and analysis methods continue to improve, 
these spatial state continuums will become increasingly of interest.

A central assumption in the current implementation of Spapros 
and probe set selection in general is that the transcriptomic signal 
measured by scRNA-seq is representative of the signal measured in 
targeted spatial transcriptomics. As shown in our evaluations on spatial 
data, we are able to use dissociated single-cell reference signals to find 
cell types of interest with high recall, find matching orthogonal expres-
sion variation within these cell types and detect relevant CCI variation. 
However, the equality assumption between spatial and scRNA-seq 
data is currently not strictly met, and we find discrepancies between 
the modalities. Gene distributions are notably different, and some 
genes are uncorrelated with the signal expected from scRNA-seq, 
possibly due to nonfunctional probes or individual tissue section 
anomalies. These challenges are particularly evident in data from older 
high-plex spatial technologies, in which limitations in data quality and 
probe performance can hinder robust cell type classification. This 
has been reported to improve with newer spatial technologies such 
as Xenium40,41. We also find that spatial robustness constraints like 
PERSIST’s binarization of counts can enhance performance on such 
spatial data (Supplementary Note 1). When anticipating lower data 
quality, prioritizing cell type identification over variation recovery 
during gene selection (as implemented in SpaprosCTo) can enhance the 
experimental design’s robustness. There are multiple reasons that lead 
to discrepancies between the modalities: different RNA measurement 
techniques lead to the exclusion of reads from highly similar paralogs 
that are mapped to multiple regions of the genome in droplet-based 
scRNA-seq, different sample processing between scRNA-seq and tar-
geted spatial transcriptomics leads to the enrichment or exclusion of 
certain cell types and states, and technology-specific effects like optical 
crowding can result in imprecise measurements. Quantifying these 

Fig. 4 | Spapros outperforms classical selection strategies and state-
of-the-art methods. a, Table showing mean performances of Spapros and 
other methods, based on 20 bootstrap samples for selecting 50 genes from 
the Madissoon2020 lung dataset. Methods that use cell type information are 
annotated with a red star. b, P values from two-sided t-tests comparing the 
aggregated scores of these methods on the bootstrap samples in a. Methods are 
ranked by mean performance. c, Two-sided paired t-test P values for the mean 
aggregated scores across 12 datasets on 50-gene selections. d, Pareto front 
showing the tradeoff between variation recovery and cell type classification 
scores for 50-gene selections from the Madissoon2020 lung data. e, Correlation 

between variation recovery scores on dissociated data and CCI recovery on 
spatial data, using matched snRNA-seq and MERFISH data from the human brain. 
Data are presented as mean values ± s.d. over selections on seven bootstrap 
samples of the snRNA-seq reference for selecting 50 genes. f, Performance 
benefit of probe design constraint: comparison of the aggregated scores for 
different methods after excluding genes failing probe design criteria, using 50-
gene selections from 20 bootstrap samples of the Madissoon2020 data. Center 
line, median; box limits, upper and lower quartiles; whiskers, 1.5× interquartile 
range; points, outliers.
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differences and constructing additional robustness constraints are 
important future directions for probe set selection and reference-based 
downstream analysis. These robustness constraints also depend on the 
processing of targeted spatial transcriptomics data for which there are 
currently no best practices. Normalization, further preprocessing and 
cell segmentation including the disentanglement of overlapping cells 
will affect how well these modalities match. To design ideal robustness 
constraints, future studies need to investigate these effects as well as 
tissue parameters like organ type, cell density and tissue quality.

While Spapros is a flexible pipeline that can be tuned to empha-
size subtypes of a specific cell type, it inherently focuses on cap-
turing the major sources of variation within a dataset. However, 
the strength of these signals does not always correspond to their 
relevance to a given scientific question. This can be particularly 
true in disease studies, in which subtle transcriptional differences 
may be of greater interest than global sources of variation. In these 
cases, incorporating prior knowledge through Spapros’ pre-selection 
feature can be especially beneficial. This approach enables users to 
specify genes to focus on the exploration of disease mechanisms and 
the identification of relevant spatial cell niches and their associated 
CCIs. These different application modes highlight how Spapros can 
be used flexibly to maximize the chances of uncovering biologically 
important signals that are directly relevant to the scientific question 
being investigated.

Further improvements to probe set robustness can be derived 
from integrated reference atlases. As more scRNA-seq datasets are 
becoming available, these datasets are being integrated into com-
prehensive reference atlases (Sikkema et al.42) that contain consensus 
signatures of rare cell types and subtle state differences learned 
across studies. Yet, the large cell number also poses additional meth-
odological challenges such as batch effects and unbalanced label 
distributions. Spapros tackles unbalanced label distributions by 
balanced sampling strategies over cell type labels to robustly capture 
rare cells. Yet, strong batch effects are still a challenge for Spapros 
and other probe selection methods. Especially selection methods 
that optimize for variation recovery will also select genes aligned 
to batch effect variation. While we showed that Spapros can select 
probe sets and project these across datasets, we did find that also 
dataset-specific variation (potentially due to batch effects) was cap-
tured. Users who choose to select probes using reference atlases that 
contain robust consensus cell type annotations such as the HLCA42 
may wish to consider testing whether the selected probes are consist-
ent across batches. The optimization for biological variation disen-
tangled from technical variation is therefore an interesting direction 
for future work. Further extensions to Spapros include experimental 
design for other modalities like spatial proteomic measurements (for 
example, CODEX43) and extended probe design schemes of combi-
natorial gene probes that target multiple genes contributing to the 
same cellular program.

With Spapros, we introduced new concepts for optimally selecting 
probe sets in targeted spatial transcriptomics: our approach combines 
gene set selection and probe design to enable combinatorial selec-
tion and optimizes simultaneously for the dual objective of cell type 
identification and recovery of transcriptomic variation. Spapros will 
thus enable optimal experimental design while guiding downstream 
analysis. Our gene set selection approach is broadly applicable to all 
imaging-based spatial transcriptomic methods that use gene subsets, 
with a pronounced advantage for those with smaller gene panels. Addi-
tionally, our evaluation suite sets a reproducible and robust standard 
for quality assessment of spatial probe sets and can be readily extended 
toward additional metrics. Spapros is available as a Python package 
enabling easy and flexible probe set selection, evaluation of probe sets 
and probe design. With Spapros, we aim to enable users to maximize 
their success in future exploratory spatial studies to find new spatial 
cellular variation.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author contri-
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References
1. Aldridge, S. & Teichmann, S. A. Single cell transcriptomics comes 

of age. Nat. Commun. 11, 4307 (2020).
2. Tabula Muris Consortium et al. Single-cell transcriptomics of 20 

mouse organs creates a Tabula Muris. Nature 562, 367–372 (2018).
3. Asp, M. et al. A spatiotemporal organ-wide gene expression and 

cell atlas of the developing human heart. Cell 179, 1647–1660 
(2019).

4. Zhang, M. et al. Spatially resolved cell atlas of the mouse primary 
motor cortex by MERFISH. Nature 598, 137–143 (2021).

5. Moffitt, J. R. et al. Molecular, spatial, and functional single-cell 
profiling of the hypothalamic preoptic region. Science 362, 
eaau5324 (2018).

6. Lu, Y. et al. Spatial transcriptome profiling by MERFISH reveals 
fetal liver hematopoietic stem cell niche architecture. Cell Discov. 
7, 47 (2021).

7. Ståhl, P. L. et al. Visualization and analysis of gene expression  
in tissue sections by spatial transcriptomics. Science 353,  
78–82 (2016).

8. 10x Genomics. Groundbreaking insights with high-plex, 
high-resolution spatial biology. 10x Genomics www.10xgenomics.
com/spatial-transcriptomics (2024).

9. Rodriques, S. G. et al. Slide-seq: a scalable technology for 
measuring genome-wide expression at high spatial resolution. 
Science 363, 1463–1467 (2019).

10. Ke, R. et al. In situ sequencing for RNA analysis in preserved tissue 
and cells. Nat. Methods 10, 857–860 (2013).

11. Gyllborg, D. et al. Hybridization-based in situ sequencing (HybISS) 
for spatially resolved transcriptomics in human and mouse brain 
tissue. Nucleic Acids Res. 48, e112 (2020).

12. Chen, X., Sun, Y.-C., Church, G. M., Lee, J. H. & Zador, A. M. 
Efficient in situ barcode sequencing using padlock probe-based 
BaristaSeq. Nucleic Acids Res. 46, e22 (2018).

13. Sountoulidis, A. et al. SCRINSHOT enables spatial mapping of cell 
states in tissue sections with single-cell resolution. PLoS Biol. 18, 
e3000675 (2020).

14. Codeluppi, S. et al. Spatial organization of the somatosensory 
cortex revealed by osmFISH. Nat. Methods 15, 932–935 (2018).

15. Chen, K. H., Boettiger, A. N., Moffitt, J. R., Wang, S. & Zhuang, X. 
RNA imaging. Spatially resolved, highly multiplexed RNA profiling 
in single cells. Science 348, aaa6090 (2015).

16. Liu, J. et al. Concordance of MERFISH spatial transcriptomics 
with bulk and single-cell RNA sequencing. Life Sci. Alliance 6, 
e202201701 (2023).

17. Huuki-Myers, L. A. et al. Data-driven identification of total 
RNA expression genes for estimation of RNA abundance in 
heterogeneous cell types highlighted in brain tissue. Genome 
Biol. 24, 233 (2023).

18. Chen, R. et al. Decoding molecular and cellular heterogeneity of 
mouse nucleus accumbens. Nat. Neurosci. 24, 1757–1771 (2021).

19. Luecken, M. D. & Theis, F. J. Current best practices in single-cell 
RNA-seq analysis: a tutorial. Mol. Syst. Biol. 15, e8746 (2019).

20. Dumitrascu, B., Villar, S., Mixon, D. G. & Engelhardt, B. E. Optimal 
marker gene selection for cell type discrimination in single cell 
analyses. Nat. Commun. 12, 1186 (2021).

21. Song, D., Li, K., Hemminger, Z., Wollman, R. & Li, J. J. scPNMF: 
sparse gene encoding of single cells to facilitate gene selection 
for targeted gene profiling. Bioinformatics 37, i358–i366 (2021).

http://www.nature.com/naturemethods
https://doi.org/10.1038/s41592-024-02496-z
https://www.10xgenomics.com/spatial-transcriptomics
https://www.10xgenomics.com/spatial-transcriptomics


Nature Methods | Volume 21 | December 2024 | 2260–2270 2270

Article https://doi.org/10.1038/s41592-024-02496-z

22. Aevermann, B. et al. A machine learning method for the discovery 
of minimum marker gene combinations for cell type identification 
from single-cell RNA sequencing. Genome Res. 31, 1767–1780 
(2021).

23. Su, K., Yu, T. & Wu, H. Accurate feature selection improves 
single-cell RNA-seq cell clustering. Brief. Bioinform. 22,  
bbab034 (2021).

24. Fujii, T., Maehara, K., Fujita, M. & Ohkawa, Y. Discriminative feature 
of cells characterizes cell populations of interest by a small 
subset of genes. PLoS Comput. Biol. 17, e1009579 (2021).

25. Delaney, C. et al. Combinatorial prediction of marker panels from 
single-cell transcriptomic data. Mol. Syst. Biol. 15, e9005 (2019).

26. Chen, X., Chen, S. & Thomson, M. Minimal gene set discovery in 
single-cell mRNA-seq datasets with ActiveSVM. Nat. Comput. Sci. 
2, 387–398 (2022).

27. Nelson, M. E., Riva, S. G. & Cvejic, A. SMaSH: a scalable, 
general marker gene identification framework for single-cell 
RNA-sequencing. BMC Bioinformatics 23, 328 (2022).

28. Dai, M., Pei, X. & Wang, X. J. Accurate and fast cell marker gene 
identification with COSG. Brief. Bioinform. 23, bbab579 (2022).

29. Vlot, A. H. C., Maghsudi, S. & Ohler, U. Cluster-independent 
marker feature identification from single-cell omics data using 
SEMITONES. Nucleic Acids Res. 50, e107 (2022).

30. Lall, S., Ghosh, A., Ray, S. & Bandyopadhyay, S. sc-REnF: an 
entropy guided robust feature selection for single-cell RNA-seq 
data. Brief. Bioinform. 23, bbab517 (2022).

31. Rai, P., Sengupta, D. & Majumdar, A. SelfE: gene selection via 
self-expression for single-cell data. IEEE/ACM Trans. Comput. Biol. 
Bioinform. 19, 624–632 (2020).

32. Liang, S. et al. Single-cell manifold-preserving feature selection 
for detecting rare cell populations. Nat. Comput. Sci. 1, 374–384 
(2021).

33. Missarova, A. et al. geneBasis: an iterative approach for 
unsupervised selection of targeted gene panels from scRNA-seq. 
Genome Biol. 22, 333 (2021).

34. Covert, I. et al. Predictive and robust gene selection for spatial 
transcriptomics. Nat. Commun. 14, 2091 (2023).

35. Ascensión, A. M., Ibáñez-Solé, O., Inza, I., Izeta, A. & Araúzo-Bravo, M. J.  
Triku: a feature selection method based on nearest neighbors for 
single-cell data. Gigascience 11, giac017 (2022).

36. Mölder, F. et al. Sustainable data analysis with Snakemake. 
F1000Res. 10, 33 (2021).

37. Eng, C.-H. L. et al. Transcriptome-scale super-resolved imaging in 
tissues by RNA seqFISH+. Nature 568, 235–239 (2019).

38. Madissoon, E. et al. A spatially resolved atlas of the human lung 
characterizes a gland-associated immune niche. Nat. Genet. 55, 
66–77 (2022).

39. van den Brink, S. C. et al. Single-cell sequencing reveals 
dissociation-induced gene expression in tissue subpopulations. 
Nat. Methods 14, 935–936 (2017).

40. Wang, H. et al. Systematic benchmarking of imaging spatial 
transcriptomics platforms in FFPE tissues. Preprint at bioRxiv 
https://doi.org/10.1101/2023.12.07.570603 (2023).

41. Cook, D. P. et al. A comparative analysis of imaging-based spatial 
transcriptomics platforms. Preprint at bioRxiv https://doi.org/ 
10.1101/2023.12.13.571385 (2023).

42. Sikkema, L. et al. An integrated cell atlas of the lung in health and 
disease. Nat. Med. 29, 1563–1577 (2023).

43. Goltsev, Y. et al. Deep profiling of mouse splenic architecture with 
CODEX multiplexed imaging. Cell 174, 968–981 (2018).

Publisher’s note Springer Nature remains neutral with regard  
to jurisdictional claims in published maps and institutional  
affiliations.

Open Access This article is licensed under a Creative Commons 
Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, 
as long as you give appropriate credit to the original author(s) and the 
source, provide a link to the Creative Commons licence, and indicate 
if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless 
indicated otherwise in a credit line to the material. If material is not 
included in the article’s Creative Commons licence and your intended 
use is not permitted by statutory regulation or exceeds the permitted 
use, you will need to obtain permission directly from the copyright 
holder. To view a copy of this licence, visit http://creativecommons.
org/licenses/by/4.0/.

© The Author(s) 2024

1Institute of Computational Biology, Helmholtz Zentrum München, Neuherberg, Germany. 2Institute for Tissue Engineering and Regenerative Medicine, 
Helmholtz Zentrum München, Neuherberg, Germany. 3School of Life Sciences Weihenstephan, Technical University of Munich, Freising, Germany. 
4Institute of Lung Health & Immunity, Helmholtz Munich, Member of the German Center for Lung Research (DZL), Munich, Germany. 5German Center for 
Lung Research (DZL), Gießen, Germany. 6SciLifeLab and Department of Molecular Biosciences, Stockholm University, Stockholm, Sweden. 7Helmholtz 
AI, Helmholtz Zentrum München, Neuherberg, Germany. 8Institute of Lung Biology and Disease and Comprehensive Pneumology Center, Helmholtz 
Zentrum München, German Center for Lung Research (DZL), Munich, Germany. 9TUM School of Computation, Information and Technology, Technical 
University of Munich, Munich, Germany. 10Munich Center for Machine Learning, Technical University of Munich, Munich, Germany. 11Department of 
Surgery, University of Cambridge and Cambridge NIHR Biomedical Research Centre, Cambridge, UK. 12Synthetic and Systems Biology Unit, Biological 
Research Centre, Eötvös Loránd Research Network, Szeged, Hungary. 13Single-Cell Technologies Ltd, Szeged, Hungary. 14Institute of AI for Health, 
Helmholtz Zentrum München, Neuherberg, Germany. 15Institute for Molecular Medicine Finland (FIMM), University of Helsinki, Helsinki, Finland. 16Institute 
for Stroke and Dementia Research, Klinikum der Universität München, Ludwig-Maximilians University Munich, Munich, Germany. 17Munich Cluster for 
Systems Neurology (SyNergy), Munich, Germany. 18School of Medicine, Koç University, İstanbul, Turkey. 19Cardiopulmonary Institute, Justus Liebig 
University, Giessen, Germany. 20School of Computation, Information and Technology, Technical University of Munich, Munich, Germany.  
21These authors contributed equally: Louis B. Kuemmerle, Malte D. Luecken.  e-mail: fabian.theis@helmholtz-munich.de

http://www.nature.com/naturemethods
https://doi.org/10.1101/2023.12.07.570603
https://doi.org/10.1101/2023.12.13.571385
https://doi.org/10.1101/2023.12.13.571385
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
mailto:fabian.theis@helmholtz-munich.de


Nature Methods

Article https://doi.org/10.1038/s41592-024-02496-z

Methods
Probe set evaluation metrics
We assessed selection method performance or probe set qual-
ity via multiple metrics of the following categories: cell type iden-
tification, variation recovery, gene redundancy, fulfillment of 
technical constraints and computation time. For calculation of the 
metrics, a reference dataset (typically scRNA-seq) is used. The refer-
ence is reduced to a pre-selection of HVGs (8,000 in our use cases;  
scanpy’s highly_variable_genes function with the cell_ranger fla-
vor option). In the following, the metrics of each category are  
described.

Variation recovery. For the clustering similarity metrics, Leiden clus-
terings for different numbers of clusters nc are calculated via binary 
search over Leiden resolutions. This way, sets of clusterings for 
nc ∈ {7,8,… ,60} are produced for the 8,000 reference genes and the 
gene set that is evaluated. For each nc, the similarity of the clusterings 
between the reference and the gene set are measured via normalized 
mutual information (NMI):

NMI(U,V ) = MI(U,V )
mean(H(U ),H(V )) ,

with U , set of sets of cells in each cluster U = {U1,U2,… ,Unc }; V , like U  for 
the second clustering; MI, mutual information, which is defined as

MI(U,V ) =
|U|
∑
i=1

|V|
∑
j=1

|Ui ∩ Vj|
N

log (
N|Ui ∩ Vj|
|Ui||Vj|

) ,

with N, number of cells; i/j, the identifier of each cluster of the cluster-
ings U/V; note that |U| = |V | = nc in our comparisons; H (U ), entropy of 
U , which is given by

H(U ) = −
|U|
∑
i=1

P(i) log(P(i)) = −
|U|
∑
i=1

|Ui|
N

log ( |Ui|
N

) .

The final clustering similarity metrics are given by

coarse clustering similarity = AUC(NMI(nc)|nc ∈ {7,8,… , 20})

and

fine clustering similarity = AUC(NMI(nc)|nc ∈ {21, 22,… ,60}),

with NMI (n′c) := NMI (U,V )|nc=n′c and AUC ( f (x) |x ∈ I), the area under the 
curve of f (x) over the interval I. Due to the nature of the Leiden algo-
rithm, sometimes certain nc for a given dataset cannot be found. Miss-
ing values due to this are imputed by linear interpolation between 
NMI (nc − 1)  and NMI (nc + 1)  or the closest existing values in case of 
multiple missing data points.

For the neighborhood similarity metric, knn graphs are obtained 
for the 8,000 reference genes and the gene set that is evaluated. knn 
graphs are calculated for k ∈ {5, 10, 20, 30, 50} on the PCA space of the 
gene expression. The neighborhood similarity is given as

neighborhood similarity = AUC( 1
N

N

∑
i

|
|𝒩𝒩

(k)
i,ref ∩𝒩𝒩

(k)
i,set

|
|

k
, |, k ∈ {5,6,… , 50}) ,

with N, number of cells and 𝒩𝒩(k)
i,ref/set, set of neighbors of cell i in the knn 

graph of the reference (ref) or gene set (set) for a given k.

Cell type identification. To assess how well cell types can be recovered 
with a gene subset, we train gradient-boosted forests (Brownlee44) for 
multiclass cell type classification and measure the test set 

performance. To achieve a robust performance readout, fivefold 
cross-validation is performed with five different seeds, summing up 
to Nm = 25 models per evaluated gene set. The test set classification 
confusion matrix of each model is obtained and normalized by the 
ground truth cell type count. Based on the normalized confusion matrix 
CMm per model m, the summary metrics are given as

cell type classification accuracy = 1
NcNm

Nc

∑
i

Nm

∑
m

CMm,ii

and

percentageof captured cell types = 1
Nc

Nc

∑
i

θ( 1
Nm

Nm

∑
m

CMm,ii) ,

with the linearly smoothed step function θ (x) from 0.75 to 0.85 (that 
is, θ (x ≤ 0.75) = 0 and θ (x ≥ 0.85) = 1) and the number of cell types Nc.

The metrics marker correlation and the cell type-balanced marker 
correlation measure how well marker signals of a literature-derived 
marker list are captured with the selected gene set. Based on the maxi-
mal Pearson correlation r(max)

m  with the gene set for each marker m, the 
summary metrics are given by:

marker correlation = 1
Nm

Nm

∑
m

r(max)
m

and

cell type-balancedmarker correlation = 1
Nc

Nc

∑
c

max
m∈Mc

r(max)
m ,

with the number of markers Nm, the number of cell types Nc and the set 
of markers Mc for each cell type c.

Gene redundancy. Based on Pearson correlations rij of gene pairs (i, j), 
we assess the redundancy in a gene set with the overall

gene correlation = 1 − 2
Ng(Ng − 1)

Ng

∑
i

Ng

∑
j>i
|rij|

and the

percentageof highly correlatedgenes = 1 − 1
Ng

Ng

∑
i

θ(max
j≠i

|rij|),

with the number of genes Ng  in the gene set and the linearly smoothed 
step function θ (see above).

Expression constraint violation. We penalize a gene for too low 
expression if it is expressed below a lower expression threshold in at 
least 90% of cells where the gene is expressed >0, that is, the 0.9 expres-
sion quantile. Similarly, we penalize too high gene expression if the 
0.99 expression quantile over all cells is above an upper threshold. 
Expression thresholds were obtained from expert experience on too 
lowly and too highly expressed reference genes (for example, MALAT1). 
Based on cpm log-normalized data, the thresholds were set to 2.3 and 
5. Because our data were scran normalized, thresholds were transferred 
by mapping mean expressions to 1.78 and 4.5. These values are technol-
ogy specific and can only be roughly estimated. To not set strict thresh-
olds, smoothed penalty functions P (q) over the gene’s quantile q with 
a Gaussian decay below (low expression) and above (high expression) 
the thresholds were introduced. To assess how strongly a gene set 
violates the expression constraints, we compute the means over Plow (q) 
and Phigh (q) as the low and high expression constraint violation metrics, 
respectively.

http://www.nature.com/naturemethods


Nature Methods

Article https://doi.org/10.1038/s41592-024-02496-z

Spatial probe set evaluation metrics
We assessed the selection method performance or probe set quality 
related to spatially relevant measures via two metrics: spatial variation 
(based on Moran’s I) and CCI recovery. The metrics were calculated on 
MERFISH human brain data for selections on matched snRNA-seq data 
(‘Datasets for probe set selection and evaluation’). In the following, the 
two metrics are described.

Spatial variation (Moran’s I). Moran’s I45 measures spatial autocorrela-
tion and can be leveraged to assess whether a gene shows spatial pat-
terning or a random distribution over space. For each gene g  in the 
selected gene panel, Moran’s I  is calculated over all cells as

Ig =
n
S0

×
∑n

i=1∑
n

j=1wij (x(g)i
− ̄x(g)) (x(g)

j
− ̄x(g))

∑n

i=1(x
(g)
i

− ̄x(g))
2 ,

with gene expression x(g)
i

 of cell i, mean expression ̄x(g), the number of 
cells n, the normalization factor

S0 =
n

∑
i=1

n

∑
j=1

wij

and the spatial weights defined as

wij = {
1 if (i ≠ j) ∧ (ineighborof j)

0otherwise.

The neighborhood graph was constructed with six nearest neighbors. 
The graph and Moran’s I  were both calculated using Squidpy46 version 
1.2.2. The final metric for a given gene set is calculated as the sum of 
Moran’s I  values across the gene panel

spatial variation = ∑
g

Ig,

providing a measure of the overall gene expression variation associated 
with spatial patterning.

Cell–cell interaction recovery. For the validation of the ability of a 
gene set to maintain information about CCIs in tissues, node-centric 
expression models (NCEM)47 (version 0.1.5), a method using graph 
neural networks to analyze and infer cell communication patterns from 
spatial molecular profiling data, was used. NCEM identifies key genes 
in cell–cell communication by analyzing molecular signatures that 
underpin these interactions, including direct contact and indirect 
mechanisms. NCEM infers latent cell communication events within 
tissues by examining the co-occurrence of ligand and receptor expres-
sion and gene expression signatures, using spatial cell graphs and 
molecular profiling assays for a detailed understanding of cellular 
interactions. For the purpose of validation of the selected gene panels, 
linear NCEM, a simplified form of NCEM that uses linear graph neural 
networks to effectively infer cell communication patterns, was used. 
The model was applied to the human brain MERFISH data (‘Datasets for 
probe set selection and evaluation’) with a spatial connectivity graph 
of neighbors within 20 µm computed with Squidpy. Based on Wald tests, 
NCEM provides a significance table pg,c1 ,c2 that describes whether gene 
g ’s expression is affected by the presence of a specific cell type interac-
tion pair (c1, c2). Our score for CCI recovery, which counts the number 
of captured interactions of a given gene set, is defined as

CCI recovery = ∑
g

∑
c1

∑
c2

Θ(0.05 − pg,c1 ,c2 ),

with the Heaviside step function Θ.

Classical feature selection methods
The evaluated classical feature selection methods include DE gene 
selection, a PCA-based selection, HVG selection, an SPCA-based selec-
tion and selection of highly expressed genes.

DE genes were scored with t-tests using scanpy’s48 rank_genes_
groups function. The highest-scored genes per cell type were selected 
until the set encompassed n genes. For PCA-based selection, genes 
were scored according to the sum over the loadings of the first 20 PCs, 
and the top n genes were selected. HVG selection was performed with 
scanpy’s highly_variable_genes function and the cell_ranger flavor 
option. For SPCA-based selection, scikit-learn’s sparsePCA class was 
used. With the α argument of sparsePCA, the sparsity of the loading 
matrix can be controlled. To select a set of n genes, a binary search over 
α values was conducted to find a setting in which only n genes have 
loadings >0. For the selection of highly expressed genes, we scored 
genes based on the mean expression.

Spapros selection pipeline
Spapros enables an end-to-end probe set selection, which includes 
probe design constraint-based gene filtering, gene panel selection 
and probe design for the selected gene panel. Therefore, Spapros 
encompasses a probe design pipeline and a gene set selection pipeline. 
We discuss them separately in the following.

Gene panel selection. Spapros uses a log-normalized count matrix 
of all genes or a pre-selection of HVGs and cell type annotations as 
input. The first step consists of a PCA-based (‘Classical feature selection 
methods’) prior selection (100 genes per default). This prior selection 
biases the next steps to use genes that capture a high degree of variation 
in the dataset. Next, we train decision trees on the prior selected genes 
for binary cell type classification for each cell type (that is, cell type of 
interest versus all other cell types). These trees are highly regularized 
by setting the max_depth to 3. Thus, robust and interpretable rules are 
learned for the classification of each cell type. For each tree optimiza-
tion, a training set of 1,000 cells per cell type are sampled (oversam-
pling if cell count is too low), and performance is assessed on a test set 
sample of 3,000 cells per cell type. The uniform sampling ensures cell 
type-balanced training. Additionally, we use class proportion weights 
for the binary classification of the two classes ‘cell type of interest’ 
versus ‘other’. Per default, we train 50 trees per cell type each with a 
different training set and choose the best tree based on the F1 score. To 
increase classification performance on cell types that are difficult to 
distinguish from the target cell type, we train additional secondary 
trees on a subset of cell types. This subset is identified based on the 
specificities s (c) = TNc/Nc of the primary tree of each cell type c in class 
‘other’, with TNc, number of true negative cells of cell type c and Nc, 
number of cells from cell type c in the test set. Cell types are considered 
for the secondary tree training if their specificity is either below 0.9 or 
1 s.d. below the mean of all specificities but at least 0.02 below the 
mean. Spapros has a hyperparameter to set the number of further 
secondary trees that are trained based on previous secondary trees in 
the same manner. The default is 3, that is, one primary tree and two 
secondary trees. The trees trained on PCA-selected genes often can be 
improved, as important genes in the pool are missing. Therefore, we 
also train trees on DE genes. Trees are trained in the same manner 
except that additionally an iterative adding of genes from specific DE 
tests is performed: After tree training, cell types that are difficult to 
distinguish are identified via specificities (best over primary and sec-
ondary trees) in the same manner as that by which cell types were 
selected for secondary trees. Next, a DE test is performed between the 
cell type of interest and the identified cell types. The top two of those 
DE genes per cell type that need optimization are added to the DE pool, 
and tree training is repeated until an early stopping criterion is reached 
or up to 12 times. By comparing the performance of trees on PCA genes 
and trees on DE genes, we identify those cell types that are better 
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distinguished with DE genes and iteratively add missing genes from DE 
trees with the highest feature importance to the PCA pool and retrain 
trees until the same performance is reached. The genes that occur in 
the final trees are ranked by feature importance and used to build the 
gene panel. Exact labels for cell type or state clusters are not necessary; 
once a cluster is identified as interesting, it can be included in the cell 
type classification task with a generic label to ensure that it is distin-
guishable from other cell types or states.

Spapros incorporates prior knowledge as a pre-selection of 
genes that is added to PCA and DE pools; therefore, genes are selected 
around them. Furthermore, a list of marker genes can be provided. 
After tree-based selection, the pipeline checks whether at least a 
user-defined number of markers per cell type are captured (correla-
tion > 0.5; see marker correlation metrics in ‘Probe set evaluation 
metrics’).

Experimental expression constraints are incorporated by multi-
plying PCA and DE scores (‘Classical feature selection methods’) with 
a penalty kernel (see expression constraint violation metrics in ‘Probe 
set evaluation metrics’).

Probe design pipeline. To design probes for a set of given genes, 
we developed three custom probe design pipelines for the spatial 
transcriptomic protocols: SCRINSHOT (and HybISS), MERFISH and 
SeqFISH+. The probe design pipelines were developed with the Oligo 
Designer Toolsuite (ODT) package49, which is a Python framework for 
the development of custom pipelines to design experiment-specific 
oligonucleotides. Each pipeline has four major steps: (1) probe genera-
tion, (2) probe filtering by sequence property and binding specificity, 
(3) probe set selection for each gene and (4) final probe sequence 
generation.

For the probe generation step, the user has to define a reference 
from which the probes should be extracted. The user can choose 
between different reference sources, that is, NCBI, Ensembl or a custom 
reference. If a custom reference is chosen, a GTF file with gene annota-
tions and a fasta file with the genome sequence have to be provided. 
When choosing an NCBI or Ensembl reference, the annotation and 
genome sequence will be downloaded automatically via FTP from the 
respective servers using the FtpLoader from the ODT package. There-
fore, the user has to define the species, annotation release and taxon 
(only for NCBI) for the reference. Once the annotation files are loaded, 
the CustomGenomicRegionGenerator from the ODT package is used to 
extract user-defined genomic regions from the given annotation files. 
The genomic regions are stored in a memory-efficient format, which 
eliminates duplicated sequences stemming from common exons of 
different gene isoforms while preserving the isoform information. 
The user can choose from a predefined list of genomic regions, that 
is, intergenic, gene, CDS, exon, intron, 3′ UTR, 5′ UTR and exon–exon 
junctions. Those genomic regions are used in two steps of the pipelines: 
as a background reference for the binding specificity filters and as a 
reference for the generation of probe sequences. The probe sequences 
are generated using the OligoSequenceGenerator from the ODT pack-
age. Therefore, the user has to define the probe length (can be given 
as a range) and optionally provide a list of gene identifiers (matching 
the gene identifiers of the annotation file) for which probes should 
be created. If no gene list is given, probes are created for all genes in 
the reference. The probe sequences are generated in a sliding window 
fashion from the DNA sequence of the noncoding strand, assuming 
that the sequence of the coding strand represents the target sequence 
of the probe. The generated probes are stored in a fasta file, where the 
header of each sequence stores the information about its reference 
region and genomic coordinates. In a next step, this fasta file is used 
to create an OligoDatabase, which is the underlying data structure of 
the ODT package that allows combining different filter and selection 
functionalities in a custom fashion. When the probe sequences are 
loaded into the database, all probes of one gene having the exact same 

sequence are merged into one entry, saving the transcript, exon and 
genomic coordinate information of the respective probes. Creating 
the database that contains all possible probes for a given set of genes 
concludes the first step of each probe design pipeline. The standard 
probe generation parameters for the three spatial transcriptomic 
protocols can be found in Supplementary Table 6.

In the second step, the number of probes per gene is reduced by 
applying different sequence properties and binding specificity filters. 
The applied filters differ between the three spatial transcriptomic pro-
tocols. For the SCRINSHOT protocol, the following sequence property 
filters of the ODT package are applied: removal of probes that contain 
unidentified nucleotides (HardMaskedSequenceFilter), that have a GC 
content (GCContentFilter) or melting temperature (MeltingTempera-
tureNNFilter) outside a user-specified range, that contain homopoly-
meric runs of any nucleotide longer than a user-specified threshold 
(HomopolymericRunsFilter) or that have no suitable ligation site to 
form two padlock arms with the user-defined melting temperature 
(PadlockArmsFilter). For the MERFISH protocol, the following filters 
are applied: removal of sequences that contain unidentified nucleo-
tides (HardMaskedSequenceFilter), that have a GC content (GCCo-
ntentFilter) or melting temperature (MeltingTemperatureNNFilter) 
outside a user-specified range, that contain homopolymeric runs of 
any nucleotide longer than a user-specified threshold (Homopoly-
mericRunsFilter) or that contain secondary structures like hairpins 
below a user-defined free energy threshold (SecondaryStructure-
Filter). For the SeqFISH+ protocol, the following filters are applied: 
removal of sequences that contain unidentified nucleotides (Hard-
MaskedSequenceFilter), that have a GC content (GCContentFilter) 
outside a user-specified range, that contain homopolymeric runs of 
any nucleotide longer than a user-specified threshold (Homopoly-
mericRunsFilter) or that contain secondary structures like hairpins 
below a user-defined free energy threshold (SecondaryStructureFilter). 
After removing probes with undesired sequence properties from the 
database, the probe database is checked for probes that potentially 
cross-hybridize, that is, probes from different genes that have the exact 
same or similar sequence. Those probes are removed from the database 
to ensure uniqueness of probes for each gene. Cross-hybridizing probes 
are identified with the CrossHybridizationFilter from the ODT package, 
which uses a BLASTn alignment search to identify similar sequences 
and removes those hits with the RemoveByBiggerRegionPolicy, which 
sequentially removes the probes from the genes that have the bigger 
probe sets. Next, the probes are checked for off-target binding with any 
other region of a provided background reference. Off-target regions 
are sequences of the background reference (for example, transcrip-
tome or genome) that match the probe region with a certain degree 
of homology but are not located within the gene region of the probe. 
These off-target regions are identified with the BlastnFilter from the 
ODT package, which removes probes for which a BLASTn alignment 
search found off-target sequence matches with a certain coverage and 
similarity, for which the user has to define thresholds. For the SCRIN-
SHOT protocol, the coverage of the region around the ligation site of 
the probe by the matching off-target sequence is used as an additional 
filtering criterion. Filtering the probe database for off-target binding 
concludes the second step of each probe design pipeline. The standard 
probe-filtering parameters for the three spatial transcriptomic proto-
cols can be found in Supplementary Table 6.

In the third step of each pipeline, the best set of non-overlapping 
probes is identified for each gene. The OligoSetGenerator from the 
ODT package is used to generate ranked, non-overlapping probe 
sets in which each probe and probe set is scored according to a 
protocol-dependent scoring function. For the SCRINSHOT and MER-
FISH protocols, the sets are scored by the distance to the optimal GC 
content and melting temperature, weighted by the number of targeted 
transcripts of the probes in the set. For the seqFISH+ protocol, the 
sets are scored by the distance to the optimal melting temperature 
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penalized if located in a 5′ UTR of the probes in the set. The identifica-
tion of the best-scored non-overlapping set of probes for each gene 
concludes the third step of each pipeline. After this step, all genes with 
an insufficient number of probes (user defined) are removed from the 
database and stored in a separate file for user inspection.

In the last step of each probe design pipeline, the ready-to-order 
probe sequences containing all additional required sequences are 
designed for the best non-overlapping sets of each gene. For the SCRIN-
SHOT protocol, the padlock backbone is added to each probe, and 
a detection oligonucleotide is created for each probe by cropping 
the probe with even nucleotide removal from both ends, exchanging 
thymines for uracils and placing the fluorescent dye at the side with 
the closest uracil as described by Sountoulidis et al.13. For the MERFISH 
and seqFISH+ protocol, two and four readout sequences are added 
to the probe, respectively, creating the encoding probes. A pool of 
readout probe sequences is created from random sequences with 
equal per-base probability that have a GC content (GCContentFilter) 
within a user-specified range and no homopolymeric runs of three 
or more G nucleotides (HomopolymericRunsFilter). Additionally, 
the readout probes are checked for off-target binding (BlastnFilter) 
against the transcriptome and cross-hybridization (CrossHybridiza-
tionFilter) against other readout probe sequences, from which hits are 
removed with the RemoveByDegreePolicy, which iteratively removes 
readout probes with the highest number of hits against other readout 
probes. The readout probes are assigned to the probes according 
to a protocol-specific encoding scheme described for MERFISH by 
Wang et al.50 and for SeqFISH+ by Eng et al.37. In addition, one forward 
primer and one reverse primer are provided. The reverse primer is the 
20-nucleotide T7 promoter sequence (TAATACGACTCACTATAGGG), 
and the forward primer is created from a random sequence with equal 
per-base probability that fulfills the following criteria: GC content 
(GCContentFilter) and melting temperature (MeltingTemperatureN-
NFilter) within a user-specified range, CG clamp at the 3′ terminal 
end of the sequence (GCClampFilter), no homopolymeric runs of any 
nucleotide longer than a user-specified threshold (Homopolymeri-
cRunsFilter) and no secondary structures below a user-defined free 
energy threshold (SecondaryStructureFilter). Furthermore, the for-
ward primer sequence is checked for off-target binding (BlastnFilter) 
against the transcriptome, the encoding probes and the T7 primer. The 
standard final probe sequence generation parameters for the three spa-
tial transcriptomic protocols can be found in Supplementary Table 6.

Datasets for probe set selection and evaluation
Our experiments and analyses comprise three human lung scRNA-seq 
datasets: Madissoon2020 (ref. 51), Krasnow2021 (ref. 52), Meyer2022 
(ref. 38), an scRNA-seq dataset and an untargeted spatial transcriptom-
ics dataset of the developing human heart, Asp2019 (sc/ST)3, and an 
scRNA-seq–snRNA-seq adult human heart dataset, Litvinukova2020 
(ref. 53). The datasets are all publicly available. Cell type annotations 
were obtained from the original publications. For fair comparisons, 
the annotations were filtered or pooled to coarse annotations in those 
analyses when necessary (Supplementary Table 1). All single-cell and 
single-nucleus datasets were preprocessed in the same manner: raw 
counts were normalized with scran54 using Leiden clusterings55 with a 
resolution of 0.5 on a temporary log normalization to 106 counts per 
cell. The logarithm of the scran-normalized data plus one pseudocount 
was taken. Features were reduced to the top 8,000 HVGs selected 
with scanpy’s highly_variable_genes function (flavor, cell_ranger). A 
detailed summary of which dataset and annotation were used in each 
analysis is given in Supplementary Table 1. For some datasets, we only 
used a subset of cells due to different reasons: for Meyer2022, we only 
used single cells and not nuclei because we used it for our SCRINSHOT 
experiment and assumed that single-cell expression is closer to the 
observation in a targeted spatial transcriptomic experiment than that 
of single nuclei. Only the developmental stage at 6 weeks from Asp2019 

spatial transcriptomics was used because the selected in situ sequenc-
ing (ISS) panel in their study was also selected on that subset. The heart 
atlas Litvinukova2020 was reduced to single-nucleus observations and 
a maximum of 2,000 cells per cell type to reduce the computation time 
of our evaluations (56 cell types, including 58,966 cells).

Datasets for method benchmark. Aside from the within-dataset 
benchmarks on the Madissoon2020 and Litvinukova2020 datasets, 
we benchmarked performances across multiple datasets including ten 
additional datasets. Specifically, this included the Tabula Muris Senis 
atlas56, the Human Lung Cell Atlas42, an immune cell atlas57 and datasets 
of liver58, thymus59, primary motor cortex60, PBMCs61 and lung52, a bone 
marrow atlas62–64 and a separate bone marrow dataset65. The additional 
datasets were processed as described above, except that we normalized 
by total counts instead of applying scran normalization. The number 
of cell types in the datasets varied from 10 to 122 (median = 40.5). 
Datasets with more than 100,000 cells were subsampled by reducing 
the number of cells for the most abundant cell types.

Matched snRNA-seq and MERFISH data for spatial metrics. To 
assess scores for the spatial metrics as well as for the translation of 
the dissociated metrics to spatial measurements, a public matched 
snRNA-seq and spatial dataset of the human brain was leveraged. The 
spatial dataset from Fang et al.66 included five samples from the human 
middle temporal gyrus (MTG) region collected by spatially resolved 
single-cell profiling of 4,000 genes using MERFISH. MERFISH meas-
urements were performed using samples from the human MTG and 
the superior temporal gyrus from freshly frozen neurosurgical and 
postmortem brain. The single-nucleus profiling SMART-seq dataset of 
the MTG from Hodge et al.67 that was used in the comparative analysis 
of Fang et al. was leveraged as a reference for our selections. From 
4,000 genes in the published MERFISH dataset, 3,491 genes were used 
for selections, as only those were present in the snRNA-seq reference. 
Cell types of the MERFISH dataset that were not present in snRNA-seq 
data were filtered out to make the datasets comparable.

SCRINSHOT experiment
Samples and histology. Samples were obtained from deceased trans-
plant organ donors by the Cambridge Biorepository for Translational 
Medicine with informed consent from the donor families and approval 
from the NRES Committee of East of England—Cambridge South (15/
EE/0152). Lung biopsies (~2 cm3) were freshly frozen in OCT (Leica 
Surgipath, FSC22) and shipped to Stockholm University on dry ice. 
Quality control was carried out by evaluating histopathological condi-
tion (sections stained with hematoxylin and eosin were analyzed by the 
pathologist) and RIN value analysis. Healthy samples with RIN values 
above 4 were selected for SCRINSHOT. The samples include a biopsy 
from the distal lung of a 28-year-old male (smoker) and a biopsy from 
the trachea of a 61-year-old male (non-smoker), and both donors had 
no notable reported lung or tracheal conditions. Sections of lung tis-
sues were cut at a thickness of 10 µm and placed on poly-lysine slides 
(Thermo, J2800AMNZ) and then stored frozen at −80 °C for further use.

Probe design. At the time when the probe set for the SCRINSHOT 
experiment was selected with the Spapros gene panel selection, 
the probe design pipeline was not finished; therefore, probes were 
designed manually. A detailed description of the padlock probe design 
is provided in previous publications13,68. Sequences for probes (38–45 
nucleotides in length) were selected using the PrimerQuest online tool 
(Integrated DNA Technologies) for the targeted mRNA of 64 genes 
in the gene selection list. These sequences were then interrogated 
against the targeted organism genome and transcriptome with the 
BLASTn tool (NLM) to guarantee their specificity. Two to four specific 
sequences per gene were selected for further padlock design. An extra 
sequence was selected to create a unique barcode for the detection 

http://www.nature.com/naturemethods


Nature Methods

Article https://doi.org/10.1038/s41592-024-02496-z

probe, which was reused for each padlock of the same gene with several 
T nucleotides replaced with U, as described previously13,68. All detection 
probes were then interrogated against all padlock probes using the 
BLASTn tool to ensure no overlapping sequences and avoid unspecific 
detection probe binding. An overlap of nine or more nucleotides was 
avoided by modification of the detection barcode by replacing one to 
two nucleotides. One RCA primer sequence was used for all padlock 
probes, taking into account the preceding gene expression level before 
selection. Sequences for padlock and fluorophore-labeled detection 
probes are provided in Supplementary Table 2. Both types of probes 
(248 padlock and 64 detection probes) were ordered from Integrated 
DNA Technologies.

SCRINSHOT procedure. The SCRINSHOT procedure was followed 
exactly as described previously13,68 with extra-stringent detection 
probe incubation (30 °C) in 30% formamide and an increased (20%) 
formamide concentration in the washing buffer in the following step 
to avoid unspecific binding of detection probes. After a trial experi-
ment, SCGB1A1 and SCGB3A1 probe concentration was reduced to one 
padlock per gene to avoid dot crowding. Probes were applied in sets of 
five per hybridization cycle for a total of 13 cycles to detect all 64 genes 
in each sample (Supplementary Table 3). After each cycle, the whole 
slide was imaged as a Z stack with 11 steps of 0.8 µm (to cover the whole 
10-µm thickness) using a widefield microscope (Zeiss Axio Observer 
Z.2, Carl Zeiss Microscopy, with a Colibri LED light source, equipped 
with a Zeiss Axiocam 506 mono digital camera and an automated stage) 
at ×20 magnification. Maximum intensity orthogonal projection was 
then used for further analysis as described previously13,68. One sample 
from an area corresponding to the alveolar parenchyma collected 
from the upper part of the left lobe (location 5, Luecken et al.69) with a 
substantial amount of signal from most of the probes was selected for 
gene pre-selection evaluation.

SCRINSHOT image analysis. Images were originally taken, projected 
(maximum intensity projection) and stitched using ZEN software (ZEN 
2.3 Lite). Channels were then exported as TIFF files for further process-
ing. Images were aligned using the DAPI channel, followed by manual 
nuclear segmentation for the intralobar region and automated nuclear 
segmentation for the tracheal region. For automated segmentation, 
a Mask R-CNN convolutional deep neural network model was used as 
part of the nucleAIzer pipeline. The final model is trained so that the 
annotated image set was augmented with artificially created ones70. 
The training set contained 50,000 single nuclei manually annotated by 
experts on ×40 magnification microscopy images. The trained network 
was integrated into Biological Image Analysis Software (BIAS)70,71 and 
is available at http://single-cell-technologies.com/download/. Auto-
mated dot detection using CellProfiler version 3.1.9 was performed as 
described previously13,68. All detected dots were assigned to each cell 
ROI in Fiji (ImageJ 1.53c) (https://github.com/AlexSount/SCRINSHOT/
blob/master/automated_stitching_dot_counting_v1_19genes.ijm). The 
resulting dataset containing dots per ROI was used for further analysis.

SCRINSHOT analysis. Cells with less than ten counts were filtered out. 
Counts were normalized by segmentation area and then logarithmized. 
The cells were clustered with the Leiden algorithm, and cell types 
were annotated by comparing expression profiles of Spapros markers 
for each cell type with those of the Meyer2022 scRNA-seq reference. 
Inclusion of some genes affected clustering in a worse separation of 
cell types. Those genes were therefore left out for clustering (Sup-
plementary Table 4). These genes include broadly expressed genes 
with intra-cell type variation like FOS. They were identified based on 
PCA scores in the Spapros selection and manual inspection of mean 
expression over cell type clusters.

For the tracheal sample, only genes that were relevant for identi-
fication of basal cells were included in the clustering (Supplementary 

Table 4). We searched for genes with orthogonal intra-cell type vari-
ation in KRT15 and S100A2 based on low prediction scores of a linear 
regression on KRT15 and S100A2 and high abundance in basal cells. 
FOS was revealed as a strong candidate in comparison with all genes. 
For the smoothed spatial expression profile of KRT15, S100A2 and FOS 
along the epithelium, scikit-learn’s B-spline fit with ten knots, degree 
10 and L2 regularization with α = 10−3 were used.

Immunofluorescence. IF for FOS in tracheal basal cells was performed 
using closely associated serial sections from the same tracheal sample 
as was used for SCRINSHOT. Freshly frozen sections were fixed with 
4% paraformaldehyde and washed with PBS. Antigen retrieval was 
performed using Tris-EDTA for 30 min at 80 °C, followed by blocking 
with 5% donkey serum and 0.2% Triton X-100 and overnight incubation 
with primary antibodies (anti-FOS, rabbit, Novus Biologicals, NBP1-
89065 at 1:200; anti-KRT5, chicken, BioLegend, 905901 at 1:1,000; 
anti-MUC5AC, mouse, Thermo Fisher Scientific, MA5-12178 at 1:100). 
Donkey anti-mouse Cy5, anti-rabbit Cy3 and anti-chicken AF488 ( Jack-
son ImmunoResearch) secondary antibodies were applied at 1:400. 
Sections were counterstained with DAPI and imaged as described for 
SCRINSHOT. Nuclear segmentation was performed using BIAS as for 
SCRINSHOT, and KRT5-positive MUC5AC-negative cells were selected 
for analysis. Levels of FOS were detected per nucleus using mean fluo-
rescence intensity measurements in Fiji (ImageJ).

Immunofluorescence analysis. For validation of the spatial intra-cell 
type variation of FOS along the epithelium of the human trachea, IF 
and SCRINSHOT signals were compared to each other. To correlate the 
FOS IF and SCRINSHOT signals along the epithelia of the two adjacent 
slides, the two epithelia were first manually registered as follows. Based 
on the fluorescence measurements, the paths along the epithelia were 
annotated with napari72 (version 0.4.17). Additionally, based on the 
major epithelial folds in the slice, six landmarks along the paths were 
annotated to match the two paths. With scikit-image’s73 (version 0.21.0) 
profile_line function, the mean intensity along the path was quantified 
using a width of 101 pixels (22 µm). To check the robustness of the 
measured correlations, the results were double checked with varying 
widths, showing the same results. As the measured profiles between 
the landmarks slightly differ in lengths between the two tissue slices, 
the shorter profile between landmark pairs was linearly interpolated 
to generate two profiles with the same number of points. Finally, the 
Pearson correlation of the mean FOS intensity profiles of the two meas-
urements was calculated.

Selection method benchmark
Curated marker list and ISS panel. The curated lung marker list (Sup-
plementary Table 5) was provided by lung experts (Acknowledgements) 
and is a collection of airway wall markers from various publications. 
We reduced the number of genes in the marker list to 155 by only allow-
ing up to ten genes per cell type and from those the ones that occur in 
the 8,000 HVGs from the Meyer2022 dataset (‘Datasets for probe set 
selection and evaluation’).

For our comparison with an ISS panel, we took the original gene set 
from Asp2019 (ref. 3), which contains 69 genes that were selected based 
on an scRNA-seq dataset and an untargeted spatial transcriptomics 
dataset. To generate a comparable selection with Spapros, we selected 
34 genes in the untargeted dataset and used these as prior knowledge 
selection (‘Spapros selection pipeline’, ‘Gene panel selection’) for a 
selection of 69 genes in the scRNA-seq dataset.

Method benchmark. We leveraged our Snakemake pipeline to run the 
method benchmark. To assess statistical significance for metric per-
formance, multiple selections were conducted on bootstrap samples 
of the datasets. Bootstrap sampling was applied per cell type of a given 
dataset to retain cell type frequencies. Furthermore, Gaussian noise 
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with σ = 0.001 (that is, relatively small compared to the log-normalized 
count values) was added to the duplicated cells. Statistical signif-
icance was measured with t-tests when comparing within-dataset 
performance and paired t-tests when comparing across datasets. All 
methods were benchmarked on the datasets Madissoon2020 and 
Litvinukova2020 (‘Datasets for probe set selection and evaluation’ 
and Supplementary Table 1) with 20 bootstrap samples (exception, 
PERSIST with five samples due to time reasons). Based on the results 
of the initial comparisons, the top performers Spapros, SpaprosCTo, 
DE, NS-Forest, geneBasis, SCMER, SelfE and PCA were compared for 
statistical significance over 12 datasets in total (‘Datasets for probe 
set selection and evaluation’). In this extended comparison, paired 
t-tests between methods were run over the mean performances of 
the 12 datasets. The mean performance was calculated based on five 
bootstrap samples for each dataset.

For all selections, 12-CPU cores and 64 GB of memory were allo-
cated except for the method PERSIST, for which 6 CPU, 64 GB and 1 GPU 
were allocated. As recommended for the method SCMER, subsampling 
the dataset is necessary to run the method in a reasonable time. We 
followed their recommendations of subsampling to 10,000 cells. As 
the methods SelfE and scPNMF exhibit long computation times, we 
applied the same subsampling scheme for them as for SCMER. If a 
selection took longer than 2 d, it was interrupted and not added (SelfE 
and ASFS for 150 genes).

External selection methods. We compared Spapros with 11 other 
methods dedicated to gene selection. These methods are described 
as follows.

NS-Forest22 is a marker gene selection algorithm based on random 
forest importance scores combined with a binary expression scoring 
approach to select markers that are specifically upregulated in the cell 
type of interest but not in other cell types. NS-Forest is available as a 
repository of Python functions.

SMaSH27 is a general computational framework for extracting 
marker genes. Different base classification models can be used: three 
different forest-based ensemble learners and a neural network. Gini 
importance and Shapley values are used for scoring genes for the forest 
models and the neural network, respectively. As the authors describe 
that the XGBoost base model performs consistently excellently in 
terms of yielding low marker gene classification rates, we chose this 
configuration for our comparisons. SMaSH is available as a Python 
package on PyPI.

scGeneFit20 selects gene markers that jointly optimize cell label 
recovery using label-aware compressive classification methods. The 
method finds a projection to the lowest-dimensional subspace for 
which samples with different labels remain farther apart than samples 
with the same label, while the subspace dimensions are individual 
genes. The optimization is formulated as a linear program. The method 
not only finds marker genes that are specifically expressed in single 
cell types but also genes that reflect the hierarchical structure of cell 
types. scGeneFit is available as a Python package.

The ASFS (or ActiveSVM)26 selection procedure generates minimal 
gene sets from single-cell data by employing a support vector machine 
classifier. The method iteratively adds more genes by identifying cells 
that were misclassified. ASFS is available as a Python package on PyPI.

COSG28 is a cosine similarity-based method for marker gene selec-
tion. It is fast and scalable and particularly designed for selection of 
marker genes in large datasets. COSG is available as Python and R 
packages.

SelfE31 aims to select a subset of genes that is optimized for predic-
tion of all remaining genes as linear combinations. The gene subset is 
constructed iteratively, and each step the gene that minimizes the L2 
error over genes is added. SelfE is available as an R package.

SCMER32 selects a set of genes that reconstructs a pairwise simi-
larity matrix between cells and therefore preserves the manifold of 

the scRNA-seq data. To find that sparse set of features, a binary search 
on the L1 regularization parameter is performed. Similar to SelfE, this 
method optimizes for general variation opposed to the previously 
described marker gene-focused and cell type classification-focused 
methods. The method is available as a Python package.

Triku35 selects genes that are locally overexpressed in groups of 
neighboring cells, which aims to recover cell populations and gen-
eral variation in scRNA-seq data. The method is available as a Python 
package.

scPNMF21 selects genes based on non-negative matrix factorization 
in an unsupervised manner with additional filtering steps. The sparse 
matrix factorization aims to capture the variation of the dataset with a 
reduced number of genes, while the filtering step aims to increase the 
likelihood of selecting genes with, for example, relevance for cell type 
classification or robustness to batch and/or modality effects.

geneBasis33 selects gene panels in an unsupervised iterative 
approach, in which each newly added gene captures the maximum 
distance between the true manifold represented by a knn graph and 
the manifold constructed using the currently selected gene panel.

PERSIST34 is a flexible deep learning framework that identifies a 
set of informative genes to either reconstruct gene expression or pre-
dict cell type labels based on binarized counts. The method leverages 
custom layers enabling feature selection and tailored loss functions 
to account for the intricacies of single-cell transcriptomics. In our 
comparisons, we call the unsupervised version PERSISTus and the 
supervised version PERSIST.

Statistics and reproducibility
In the SCRINSHOT experiment, the sample size was limited to a single 
sample from each of two lung regions. This was considered sufficient 
because our aim was to show translatability of signals from reference 
scRNA-seq data to spatial data, rather than examining interindividual 
variability. No data were excluded from this analysis. While we observed 
reproducibility within the same donor via IF labeling on adjacent tissue 
slides, our study does not make claims about the frequency of these 
signals across a broader patient population. Randomization and blind-
ing were not applicable, as no comparative groups were analyzed.

For the selection method benchmark, a comprehensive statistical 
assessment was conducted to evaluate the performance of differ-
ent gene selection methods, including Spapros. The methods were 
compared using various metrics. We used multiple datasets to ensure 
robustness and generalizability of the results. No data were excluded 
from these analyses. Selections on bootstrap samples of the datasets 
were employed to assess the statistical significance of performance 
differences, with paired t-tests used for comparisons across datasets. 
No statistical method was used to predetermine sample size of boot-
strap samples. No formal randomization or blinding procedures were 
applied, as the primary focus was on computational comparisons 
rather than experimental interventions.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
SCRINSHOT expression data are included as an Excel file. IF images and 
SCRINSHOT segmentations are available on Zenodo74. All scRNA-seq, 
snRNA-seq, untargeted spatial transcriptomics and the MERFISH brain 
datasets are publicly available3,38,42,51–53,56–60,62–67. The datasets used for 
diverse analyses include Madissoon2020, available at https://www.
tissuestabilitycellatlas.org, Krasnow2021 at https://www.synapse.
org/#!Synapse, Meyer2022 at https://5locationslung.cellgeni.sanger.
ac.uk, Asp2019 ISS at https://doi.org/10.6084/m9.figshare.10058048.
v1 (ref. 75), Asp2019 single-cell and spatial transcriptomics at https://
data.mendeley.com/datasets/mbvhhf8m62/2, Litvinukova2020 at 
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https://www.heartcellatlas.org/v1.html and HLCA at https://cellxgene.
cziscience.com/collections/6f6d381a-7701-4781-935c-db10d30de293. 
Other datasets used for benchmarking include the Tabula Muris Senis 
atlas, accessible via NCBI GEO accession GSE132042; the immune 
cell atlas at https://www.tissueimmunecellatlas.org; liver datasets 
available via NCBI GEO accession GSE115469; thymus data at https://
developmental.cellatlas.io/thymus-development; primary motor 
cortex data (10X_v2, 10X_v3 and SMART samples) available from 
https://assets.nemoarchive.org/dat-ch1nqb7; PBMC data at https://
www.10xgenomics.com/datasets/10-k-pbm-cs-from-a-healthy-don
or-v-3-chemistry-3-standard-3-0-0; and bone marrow data from https://
figshare.com/projects/Single-cell_proteo-genomic_reference_maps_
of_the_human_hematopoietic_system/94469 (ref. 76) and GEO acces-
sion numbers GSE201333, GSE134355 and GSE192616. The matched 
brain MERFISH and dissociated data used for the evaluation of spatial 
metrics can be accessed at https://doi.org/10.5061/dryad.x3ffbg7mw 
(ref. 77) and https://portal.brain-map.org/atlases-and-data/rnaseq/
human-mtg-smart-seq, respectively.

Code availability
The Spapros package and the probe design pipeline are publicly avail-
able at https://github.com/theislab/spapros and https://github.com/
HelmholtzAI-Consultants-Munich/oligo-designer-toolsuite, respec-
tively. The end-to-end selection, which combines panel selection and 
probe design, is described in tutorials of the Spapros package. The 
Snakemake evaluation pipeline is available at https://github.com/
theislab/spapros-smk. Code to reproduce the analyses is available at 
https://github.com/theislab/spapros_reproducibility.
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Extended Data Fig. 1 | Spapros evaluations show cell type specific 
classification performance. Evaluations on the Madissoon2020 dataset. 
 a, Normalized cell type classification confusion matrices (red color scale) for 
gene sets of 150 genes selected with DE, PCA, HVG, and random selection, and 
linearly smoothed step function of the diagonal elements at 0.8 (blue color 
scale). The summary metrics cell type classification accuracy and percentage 
of captured cell types are the means of the diagonal and the thresholded values 

respectively. b, Maximal Pearson correlation of marker genes from a curated 
marker list and gene sets selected with DE, HVG, PCA, SPCA, as well as highest 
expressed and randomly selected genes. In the bottom heatmap values below the 
maximum correlation of each cell type are masked (gray). The summary metrics 
marker correlation and cell type balanced marker correlation are the row means of 
all genes (top heatmap) and per cell type (bottom heatmap) respectively.
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Extended Data Fig. 2 | Variation recovery metrics for different granularity 
levels and correlation evaluations. a, Clustering similarity and neighborhood 
overlap metrics evaluated on the Madissoon2020 dataset of gene sets with 150 
genes selected with PCA, DE, SPCA, HVG, as well as highest expressed genes and 
random selection. The summary metrics coarse and fine clustering similarity 
are the AUCs of the normalized mutual information in the intervals [6,20] and 
[21,60] respectively, and neighborhood overlap is the AUC of knn overlaps over 

multiple k’s. b, Gene correlation on the Madissoon2020 dataset of gene sets 
with 150 genes selected with DE, PCA, SPCA, HVG, as well as highest expressed 
genes and random selection. The redundancy score is a linearly smoothed step 
function at 0.8 of the maximal correlation of each gene. The summary metrics 
gene correlation and percentage of highly expressed genes are the AUCs of the 
normalized mutual information in the intervals [6,20] and [21,60] respectively, 
and neighborhood overlap is the AUC of knn overlaps over multiple k’s.
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Extended Data Fig. 3 | Correspondance between dissociated and spatial 
evaluations. a, Correlation between performance metrics on dissociated and 
spatial data based on matched snRNA-seq and MERFISH human brain data. Data 
are presented as mean values ± SD over selections on 7 bootstrap samples of 

the snRNA-seq reference for selecting 50 genes. b, Correlation between spatial 
variation metric on the MERFISH data and fine clustering similarity on the snRNA-
seq data. Same error bars as in (a).

http://www.nature.com/naturemethods


Nature Methods

Article https://doi.org/10.1038/s41592-024-02496-z

Extended Data Fig. 4 | Spapros outperforms state-of-the-art methods. 
Heatmap of our evaluation metrics comparing Spapros with recently published 
methods as well as DE, and PCA-based selections. We compared selections of 50 

and 150 genes for lung and heart data sets. Methods are sorted and ranked by the 
aggregated score of variation recovery and cell type classification. Methods that 
use cell type information are annotated with a red star.
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Extended Data Fig. 5 | Spapros selections show robust cross dataset 
performance. a, UMAPs of the three lung datasets with unified cell type 
annotations for cross dataset evaluation. b, Cross dataset evaluations of 
selections on the lung data sets and on the donor samples within each data 

set. Cell type clfs. perform. is the average of the metrics cell type classification 
accuracy and percentage of captured cell types. Variability recovery is the average 
of the metrics coarse and fine clustering similarity, and neighborhood overlap.
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Extended Data Fig. 6 | Intra-cell type variation and validation with IF. a, Validation of the spatially variable FOS signal in tracheal basal cells. FOS expression of 
adjacent IF and SCRINSHOT samples are correlated along the registered annotated tracheal epithelium. b, Spatial intra-cell type variation of genes in the intralobar 
SCRINSHOT lung sample.
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Extended Data Fig. 7 | Uniqueness of Spapros on balancing performance metrics. Pareto fronts, showing the trade-off between variation recovery and cell type 
classification scores for 50- and 150-gene selections from the Madissoon2020 lung and Litvinukova2020 heart data.
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Extended Data Fig. 8 | Method benchmark significance tables. a, P-values 
from two-sided t-tests comparing cell type recovery, variation recovery, and the 
aggregated score of the different selection methods on selections on bootstrap 
samples of the Madissoon2020 lung data for 50- and 150-genes selections. 

Methods are ranked by mean performance. b, Two-sided paired t-test P-values 
for the mean scores of the same metrics across 12 datasets on 50- and 150-gene 
selections.

http://www.nature.com/naturemethods


Nature Methods

Article https://doi.org/10.1038/s41592-024-02496-z

Extended Data Fig. 9 | Cell-cell interactions of selected gene sets for MERFISH 
human brain data. Volcano plots of the 16 cell type interaction pairs with the 
highest number of significant genes affected by cell-cell interaction of the given 
cell type pair (based on two-sided Wald-tests of the NCEM model on MERFISH 

human brain data). Significant hits are shown for a 150 genes Spapros selection 
on snRNA-seq human brain data. Genes of the selected gene set are highlighted 
by star symbols. P-values of 0 were set to the minimal non-zero observed p-value 
of ~10−16.
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Extended Data Fig. 10 | Proportion of probe design filtered genes and 
technical aspects of Spapros and selections. a, Proportion of genes that pass 
the SCRINSHOT probe design constraints for the same datasets. Center line, 
median; box limits, upper and lower quartiles; whiskers, 1.5x interquartile range; 
points, outliers. b, Computation time and c, memory of Spapros selections for 
datasets with different numbers of cell types and cells per cell type. The filled 

area shows the standard deviation. d, Computation time of different steps in 
the Spapros gene set selection. Center line, median; box limits, upper and lower 
quartiles; whiskers, 1.5x interquartile range; points, outliers. Each box comprises 
typical selection scenarios of 100 selections with different numbers of sampled 
cells per cell type over 5 datasets (same selections as for (b) and (c)).
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