
Effects of Visual Modality on Conversations with Interactive
Digital Testimonies

Preparing for the Post-Witness Era

Daniel Kolb
daniel.kob@lrz.de

Leibniz Supercomputing Centre
Garching near Munich, Germany

Simona Maiolo∗

Ludwig-Maximilians-Universität
München

Munich, Germany

Patricia Maier∗

Ludwig-Maximilians-Universität
München

Munich, Germany

Fabio Genz

Ludwig-Maximilians-Universität
München

Munich, Germany

Simone Müller

Leibniz Supercomputing Centre
Garching near Munich, Germany

Dieter Kranzlmüller
Ludwig-Maximilians-Universität

München
Munich, Germany

How did you survive Auschwitz?

Natural Language
Processing

Database of
Recordings

Several fortunate circumstances came together.
We can call it fate, luck, divine intervention...
Several fortunate circumstances came together.
We can call it fate, luck, divine intervention...
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Figure 1: Interactive Digital Testimonies recreate conversations with contemporary witnesses. After processing verbal natural
language user input, a matching recording of the response from the original human witness is identified and displayed. Cur-
rent implementations can present the digital contemporary witnesses a) audio-only, b) in audio-visual 2D, or c) in audio-visual
stereoscopic 3D. We investigated how these three output modalities affect users differently.

ABSTRACT
Interactive Digital Testimonies (IDTs) allow users to learn virtually
about the life stories of contemporary witnesses as recounted by
the witnesses themselves. Although several IDTs have been created
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in recent years, there is little empirical research on their effects
on users. We investigated how different levels of visual modality
(audio-only, audio-visual 2D, audio-visual stereoscopic 3D) affect
user perception by conducting two separate mixed-methods studies:
A 2×2 between-subjects study comparing audio-only with audio-
visual 2D in in-person and online settings (𝑛 = 82) and a within-
subjects study comparing audio-visual 2D with audio-visual stereo-
scopic 3D (𝑛 = 51). We found that audio-visual 2D improves user
experience, immersion, and perceived authenticity over audio-only
versions. Audio-visual 3D IDTs are more authentic and immersive
than audio-visual 2D IDTs, however, this is diminished by a less
comfortable interaction. Our findings broaden empirical research
on user perception of realistic Embodied Conversational Agents
and help guide future thanatosensitive designs.
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1 INTRODUCTION
Conversations with contemporary witnesses represent an impor-
tant part of history lessons [13, 16, 105] and citizenship educa-
tion [14]. Personal experience reports make historical events emo-
tionally comprehensible, tangible [86], and help survivors cope with
the trauma they experienced [15, 38, 107]. Unfortunately, contem-
porary witnesses to an increasing number of historical events, such
as Holocaust survivors, are gradually fading away, becoming too
weak for long-distance travel or the draining and often emotionally
difficult survivor talks. One approach to true-to-life preservation
of personal encounters is the virtually simulated dialog by means
of Interactive Digital Testimonies (IDTs).

IDTs are Conversational Agents (CAs) using exclusively prere-
corded responses. When combined with visual recordings of the
witness, they become Embodied Conversational Agents (ECAs). As
such, IDTs build on scientific and technological advances in Natural
Language Processing (NLP) as well as recording techniques to create
interactive virtual twins of contemporary witnesses. The designful
absence of AI-generated content prevents IDTs from hallucinating
and inventing false statements about the Holocaust [58]. They dif-
fer from linear video recordings of interviews with contemporary
witnesses, like the Shoah Visual History Archive [97], by giving
users control over the selection and sequence of topics. Current
implementations support the output modalities audio-only, audio-
visual 2D, and audio-visual stereoscopic 3D [7, 40]. The prevailing
visual displays range from life-sized partially immersive, projection-
based virtual reality systems [5, 71] at designated institutions to
consumer-grade hardware for website-embedded IDTs [9]. Unlike
fully immersive virtual reality systems using head-mounted dis-
plays, these displays readily provide shared experiences for groups
of users.

By combining historical contextualization, perspective-taking,
and affective connections, IDTs can evoke historical empathy in
users. This both cognitive and affective engagement with historical
individuals leads to a deeper and more nuanced understanding of
history [34, 45]. Especially interactions and conversations with con-
temporary witnesses can promote strong emotional connections,
which increase the quality and enjoyment of learning [14] and pre-
vent presentism [47]. Consequently, genuine-appearing emotive

IDTs can foster history and citizenship competences by continually
providing opportunities for affective engagement.

Although several IDTs have been developed for different types
of displays in recent years, many effects of the chosen modalities
on users remain unclear. Since the production process is complex,
costly, time-consuming, as well as taxing for contemporary wit-
nesses [98], later amendments, e.g., adding modalities or answers,
are rarely an option. With usually only one attempt at capturing a
witness’ story as faithfully, engaging, and future-proof as possible,
planning and implementing IDTs requires meaningful knowledge
of the consequences of available design choices. Both, current IDTs
as well as future concepts for IDTs and realistic ECAs benefit from
thorough evaluations of present-day designs.

To bridge these research gaps, we conducted two distinct user
studies. Both studies used two IDTs of Holocaust survivors Eva Um-
lauf and Abba Naor, created by the “LediZ” (transl. “Learning with
digital testimonies”) project [12]. Since authenticity and fidelity are
key properties of such testimonies, we investigated how differences
in visual modality (audio-only, audio-visual 2D, audio-visual 3D)
affect user experience, including presence and emotions. In this
paper, we use the term 3D to refer to stereoscopic 3D. We employed
2 × 2 between-subjects design in a study comparing audio-only
with audio-visual 2D, in-person as well as online (𝑛 = 82). In a
separate, second study we used within-subjects design to contrast
audio-visual 2D with audio-visual 3D (𝑛 = 51). We used a mixed-
methods approach to gather quantitative as well as qualitative data
in both studies.

Our paper contains three major contributions:

• Our results extend research on the benefits of embodiment
for CAs, by supplying novel data on agents using authentic
prerecorded responses instead of synthetically generated
replies.

• We detail the advantages and disadvantages of interactions
with 3D audio-visual IDTs in comparison to 2D audio-visual
IDTs.

• We provide design recommendations for current and future
approaches for lifelike posthumous CAs in general and IDTs
in particular.

Our results show that audio-visual 2D representations are more
immersive, authentic, and pleasant for users than audio-only repre-
sentations. Audio-visual 3D IDTs are perceived as more authentic
and engaging, however, advantages over experiences with audio-
visual 2D IDTs are limited by the discomfort caused by 3D glasses.

Our work contributes to fulfilling the research objectives out-
lined during the CHI’24 workshop on “AI and the Afterlife”1 [22]
as well as in a recent UNESCO report on the potential risks and
benefits of AI and digital testimonies in Holocaust education [58].
With the era of the Holocaust witness [113] coming to an end, our
findings provide a valuable empirical basis for thanatosensitive [63]
design decisions by researchers and educators seeking to preserve
conversations with contemporary witnesses for future generations
of learners [46].

1https://sites.google.com/view/ai-and-the-afterlife-workshop/
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2 RELATEDWORK
We use Slater’s definition of presence as the feeling of “being there”
in a virtual environment [95] and immersion as a system property.
Co-presence describes the sense of “being together” due to sensory
awareness of another co-located actor [17, 41]. Social presence,
which builds on co-presence, is the perceived quality of a system to
evoke intimacy and immediacy during an interaction [41]. This af-
fects the ability and willingness of users to connect and engage with
the virtual actor [17]. The Theory of Interactive Media Effects [99]
argues that interactivity, usability, modality, realism, and social
presence impact engagement and appreciation of an interactive
system. The chosen display modality has consequences for the cred-
ibility and likeability of virtual humans as well as the knowledge
gained by users. A more immersive system can increase emotional
user reactions [109] or induce detrimental side-effects like physical
discomfort [116].

2.1 Realism of human-like ECAs
ECAs build on the Computers-Are-Social-Actors (CASA) [73] par-
adigm: Users interact with computers exhibiting human-like be-
havior as they would with real humans, even when the users are
aware that they are communicating with machines. This makes
ECAs powerful interfaces, as users do not have to learn new com-
munication techniques for the face-to-face conversation. Building
on simple interactions, they are well-suited to navigate survivor
testimonies as well as to strengthen user involvement [37].

The realism of the exhibited human-like behavior influences
interaction quality. Multi-modality in in- and output, fidelity of
presentation, personality, and overall consistency in behavior are
requirements for believable interactive virtual humans [43]. Hu-
man realism of embodied agents affects perceived presence and
involvement, which influences enjoyment and trustworthiness of
the conversation [2, 85]. The choice of display of ECAs needs care-
ful consideration, as it can lead to a credibility loss of the presented
information. While agents should be expressive and show distinct
emotions, inconsistent [108] or creepy [81] behaviors can have detri-
mental effects. ECAs with not quite realistic appearances fall victim
to the Uncanny Valley Effect [57, 69, 84, 102], which causes feelings
of revulsion and aversion as well as distrust [75]. The same effect
occurs when body movement and speech are not aligned [101] or
the voice does not fit to the visual representation of the ECA [66].

The way an ECA sounds and speaks also contains CASA-relevant
social cues [36]. While the effects of the visual appearance of ECAs
are well substantiated, research on human-like voices is incon-
clusive [118]. Previous studies have shown that vocal pitch [33],
emotional tone [70], and gender of voice [117] influence the way
users perceive and interact with CAs. Similar to the Uncanny Valley,
user acceptance decreases if the realism of the voice output does
not align with the system capabilities [68]. Voice design of CAs
should match their affordances to raise appropriate expectations in
users [67]. However, recent findings show that humans prefer realis-
tic voices over synthesized robotic ones [53]. The perceived eeriness
decreases with higher degrees of human-likeness, which challenges
the existence of an auditory Uncanny Valley. Further studies show
that, compared to synthetic voices, human voices cause stronger
feelings of trust, social presence [28], and intimacy [82]. While

aligning the realism of audio and video of human-like ECAs is
beneficial [48, 72], using the respectively highest quality in each
modality can result in the highest overall acceptance and trustwor-
thiness [77].

Educational ECAs featuring human voice and human-like be-
havior cause deeper learning [65]. Hence, ECAs for educational
contexts need to appear and act like humans, while avoiding the
Uncanny Valley Effect. A study on virtual exhibition guides found
that a higher degree of visual realism leads to increased feelings
of co-presence [87]. Still, the participants preferred the audio-only
representation over abstract and realistic virtual guides, which
were perceived as eerie. This also replicated prior findings that
voice-only displays can be more successful at evoking emotions
and co-presence than abstract visual representations with the same
vocal capabilities [8]. Consequently, under some circumstances,
non-embodied CAs can rival or even surpass ECAs with regard to
user experience and co-presence. Although users expect human-
like behavior of educational ECAs [4], realistic behavior can have
varying effects on learning, depending on the type of material [80].
Since witness testimonies combine factual and conceptual informa-
tion, we expect this impact to be comparatively minor. Additionally,
the admiration of the person portrayed by the ECA can improve
interest and evoke more positive emotions [78].

Previous empirical studies mainly deal with synthetic virtual
humans or exposed their shortcomings (see also Table 1). We en-
countered increased interest in HCI research on the user percep-
tion of visually rich ECAs [32]. The results of previous studies
on the effects of realistic visual embodiment on perceived social
presence [76], co-presence [3], and emotional connection [55] dur-
ing virtual interactions, however, did not cover ECAs using non-
synthetic photorealistic videos as their representation.

2.2 Interactive Digital Testimonies
An IDT simulates conversations with contemporary witnesses by
combining a database of prerecorded responses, as given by the orig-
inal human witness, with a conversational user interface (see Fig-
ure 2). They are a subcategory of ECAs, with the restriction that
neither the embodiment of the agents nor their replies are synthe-
sized. This aims to create immersive and persuasive audio-visual
CAs, without the need for highly realistic computer-generated im-
ages, voices, or social cues. IDTs thereby avoid the risks of the
Uncanny Valley. However, the exclusion of synthetic replies and
the finite number of prerecorded responses limit conversational
content and adaptability2.

Early implementations and predecessors of IDTs date back as
far as 1990: “Ask the President” allowed visitors of the Nixon presi-
dential library to choose from more than 280 preselected questions
on a touch screen [27]. Upon touching a question, a recording of
RichardNixon’s answerwas displayed. The recordingswere nonuni-
form due to differences in sources and settings. Visitors were not
able to formulate their own questions. The “August system” was
a computer-generated recreation of 19th-century author August
Strindberg [44]. Users were able to verbally ask the system about
the life of the author, among other things.

2Additional detailed background on IDT design and production can be found in [10,
56, 98, 103].
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Table 1: Overview of related previous studies on human-like CAs and ECAs. The numbers in column n signify the participants in the respective studies.

Modalities Year n Measured Factors (Excerpt) Output Source Results Ref.

Audio-only 1994 180 Personality, Performance Recordings Users apply social rules to interactions with computers. [73]
2019 30 Disclosure, Closeness Synthetic Gender of CA’s voice influences self-disclosure. [117]
2019 640 Social Presence, Trust Synthetic Human voice creates stronger social presence, trust, and behavioral

intentions than synthetic voice.
[28]

2020 95 Human-likeness, Eeriness Synthetic and
Recordings

Human-like voices are perceived as more likable and less eerie than
robotic ones.

[53]

Visual-only
2D

2000 40 Likeability, Usefulness Synthetic Consistency of verbal and non-verbal cues is preferred. [48]
2006 45 Human-likeness, Familiarity, Eeri-

ness
Synthetic and
Recordings

Human-likeness increases from humanoids to androids to humans. [57]

2023 149 Trust, Uncanniness Synthetic and
Recordings

Virtual influencers appear less trustworthy and human, eliciting less
intention to follow recommendations.

[75]

Audio-visual
2D

1999 36 Impression Management, Disclo-
sure, Comfort

Synthetic and
Recordings

Consistency across modalities leads to increased impression man-
agement, self-disclosure, and comfort.

[72]

2006 30 Disclosure, Co-presence, Emotion
Detection

Synthetic and
Recordings

Avatar realism increases co-presence and reduces self-disclosure. [8]

2011 129 Human-likeness, Familiarity Synthetic and
Recordings

High-fidelity synthetic human-like characters are especially eerie if
their emotional expressiveness is limited.

[102]

2011 48 Human-likeness, Eeriness,
Warmth

Synthetic and
Recordings

Mismatching realism in both voice and face elicits feelings of eeri-
ness.

[66]

2012 172 Emotional state, Empathy Synthetic Emotional facial expressions and the tone of voice influence users’
feelings.

[70]

2013 88 Trust Synthetic Lower vocal pitch and smiling increase trust in ECAs. [33]
2015 113 Human-likeness, Familiarity Synthetic and

Recordings
Asynchrony between lip movement and speech increases the Un-
canny Valley Effect.

[101]

2021 108 Virtual Intimacy, Comprehension,
Duration

Synthetic Voice output (instead of text) and interaction duration increase
perceived intimacy.

[82]

2022 305 Trust, Acceptance, Credibility Synthetic and
Recordings

Natural animation and human-like voice enhance trust, acceptance,
and credibility.

[77]

2022 134 Motivation, Emotion, Likeability,
Learning

Synthetic Likeability of and familiarity with the displayed character increases
motivation to learn and positive feelings.

[78]

Audio-visual
3D

2019 20 Co-presence, Human-likeness,
Comprehension

Synthetic and
Recordings

Visual guides enhance co-presence, while audio guides minimize
distraction and improve realism.

[87]

2021 161 Learning, Enjoyment, Uncanni-
ness, Presence, Cognitive Load

Synthetic Incongruent realism of ECA appearance and behavior leads to better
learning.

[80]
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The responses used facial animation and synthesized or manu-
ally preprocessed answers. “Synthetic Interviews” enabled users
to talk with famous personas by means of speech recognition and
film recordings of actors answering in-character [62]. The answer
sets included fallback responses which were displayed if the system
found no suitable video for a given input. To continue the illusion,
periods between responses were filled with videos showing the ac-
tor idling in-character. A follow-up project, “Ben Franklin’s Ghost”,
utilized the same concept and Pepper’s ghost illusion [50]. User
input was limited to 160 preselected questions or keyword-based
typing. The responses of both, the August system and the Synthetic
Interviews, were partially fictitious. Not all phrases were direct
quotations and the way they were presented, including any social
cues, were recreations.

The most prominent current use case for IDTs is in Holocaust
education. Considerate implementations of interactive digital me-
dia can strengthen users’ engagement with survivor stories [21].
The first IDT of a Holocaust survivor was developed by the USC
Shoah Foundation in 2014 as part of its Dimensions in Testimony
project [103]. At the time of writing, they have created more than
50 IDTs, covering nine languages [106]. The Forever Project un-
dertakes a similar approach, producing IDTs for the UK National
Holocaust Centre and Museum [56]. The German team LediZ de-
veloped two German-speaking IDTs of Holocaust survivors for use
in schools and museums [12]. The IDTs of these three projects
share a number of design properties: Each testimony features the
witness themself talking about their own life story. All response
videos were recorded in 3D specifically for use in IDTs. However,
the utilized output modalities vary due to the diverse technical
circumstances of sites of operation. All videos put the visual focus
on the witness, with a black background and minimal furniture
visible. Each IDT contains audio-visual content for more than 1000
prompts [5, 52, 56, 103], including an introductory witness account,
an idle loop between questions, and neutral fallback responses if
no matching response can be displayed.

While non-interactive digital testimonies, such as video testi-
monies, elicit interest in students, they offer limited immersion
due to the lack of interactivity [23]. The current design of IDTs
is quasi-interactive [83], as using only prerecorded replies makes
it impossible for the CA to reference user-defined verbal input or
prior exchanges. While the IDTs were recorded in stereoscopic 3D,
the choice of visual display (e.g., 2D, Pepper’s ghost, 3D) varies by
implementation and location.

2.3 Prior evaluations of Interactive Digital
Testimonies

To date, but a small number of empirical studies of IDTs have been
conducted and published. Only a subset addressed user experiences
and perceptions directly, with the remainder discussing the topic
tangentially or referencing internal evaluations, which have not
been made available to the public. Nevertheless, these studies high-
lighted the distinct need for further empirical research on user
interactions with IDTs in general as well as on IDT modalities in
particular.

We identified two empirical studies of the 3D IDT of Abba Naor
by the LediZ project. Both constituted explorative, cursory exami-
nations of user experiences using descriptive statistical analyses.
The participants in the first study (n = 46) found interacting with
the IDT easy and emotive, but shortcomings of its conversational
ability diminished the user experience [52]. It also raised doubts
about the importance and impact of displaying the IDT in 3D. The
participants in the second study (n = 74) reported developing an
emotional connection as well as perceiving the 3D IDT as immer-
sive and like a human [11]. However, they felt that displaying the
IDT in 3D was only of minor importance for the overall impact of
the witness’ stories.

Earlier IDT research investigated the requirements for the fi-
nite pool of pre-recorded answers that constitute the IDT output.
With approximately 2000 available responses, Dimensions in Testi-
mony’s IDT of Pinchas Gutter contained no suitable response to
3.3% of user inputs [6]. The underlying sample of 1667 user ques-
tions was gathered over three days and represented 426 distinct
statements. However, whether a response would fit to a given ques-
tion was not decided by the users themselves, but instead by two
project-employed annotators. The study showed that a limited set
of responses can hypothetically cover a major percentage of inputs
due to a large overlap between user questions. The required qual-
ities of a fully automated matching system as well as actual user
perceptions were not within the scope of the study. A subsequent
between-subjects study compared the effects of this IDT (n = 25),
displayed in 2D, with interacting with a real Holocaust survivor (n
= 28) [103]. It found that user engagement with the IDT can exceed
50 minutes and that a larger percentage of users could connect with
the story of the IDT than with the live survivor. However, the study
contained no inferential statistical analysis and lacked numerous
details regarding its instruments and procedure.

A case study on digital interactive displays for dialogic remem-
bering identified that the respective museum professionals intended
to elicit feelings in co-presence and empathy in users [5]. The list
of investigated interactive displays included the 3D IDTs at the
National Holocaust Centre & Museum Nottingham, which were
provided by the Forever Project. Since the study did not gather or
include data on user interactions with IDTs, it did not ascertain
whether the intended effects were actually evoked in museum visi-
tors. An evaluation of these 3D IDTs found a high level of average
user satisfaction and that 81.6% of answers returned were relevant
to the user’s question [56]. However, the examined dataset con-
tained only 42 question-answer pairs and omitted several method
details, including the sampling method as well as the size and com-
position of the group of study participants. The evaluation also
does not address whether the identified accuracy value is sufficient
to convincingly simulate a conversation.

3 METHOD
We split our investigation into two separate studies, each focusing
on two modality conditions. This decision was based on having
but two comparable IDTs at our disposal as well as the desire to
limit participants’ emotional and physical attrition. We therefore
conducted two individual studies and prioritized internal validity
within each study over external validity between both studies.
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Figure 2: Conceptual model of IDT components and their associated data flows. The components Input Device and Display
represent the User Interface, while the Preprocessor, Matching System, and Database of Recordings constitute the correspond-
ing System tasked with the actual processing of the user input. The Archive is used to initialize and populate the Database of
Recordings.

(a) Audio-only online (b) Online audio-visual 2D IDT
of Eva Umlauf

(c) Audio-visual 3D IDT of Abba Naor in-person

Figure 3: Examples of the visual appearance of IDTs as used in our studies. Thewhite and blue buttonswere usedwhen verbally
inputting questions.

Study 1 used a between-subjects design to compare audio-only
IDTs with audio-visual 2D IDTs. To accommodate participants’
needs and increase accessibility, we offered both in-person and so-
cially distanced online participation, which utilizedwebsite-embedded
versions of the same IDTs. This also allowed us to investigate how
different settings affected users. Study 2 used a within-subjects
design to contrast audio-visual 2D IDTs with audio-visual 3D IDTs.
As suitable 3D displays are uncommon in private households, we
required in-person participation for both conditions.

Both studies featured modality as independent variable and used
the same two IDTs of Holocaust survivors Eva Umlauf and Abba
Naor (see Figure 3) of the LediZ project [12]. With IDTs of two

different witnesses, we reduced the influence of individual char-
acteristics like gender [59], personality, or narrative. Both study
designs were individually reviewed and approved by our institu-
tions’ ethics committee as well as the data protection officers.

We chose the durations of interactions with the IDTs during our
studies to be consistent with the way IDTs are offered at educational
sites [40], which, in turn, aims to emulate real encounters with wit-
nesses [12]: Each interaction with an IDT lasted up to an hour and
included an introductory testimony followed by the opportunity to
ask questions. Additionally, we did not provide participants with
any specific objectives, tasks, or guardrails and instead allowed
the participants to shape the interactions according to their own
curiosity and interests. Both align with the durations and designs
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of prior user studies on IDTs [11, 52, 103], thereby keeping our
study conditions as close to real-world use as possible as well as
facilitating the comparability of our findings.

All in-person studies took place in the same cinema-like room
which displayed the digital contemporary witnesses in life-size.
The Infinity Wall-like screen [29] constituted a partially immersive,
virtual reality system [71]. At most six of the 21 available seats
were used at the same time due to sanitary restrictions. This helped
to maintain the group dynamics of real-life interactions, such as
working out questions together or discussing answers, but also
uneven use of the input device, e.g., due to shyness. In each session,
the light in the room was dimmed regardless of modality. The video
data had a resolution of 1920 × 1080 pixels and a 25 Hz frame
rate per eye. The projectors were capable of reaching a brightness
of 21 000 ANSI Lumen. The 3D display required users to wear
polarized glasses to experience the 3D effect. Each IDT contained a
twelve-minute introduction by the digital witness telling their story.
We provided participants with a preconfigured smartphone as an
input device. By pressing and holding down on the touch screen,
they were able to ask the IDT verbal questions. All studies used
the proprietary cloud-based service Google Dialogflow3 to analyze
the intent of the voice input and select the most fitting prerecorded
response, which was then displayed. The corresponding agents
were trained in three phases:

• Initialization
• Non-public test interactions
• Public use

The first phase consisted of initializing the training data set
with the original interview questions as well as systematic, se-
mantic, or syntactic variations thereof. This enabled first, non-
public test interactions with the IDT in the second phase, which
refined the matching system and improved its initially low accuracy.
The training process implemented supervised learning, with each
question-answer-match being manually reviewed and validated or,
in the case of deficient classifications, rectified. This review pro-
cess requires the detailed logging of all user interactions. Both, the
systematic variations and supervised learning, presuppose deep
topical knowledge to not introduce question-answer-matches that
decontextualize or deviate from the original semantic content of
the pre-recorded answers [98]. The third phase of training the NLPs
is a lasting continuation of the second phase, without being limited
to specific users only. The use of centralized NLP systems allowed
consistent and simultaneous training and adjustments for all study
settings and sites of operation. The application utilized during in-
person sessions accessed the locally-stored response files, while the
Wowza streaming engine 4.8.54 provided the media data via HTTP
live streaming to the website-embedded versions. We conducted
pilot tests to verify the feasibility of our studies.

Our qualitative evaluations were informed by growing up in a
country with a pronounced focus on Holocaust education. Day-to-
day encounters with memorials to the suffering caused by national
socialism further instilled us with sensitivity to historical respon-
sibility and the dangers of historical negationism. Family ties and
friendships with people who experienced and lived through World

3https://cloud.google.com/dialogflow/quotas
4https://www.wowza.com/docs

War II showed us the lasting emotional impact on survivors and the
importance of their credibility. These character traits assisted us
in empathizing as well as building rapport with study participants
and influenced our data coding.

3.1 Study 1: Audio-only vs. Audio-visual 2D ×
In-person vs. Online

In the first study, we evaluated how audio-only IDTs differ from
audio-visual 2D IDTs with regard to user experience, perceived
presence, and emotion, as well as accessibility.We utilized in-person
and online participation since both IDT modalities can readily be
used on-site at educational institutions as well as at home during
distance learning.

3.1.1 Participants. A total of 82 participants took part in either
the in-person (𝑛 = 40) or online study (𝑛 = 42). Of these, 54 (66%)
identified as female, 28 (34%) as male, and none as non-binary.
Their age ranged from 19 to 80 (𝑀 = 34.27, 𝑆𝐷 = 14.37). Seven
participants (9%) had interacted with at least one IDT prior to this
study. We provided assistance if requested, e.g., when reading or
filling in the questionnaires. All participants indicated that the IDT’s
language was their native language. Only one stated that they spoke
dialect. The group interacting with the audio-only mode consisted
of 36 (44%) participants, 19 (23%) online and 17 (21%) in-person.
The remaining 46 (56%) participants experienced the audio-visual
2D mode, 23 (28%) online and 23 (28%) in-person. We recruited
participants via social media channels and university mailing lists.
We incentivized participation in the in-person study with a 10€
voucher or extra university credit. The participants of the online
study could enter a raffle for one of ten 20€ vouchers or receive
extra university credit. The compensation system was directed by
our institutions’ guidelines. The different rates corresponded to the
time and effort required to participate in the study, as determined
during our pilot tests. Participation in our study was voluntary and
not required by any institution.

3.1.2 Study Design. We conducted a between-subjects study with
Modality (levels: Audio-only and Audio-visual 2D) and Setting (lev-
els: In-Person andOnline) as independent variables. The participants
were randomly assigned to a modality level. While the in-person
study offered a life-size screen and ensured that sound and image
were free from interference, users in the online study could par-
ticipate in a socially distanced and location-independent manner.
Not having to travel made it easier for people with disabilities to
partake in this study. Both ways of participation used the same
modalities and provided the same media files. We counterbalanced
the distribution of the participants to all conditions and balanced the
groups in all conditions to control for potential confounds caused
by the individual characteristics of the IDT (𝑛𝐸𝑣𝑎 𝑈𝑚𝑙𝑎𝑢𝑓 = 40,
𝑛𝐴𝑏𝑏𝑎 𝑁𝑎𝑜𝑟 = 42).

3.1.3 Measured Variables. With our questionnaire, we measured
six variables from a total of 41 questions (see Table 2). Where
necessary, we adapted or rephrased questions of these previously
validated questionnaires for the context of IDTs and normalized the
scales to five points. The questions on user experience (Efficient,
Easy, Exciting, Interesting) originated from the short version of the
User Experience Questionnaire (UEQ-S) [89]. We measured how

https://cloud.google.com/dialogflow/quotas
https://www.wowza.com/docs
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Table 2: Variables measured in the audio-only vs. audio-visual 2D study. Due to the high proportion of non-normally dis-
tributed items [104], we used Greatest Lower Bound (GLB) [115] to calculate the internal consistency reliability.

Section Variable Items Reference Internal Consistency

Questionnaire User Experience 4 UEQ-S [89] 0.50
Questionnaire Presence 12 IPQ [90], WS [114] 0.83
Questionnaire Pos. Emotions 10 PANAS [112] 0.85
Questionnaire Neg. Emotions 10 PANAS [112] 0.86
Questionnaire Accessibility 4 WCAG 2.0 [25] 0.68
Questionnaire Preference 1 - -

Interview Reasoning 7 - -

present and immersed the participants felt with three items (SP3,
INV2, INV4) of the igroup presence questionnaire (IPQ) [90] and
nine items (5, 6, 8, 9, 21, 23, 25, 26, 32) of the presence questionnaire
by Witmer and Singer (WS) [114]. The Positive and Negative Af-
fect Schedule (PANAS) [112] was used to evaluate their emotional
responses. We based the questions regarding accessibility on the
four WCAG 2.0 guidelines [25]. We also asked users whether they
would have preferred the other modality. Free-text fields allowed
users to further detail their feedback and impressions. During the
in-person study, we conducted voluntary interviews after the ques-
tionnaire to gather subjective reasonings on preference, realism,
emotiveness, and accessibility of the modality. We used fully struc-
tured interviews with open-ended questions to control their length.
With a predictable and short duration, we aimed to increase the
willingness of participants to be interviewed or to wait for their
turn. While this restricted the depth of the interviews, it allowed
us to gather more representative and diverse insights.

3.1.4 Study Procedure. Both study settings, in-person and online,
used the same procedure (see Figure 4a) and questionnaire. We
conducted 13 in-person sessions, with group sizes ranging from
two to six people (𝑀 = 3.08, 𝑆𝐷 = 1.61). Online users took part indi-
vidually and on their own. Each session began with an explanation
of our methods of data collection and processing. Participants were
free to suspend or discontinue to partake in the study at any time
and for any reason. If they gave their consent, they subsequently
experienced a digital contemporary witness sharing their story for
twelve minutes. The participants then interacted with the digital
contemporary witness for up to 30 minutes. The shortest inter-
action duration was 12 minutes for the audio-only setting with a
group of two users and 15 minutes for the 2D display with a group
of three users. The introduction and the interaction were presented
in the same modality and with the same IDT. After the interaction
each participant filled in the questionnaire. The overall duration
of each session was limited to 60 minutes. 31 participants (78%)
voluntarily expanded on their feedback in a short interview at the
end of an in-person session. Volunteers from the same session were
interviewed individually, separately, and successively.

3.2 Study 2: Audio-visual 2D vs. Audio-visual
3D

The second study evaluated how audio-visual 2D IDTs differ from
audio-visual 3D IDTs with regard to user experience, perceived
presence and emotion, physical discomfort, and user preference.

3.2.1 Participants. We recruited 51 participants through university
newsletters and social media channels. We offered them either
extra university credit for their studies or 20€, as directed by our
institutions’ guidelines on incentives. The compensation amount
was based on the time and effort required to participate in the study,
which we determined during our pilot tests. Participation in the
study was voluntary and not required by any institution. In our
sample, 30 (59%) identified as female, 21 (41%) as male, and none as
non-binary. Their age ranged from 19 to 65 (𝑀 = 28.4, 𝑆𝐷 = 9.3).
Nine participants (18%) had interacted with at least one IDT prior
to this study. Two participants (4%) stated that they had a high
level of proficiency in the IDT’s language, with the remainder (96%)
indicating a very high or native level of proficiency.

3.2.2 Study Design. We conducted a between-subjects study with
Modality as the independent variable. The levels were Audio-visual
2D and Audio-visual 3D. All participants interacted with both dis-
playmodes.We used IDTs of different Holocaust survivors to reduce
undesired learning effects for the second interaction. We counter-
balanced the random distribution of the participants to the four
study sequences.

3.2.3 Measured Variables. With our questionnaires, we measured
five variables from 29 questions. The structures and origins of the
questionnaires are presented in Table 3. We based our items on pre-
viously validated questionnaires, which we adapted or rephrased
for use with IDTs and normalized to a five-point scale, where nec-
essary. Questionnaire A surveys the users’ perceptions after inter-
acting with each given display mode. Based on the UEQ-S [89],
it measures the general user experience (Efficient, Easy, Exciting,
Interesting). Since Study 2 featured visual output in both conditions
as well as a more immersive display method in one condition, we
utilized different targeted questionnaires than in Study 1. With 14
items of the Immersive Experience Questionnaire [49] we evalu-
ated how present and immersed the participants felt during the
interaction. We measured their emotional responses during the
interaction with six items (CJOA2D, CJOC1B, CAGC1D, CAXM2D,
CAXP2D, CSHC3D) from the Achievement Emotions Questionnaire
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(a) Study 1 used between-subjects design to compare audio-only
and audio-visual 2D IDTs in in-person and online settings.
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(b) Study 2 used within-subjects design to compare audio-visual 2D
with audio-visual 3D IDTs.

Figure 4: Overview of procedure and design of both studies.

Table 3: Variables measured in the audio-visual 2D vs. audio-visual 3D study. Due to the high proportion of non-normally
distributed items [104], we used GLB [115] to calculate the internal consistency reliability.

Section Variable Items Reference Internal Consistency

Questionnaire A User Experience 4 UEQ-S [89] 0.77
Questionnaire A Presence 14 IEQ [49] 0.97
Questionnaire A Emotions 6 AEQ [79] 0.89
Questionnaire A Discomfort 4 SSQ [51] 0.75
Questionnaire B Preference 1 - -

Interview Reasoning 6 - -

(AEQ) [79], due to its reliability and suitability for immersive virtual
environments [100]. Since stereoscopic displays can cause physical
discomfort, we surveyed the well-being of the participants with
four questions (General Discomfort, Fatigue, Eyestrain, Nausea)
originating from the Simulator Sickness Questionnaire (SSQ) [51].
After interacting with both modes, Questionnaire B asked users to
select their preferred modality. We gained further insights through
free-text fields and by conducting voluntary interviews on partici-
pants’ reasonings for preference, perceived realism, and comfort
of use of the modalities. We used fully structured interviews with
open-ended questions to build a representative and diverse sam-
ple. The predictable and short duration aided the participants in
accommodating our interview request.

3.2.4 Study Procedure. The procedure of this study is presented
in Figure 4b. We conducted 16 sessions, with group sizes ranging
from one to five people (𝑀 = 3.19, 𝑆𝐷 = 1.60). We initiated each
session with an explanation of our methods of data collection and
processing. This included informing the participants that they were
free to suspend or discontinue taking part in the study at any time
and for any reason. If they consented to the terms, they were shown
an introductory video of a digital contemporary witness recounting
their story within twelve minutes. The subsequent interaction with
the digital contemporary witness used the same display mode. Each
participant filled in Questionnaire A regarding their experience
with the first display mode. This was followed by a short break
and the analogous procedure for the second IDT in the respec-
tively other display mode and another iteration of Questionnaire

A. Afterwards, the participants filled in Questionnaire B. To con-
trol variance in time spent interacting with the IDTs, we advised
users to ask their last question after 24 minutes. We also ended the
interaction if the participants had no more questions for the IDT.
The shortest interaction duration was 11 minutes for the 2D display
and 12 minutes for the 3D display. Both were sessions with a single
participant. The overall duration of each session was limited to
120 minutes. 30 participants (59%) voluntarily expanded on their
feedback in a short interview at the end of a session. Volunteers
from the same session were interviewed individually, separately,
and successively.

4 RESULTS
We analyzed the quantitative and qualitative data of Study 1 and
Study 2 individually.

4.1 Audio-only vs. Audio-visual 2D × In-person
vs. Online: Quantitative Results

In the following, we list the quantitative results of Study 1. For
our analysis, we first tested our sets of measured variables for nor-
mal distribution and homogeneity of variance. While we found
isolated violations of the assumptions of normality or homogeneity
of variance, ANOVA is considered generally robust to both these
violations, if the number of participants in each group is approxi-
mately equal and not unreasonably small [18, 64]. We consequently
carried out factorial ANOVA to identify significant (p < .05) impacts
of modality and setting, as well as interaction effects. Tukey’s HSD
test was used for post hoc analyses. Table 4 summarizes the main
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Figure 5: Aggregated measures of the audio-only vs. audio-visual 2D × in-person vs. online study. * indicates a significant
(p < .05) pair-wise difference. Separated by a dashed line are the percentages of participants who would have preferred the
respectively opposite modality. The totals for preference are less than 100%; the remainder felt indifferent.

findings. The aggregated values and the distribution of preference
are shown in Figure 5.

We found a significant interaction effect of modality and setting
in overall User Experience (𝐹 (1, 78) = 5.65, 𝑝 = .02). On the whole,
audio-visual 2D IDTs provided online users with a better user ex-
perience than audio-only IDTs (𝑝 = .02, 𝑑 = 0.54). The other pairs
of levels were not significantly different. However, an analysis of
the sub-scales showed significant differences in ratings of the item
Easy for setting (𝐹 (1, 78) = 10.35, 𝑝 = .002) as well as an interaction
effect (𝐹 (1, 78) = 5.58, 𝑝 = .02). In-person participants found talk-
ing with IDTs easier than online participants (𝑝 = .002, 𝑑 = 0.62).
Particularly online audio-only users reported lower ratings than the
in-person audio-only group (𝑝 = .001, 𝑑 = 1.13) and the in-person
audio-visual 2D group (𝑝 = .02, 𝑑 = 0.80). Additionally, modality
had a large effect on the item Exciting (𝐹 (1, 78) = 21.64), with audio-
visual 2D IDTs eliciting more excitement in users than audio-only
IDTs (𝑝 < .001, 𝑑 = 0.86).

The analysis of differences in perceived Presence showed no
significance caused by modality (𝐹 (1, 78) = 0.48, 𝑝 = .49), setting
(𝐹 (1, 78) = 1.55, 𝑝 = .22), or their interaction (𝐹 (1, 78) = 0.21, 𝑝 =

.65). While factorial ANOVA returned significant differences for
WS23 (“I asked the interactive digital testimony many questions.”,
𝐹 (1, 78) = 5.58, 𝑝 = .02), the post hoc test found no significant pairs.
However, we found that WS25 (“The interactive digital testimony
reacted quickly to my questions.”) was significantly influenced
by setting (𝐹 (1, 78) = 10.72, 𝑝 = .002) and modality (𝐹 (1, 78) =

5.72, 𝑝 = .02). Online users perceived that the IDTs reacted more
quickly than in-person users (𝑑 = 0.65). Participants who interacted
with the audio-visual 2D testimony reported shorter delays between
input and output than those who interacted with the audio-only
testimony (𝑑 = 0.48).

Our quantitative analysis showed no significant effects of modal-
ity (𝐹 (1, 78) = 0.001, 𝑝 = .98), setting (𝐹 (1, 78) = 0.48, 𝑝 = .49),
or their interaction (𝐹 (1, 78) = 0.49, 𝑝 = .49) on positive emo-
tions experienced during conversations with IDTs. Similarly, we
found no statistically significant impacts by modality (𝐹 (1, 78) =
1.75, 𝑝 = .19), setting (𝐹 (1, 78) = 1.68, 𝑝 = .20), or their inter-
action (𝐹 (1, 78) = 0.90, 𝑝 = .35) on overall negative emotions.
However, setting caused a difference in how Distressed users felt
(𝐹 (1, 78) = 6.48, 𝑝 = .01). Talking with the digital witnesses about
their life stories moved the in-person participants emotionally more
strongly than online participants (𝑝 = .01, 𝑑 = 0.70).

Overall accessibility was rated similarly high by all groups. Our
quantitative analysis found no significant impacts by modality
(𝐹 (1, 78) = 0.65, 𝑝 = .42), setting (𝐹 (1, 78) = 2.39, 𝑝 = .13), or their
interaction (𝐹 (1, 78) = 3.51, 𝑝 = .06). An analysis of the sub-scales
found interaction effects for the items Understandable UI (𝐹 (1, 78) =
8.22, 𝑝 = .09) andOperable UI (𝐹 (1, 78) = 6.48, 𝑝 = .01). Online users
of the audio-visual 2D IDT found the interface easier to understand
than online users of the audio-only IDT (𝑝 = .03, 𝑑 = 0.73) as well
as the in-person participants interacting with the audio-visual 2D
IDT (𝑝 = .01, 𝑑 = 0.74). The post hoc test for Operable UI found no
significant pair-wise differences.

In the audio group, 88% of in-person users and 84% of online
users would prefer interacting with an embodied IDT. Overall, 80%
of the 2D group would not want to forgo the visual modality.

4.2 Audio-only vs. Audio-visual 2D × In-person
vs. Online: Qualitative Results

Our reflexive thematic analysis [19, 20] used both the transcribed
interviews as well as the free-text explanations on the question-
naires from all four groups. The individual participants are listed
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Table 4: Factorial ANOVA results of the modality × setting study across the levels {audio-only, audio-visual 2D} × {in-person,
online}. For this overview, we shortened “audio-visual 2D” to “AV2D”. * indicates p < .05, ** signifies p < .01 and *** is p < .001.

Variable Statistic Effect size Levels comparisons (Mean, SD)

User Experience
Modality × Setting F(1, 78) = 5.65* 𝜂2 = 0.06 AV2D+Online (4.14, 0.69) > Audio+Online (3.61, 0.53)

Easy
Setting F(1, 78) = 10.35** 𝜂2 = 0.11 In-Person (4.58, 0.50) > Online (3.95, 1.15)
Modality × Setting F(1, 78) = 5.58* 𝜂2 = 0.06 Audio+In-Person (4.76, 0.44) > Audio+Online (3.63, 1.12),

AV2D+In-Person (4.43, 0.51) > Audio+Online (3.63, 1.12)
Exciting
Modality F(1, 78) = 21.64*** 𝜂2 = 0.21 AV2D (4.59, 0.62) > Audio (3.72, 1.06)

Short Response Time
Modality F(1, 78) = 5.72* 𝜂2 = 0.06 AV2D (4.07, 0.93) > Audio (3.58, 1.00)
Setting F(1, 78) = 10.72** 𝜂2 = 0.11 Online (4.17, 0.96) > In-Person (3.52, 0.91)

Distressed
Setting F(1, 78) = 7.19** 𝜂2 = 0.08 In-Person (3.29, 1.09) > Online (2.58, 1.30)

Understandable UI
Modality × Setting F(1, 78) = 8.22** 𝜂2 = 0.09 AV2D+Online (4.48, 0.59) > AV2D+In-Person (4.17, 0.78),

AV2D+Online (4.48, 0.59) > Audio+Online (3.89, 0.94)

in Table 6 in Appendix A. The first author was involved with the
manual coding and construction of themes from shared meaning-
based patterns. These patterns were focused on, but not limited to,
experiences related to the output modality. Our inductive coding
of primarily semantic meanings built on a predominantly experien-
tial and constructionist interpretation of the data [24]. We created
candidate themes and sub-themes after the first coding iteration.
Over subsequent repetitions, we reflected on and revised codes as
well as themes accordingly. The final revision, which took place
ten weeks after the first iteration, resulted in the following themes
and sub-themes, which can also be seen in Figure 6:

4.2.1 Tactful visuals promote engagement and emotional connection:
Participants across all groups reported enhanced cognitive and
affective engagement as well as social presence [93] as a prominent
property of visual representations of virtual humans. However,
displays featuring visual details besides contemporary witnesses
can introduce additional distractions.

Attention anchor: The visual stimuli of audio-visual 2D IDTs
immediately and firmly attracted the attention of respective users.
By continually occupying more senses, they were able to retain
this attention for longer periods of time and further accentuate the
contemporary witness. This made it easier for participants in the
audio-visual 2D groups to concentrate on the narration and interac-
tion: “I thought it was very visually appealing, so it was easy to focus
on her and for me it’s also important to have video and not just audio,
because it just helps me focus more” (P37). Conversely, participants
in the audio-only groups were inclined to let their gaze, and thus
their attention, wander due to the absence of a predominant visual
anchor. For some, this resulted in heightened awareness of and
even distractions by their surroundings, while others found the
experience tedious: “Without visual stimulation, just listening for
10 minutes is a bit long” (P55). Overall, captivating users visually
fostered immersive, fulfilling, and memorable interactions.

Non-verbal social cues: Additionally, the visual output added
inaudible nuances of the Holocaust survivors’ responses, which
participants in the audio-only groups missed: “I just think that it
would be better, for example, with visuals, actually. Not so long ago,
I had a conversation with a Holocaust survivor, and so much was
transmitted through his facial expressions and gestures, especially
regarding his descriptions of Auschwitz, but also his personality” (P13).
Perceiving the body language or even tears of the contemporary
witnesses made it easier to sense and understand the emotions than
from their voices alone. It also further added to the candid and
intimate nature of the conversation. Participants who interacted
with the audio-visual 2D IDT remarked that they felt emotionally
closer and connected more strongly because they were able to also
experience these soundless reactions. P26 illustrates this with the
difficulty of talking about certain historical events, as exhibited by
the IDT of Abba Naor: “I don’t think it was always easy for him,
because he always stroked along the edge of the chair. You already
noticed that it is very moving and difficult for him, but it comes
across somehow more clearly in such a visual case. [...] And that is
then just different on an emotional level as if you only hear it” (P26).
Some participants in the audio-only groups experienced difficulties
with the conversational flow, as they were uncertain whether silent
phases stemmed from the conclusion of a response or from a pause
for thought. They consequently felt less connected or immersed
and equated the interaction to a phone call instead of a face-to-
face conversation. In accordance with the Media Richness Theory
(MRT) [30], this also demonstrates that the visual output supplies
users not only with auxiliary emotional cues but also functional
cues like information about turn-taking [26].

Visual clutter: While visual displays can enhance the quality
of the interaction with IDTs, participants across all groups agreed
that overcrowded or inappropriate visual content can also detract
from the experience. A suitable visual representation should be
neither dull nor distracting: “The simple design (black background,
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Figure 6: The themes and sub-themes derived from our analysis of interviews and free-text explanations of Study 1.

chair, human) looks intriguing due to the discreetly pompous antique
chair and the elegantly dressed contemporary witness but still does
not attract too much attention so that the user could be distracted
from the essential” (P71). Caution must be taken when adding visual
features or details, as these can simultaneously add mental barriers
and distance between users and the virtual representation of the
witnesses or even detract from the witnesses themselves. Instead of
attempting to artificially evoke or amplify emotions in users, it is
essential to let contemporary witnesses and their narrations speak
for themselves.

4.2.2 Coping with lack of visual embodiment: The interactions with
the IDTs coincided with the desire to see the virtual conversational
partners. Participants in the audio-only groups employed different
strategies in an effort to satisfy this need with varying success.

Need for visual embodiment: Those who interacted with the
audio-only IDTs voiced their disappointment over the absence of
any visual representation of the respective Holocaust survivor: “I
thought that was a pity because I would have very much liked to see

his face, the person behind the voice” (P4). Besides fulfilling their
curiosity, the participants reasoned that they wanted to be able to
recognize the contemporary witnesses in other contexts and forms
of media. Audio-visual IDTs can thus provide users with a more
enduring and resurging impression.

Coping strategies: When facing audio-only IDTs, many partic-
ipants felt compelled to try to imagine what the respective con-
temporary witnesses might look like. While some were content
with their mental images, others were dissatisfied with the ap-
proach: “You want to see who you’re talking to... I couldn’t picture
the woman, which significantly reduced the quality of the interac-
tion” (P46). In addition to difficulties when trying to visualize the
Holocaust survivors, participants were ultimately aware that the
imagined appearances were not their real appearances. Their need
consequently remained unfulfilled. To remedy this, some partici-
pants chose to look up the contemporary witnesses online while
listening to the IDT. Side activities like operating their own smart-
phones in the in-person setting or using their browser in the online
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setting meant diverting their focus and reducing the immersion.
The third strategy was using the surrounding facility or devices as
visual substitutes. One participant who interacted with the audio-
only IDT of Eva Umlauf and had seen the real person before in a
different context cautioned: “If I had never known her face, then it
would be hard for me to contextualize. Then that would actually only
ever be connected to, I don’t know, this room and less to experiencing
a person” (P1). Consequently, no coping strategy was able to fully
satisfy the users’ needs without detracting from the experience.

4.2.3 Visual embodiment increases authenticity and realism: We
found that visual embodiment aids the authenticity of the presented
information as well as the perceived realism of the digital witness.
Realistic dimensions of the embodiment can raise the authenticity
and immersion further. However, no participant remarked that they
experienced their respective modality as inherently inauthentic.

Suspension of Disbelief: Across all groups, participants were
essentially aware that they were not interacting with a real per-
son. However, facilitated by the lifelike visual embodiment of the
contemporary witnesses, users were able to suspend their disbelief.
After interacting with the audio-visual 2D IDT of Eva Umlauf, P18
reported: “I really enjoyed it. Like, there was this chair and I thought
at some point, this is actually real. She is really sitting there” (P18).
In addition to consistent movements and reactions reported by
both audio-visual groups, participants in the in-person audio-visual
2D setting also highlighted the true-to-life size and proportions
of the digital witnesses as causes for the perceived realism. While
the auditory output itself was perceived as realistic, most respon-
dents in the audio-only groups missed a display of the original and
identifiable human source. They, therefore, had diminished reason
not to perceive their conversational partners as computer systems.
Additionally, ambiguity in the origin of the IDT’s responses could
foster doubts in the validity of its content: “Without video it feels
anonymous and one could also claim that what was said was ‘fake’ or
not a recording of a real witness. With video, the whole thing would
be even more credible and impressive” (P54).

Co-presence: Exclusively participants in the in-person audio-
visual 2D settingmentioned feeling as if being in the same room [41]
with the digital witness. This shows that a visual embodiment is
necessary for, but does not ensure, evoking co-presence in sighted
users of IDTs. Building on suspension of disbelief and engagement,
it benefits from presenting the digital witness in a realistic size and
in a calm environment, physical and virtual. In our case, this elicited
the imagination of being invited and hosted by the contemporary
witness: “I thought it was somehow beautiful, as well as aesthetic,
how she sat there in her armchair and you got the feeling that you
are at her home with her” (P40).

4.2.4 Fidelity is limited by conversational ability: All groups deter-
mined conversational flaws as the main cause for disruptions in
the perceived fidelity of the IDT. Encountering weaknesses of the
CA elicited diverse reflex reactions, which diminished suspension
of disbelief and engagement.

Types of conversational shortcomings: We identified three
types of conversational issues reported by our participants. The
first type was receiving fallback answers if no matching response

was recorded and available. The limited size of the pool of answers
is inherent to the concept of IDTs and its categorical avoidance
of procedurally generated, synthetic responses, which precludes
follow-up questions or references to prior exchanges as well. How-
ever, this shortcoming aligned most with user expectations and was
met with leniency: “It is easy to use and comprehend. However, the
answers understandably cannot adequately cover all questions” (P45).
The second type was the CA failing to understand too complex or
deeply nested questions. This prompted participants to consciously
or unconsciously adjust and deviate from their accustomed way
of phrasing questions: “I think formulating the questions was more
difficult because you tried to make them as simple as possible and
couldn’t ask spontaneously” (P25). The third and most salient type
was receiving an incorrectly matched, unsuitable answer. Most
of the participants’ more distinct reactions originated from these
matching errors.

Reactions to conversational issues: The effect of the conversa-
tional shortcomings on participants was twofold: The issues elicited
diverse emotional reactions and reduced the immersion. Incorrectly
matched responses were still able to provide participants with in-
teresting information. Some participants felt indifferent and simply
accepted the issues as technological restrictions, which nonetheless
broke the illusion of talking with a real human being. Amusement
or levity, however, caused participants to feel conflicted: “So as soon
as the technology fails and doesn’t work, you kind of always react
with humor and find it funny, but in that context I don’t know if
that’s okay” (P20). In most cases, the conversational shortcomings
caused frustration or disappointment over the broken suspension
of disbelief: “In the moments when she gave exactly the answer that
matched the question. Then it was briefly a ‘Wow’! And otherwise you
noticed that it’s just an artificial situation” (P32). These feelings were
then accompanied by heightened awareness of the surroundings,
disrupted engagement, and gaps in the flow of the interaction: “But
you’re always pulled out of the interaction a bit and come back to the
real world when he can’t answer the question. And then you’re quickly
pulled out of the whole conversation” (P8). Unmitigated conversa-
tional issues reinforced the recognition of IDTs as unalive computer
systems, which can lead to potentially undesirable perceptions of
and interactions with digital witnesses.

4.2.5 Potential of visual output for additional support: A visual
display offers the opportunity to provide users with supplementary
information and feedback. This could address accessibility issues
as well as improve overall usability.

Auditory accessibility: Irrespective of the type of modality
provided during the study, users occasionally experienced difficul-
ties comprehending the spoken verbal output. However, these were
tied neither to the audio quality nor the users’ hearing abilities
or language proficiencies. Along with the dialect and articulation
of the human witnesses, the unmodified recordings preserve cor-
responding issues: “Due to his accent, I did not understand all the
place names” (P82). Additionally, the narrations contain uncommon
words and terms that participants were unfamiliar with. For these
instances, optional visual information, like captions or subtitles,
can provide additional support. The benefits could extend to native
speakers, second-language speakers, hearing-impaired users, as
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well as hearing users: “There are also, for example, Jewish names or
Hebrew names that I don’t know at all. And I think captions would be
relatively helpful, also if one can no longer hear so well” (P3).

Alleviate confusion due to matching problems: The partici-
pants also proposed using the visual output to mitigate conversa-
tional issues. Displaying the verbal input, as recognized by the NLP,
could inform users about improper use or limitations of the input
device. Providing the original question, which was asked during
the recording process, of currently displayed responses could add
context to incorrect matches: “It doesn’t actually frustrate me when
the questions don’t fit so perfectly or the answers don’t match the
questions. But I would like to know the actual question she is respond-
ing to” (P1). Both types of feedback would increase the transparency
of the quality of the matching process. However, as outlined in Sec-
tion 4.2.1 and Section 4.2.3, they could also divert attention from
the digital witness as well as emphasize the non-human nature of
the conversational partners.

4.3 Audio-visual 2D vs. Audio-visual 3D:
Quantitative Results
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Figure 7: Aggregated measures of the audio-visual 2D vs.
audio-visual 3D study. * indicates a significant (p < .05) dif-
ference. The total for preference is 100%.

In the following, we list the quantitative and qualitative results
of Study 2. For our analysis, we first tested the sets of measured
variables for normal distribution. If the Shapiro-Wilk test returned
p > 0.05 for both, the 2D and 3D data sets, we used paired t-tests to
investigate their mean differences and Cohen’s 𝑑 to measure the
effect size. For measurements with non-normal distributions, we
used paired Wilcoxon signed-rank test and its corresponding effect
size 𝑟 . Only the data sets for Presence and Emotion are normally dis-
tributed. The aggregated values and the distribution of preference
are shown in Figure 7. Table 5 summarizes our main findings.

Our participants reported similarUser Experience for audio-visual
2D IDTs (𝑀 = 3.87, 𝑆𝐷 = 0.57) and audio-visual 3D IDTs (𝑀 = 3.92,

𝑆𝐷 = 0.64). We conducted a paired Wilcoxon signed-rank test,
which found no significant effect (𝑝 = .57, 𝑟 = 0.08). The analysis
of the items Efficient, Easy, Exciting, and Interesting also showed
no significant variance between modalities. Participants rated stim-
ulating features higher than functionality features. Notably, five
users found the 3D display less interesting and exciting than the 2D
display. One participant, who valued the 3D display mode lower for
all user experience items, argued that 2D is sufficient. They claimed
that the only noticeable 3D characteristic was the depth of field
between the contemporary witness and the back of the chair, which
appeared unnatural.

A paired t-test showed no statistically significant change in per-
ceived Presence (𝑡 (50) = −1.48, 𝑝 = .14, 𝐶𝑜ℎ𝑒𝑛′𝑠 𝑑 = 0.04) when
interacting with a 3D testimony (𝑀 = 3.34, 𝑆𝐷 = 0.49) instead of
a 2D testimony (𝑀 = 3.36, 𝑆𝐷 = 0.44). However, we found that
participants paid more Attention (𝑝 = .02, 𝑟 = 0.34) to the conversa-
tion in 3D mode (𝑀 = 2.27, 𝑆𝐷 = 1.34) than in 2D mode (𝑀 = 1.67,
𝑆𝐷 = 0.79). Participants remarked that the 3D display conveyed
more spatial depth, which made them feel more co-present. Partici-
pants who felt more present in the 2D display mode argued that
2D IDTs were less strenuous for their eyes.

Using paired t-test we found no significant difference (𝑡 (50) =
−0.59, 𝑝 = .56,𝐶𝑜ℎ𝑒𝑛′𝑠 𝑑 = 0.09) in participants’ Emotions between
the audio-visual 2D (𝑀 = 3.27, 𝑆𝐷 = 0.44) and audio-visual 3D
modalities (𝑀 = 3.31, 𝑆𝐷 = 0.54). Our analysis of the sub-scales
revealed that participants felt more Anxiety (𝑝 = .04, 𝑟 = −0.29)
when speaking with a 2D testimony (𝑀 = 3.49, 𝑆𝐷 = 1.07) instead
of a 3D testimony (𝑀 = 3.20, 𝑆𝐷 = 1.06). Additionally, the 3D IDT
(𝑀 = 2.27, 𝑆𝐷 = 1.34) inspired more Awe (𝑝 = .02, 𝑟 = 0.34) than
the 2D IDT (𝑀 = 1.67, 𝑆𝐷 = 0.79). Yet, most participants (49%) rated
the 2D display mode more emotive than the 3D mode, with 29%
rating 3D higher and the remaining 22% providing a balanced score.
Participants who reported a strong emotional difference between
both display modes in favor of the 2D display described audio-visual
3D as irritating and without any additional value in comparison to
audio-visual 2D.

One participant skipped the SSQ for the 3D version. We thus
only considered the remaining 50 participants for the evaluation of
discomfort. Our results show significantly more Discomfort (𝑝 <

0.001, 𝑟 = 0.69) for interactions with the 3D IDT (𝑀 = 2.79, 𝑆𝐷 =

0.56) than with the 2D IDT (𝑀 = 2.35, 𝑆𝐷 = 0.41). In particular,
participants experienced significantly more severe Eye Strain (𝑝 =

.01, 𝑟 = 0.68) during the use of 3D testimonies (𝑀 = 3.14, 𝑆𝐷 =

1.28) as opposed to during the use of 2D testimonies (𝑀 = 1.96,
𝑆𝐷 = 1.14). Interacting with the 3D IDT (𝑀 = 1.60, 𝑆𝐷 = 1.01)
also caused comparatively stronger, yet overall minor, feelings of
Nausea (𝑝 < 0.001, 𝑟 = 0.37) than the 2D IDT (𝑀 = 1.24, 𝑆𝐷 = 0.59),
which further explains the difference in discomfort.

For general preference of level of visual modality, 49% selected
audio-visual 2D and 51% selected audio-visual 3D.
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Table 5: Statistically significant results of the study across the levels audio-visual 2D vs. audio-visual 3D. * indicates p < .05 and
*** is p < .001.

Variable Statistic Effect size Levels comparisons (Mean, SD)

Attention z = 2.43* r = 0.34 3D (2.27, 1.34) > 2D (1.67, 0.79)
Anxiety z = -2.06* r = -0.29 2D (3.49, 1.07) > 3D (3.20, 1.06)
Awe z = 2.43* r = 0.34 3D (2.27, 1.34) > 2D (1.67, 0.79)
Discomfort z = 4.85*** r = 0.69 3D (2.79, 0.56) > 2D (2.35, 0.41)
Nausea z = 2.58* r = 0.36 3D (1.60, 1.01) > 2D (1.24, 0.59)
Eyestrain z = 4.78*** r = 0.68 3D (3.14, 1.28) > 2D (1.96, 1.14)

4.4 Audio-visual 2D vs. Audio-visual 3D:
Qualitative Results

We used the same qualitative method as for Study 1: The first author
investigated the transcribed interviews and participants’ explana-
tions on the questionnaire using manual inductive coding of pri-
marily semantic meanings and reflexive thematic analysis [19, 20].
The approach was mainly experiential and constructionist [24]. We
focused on shared meaning-based patterns of experiences related
to the output modality. After the first coding iteration, we con-
structed candidate themes and sub-themes. We revised the codes
and themes in subsequent repetitions, with the final iteration taking
place after eight weeks. The resulting themes and sub-themes can
be seen in Figure 8. The individual participants are listed in Table 7
in Appendix B.

4.4.1 Authenticity and engagement of IDTs: The three-dimensional
display made the realism of the digital witness more plausible and
the conversation more believable. This helped participants to emo-
tionally and cognitively engage with the IDT.

Spatial depth and proximity: The additional depth cues con-
veyed by the 3D modality aided the perceived realism of the con-
versation. The increased sense of space amplified feelings of co-
presence and immersion. Participants contrasted the flat appearance
of the 2D IDTs with the noticeable layers of depth of the 3D IDTs.
As the room virtually extended behind the armchair and the witness
emerged from the screen, users felt both spatially and emotionally
closer: “With the 3D representation you had the feeling he sits in the
same room and I believe that you will also remember much more, so
that the memory will remain longer and you felt more emotionally
connected, by the fact that you had the feeling the person was closer
to you” (P20). Besides making the interaction more authentic and
enjoyable, the elevated co-presence with the 3D display supported
focus and engagement: “I completely blanked out [other people], I
completely blanked out the environment, and I was virtually in the
room with the person... it came very close to a real setting” (P37).How-
ever, these experiences were not universal. For a few participants,
the same depth cues appeared unnatural or provided little benefit.

Vividness: The three-dimensional IDTs were perceived as more
vibrant and lifelike overall. 3D added expressiveness and detail
to facial and body movements, which made the digital witnesses
appear more natural and alive. After interacting with Eva Umlauf’s
3D IDT, P10 recalled that “it was much more clearly distinguished
and you notice when she made larger movements, for example, when

she showed her tattoo, that was just much more distinct” (P10). P25
found the same IDT response in 2D less perceivable: “So the 2D
version was fine, let’s put it that way. You could do the same thing.
But it wasn’t as true to the original, because you just couldn’t see the
hands that well and especially when the lady showed her tattoo, she
could have saved herself the trouble” (P25). While most participants
found the increase in vividness and authenticity appealing, users
could be drawn to and get lost in the visual details. The enhanced
realism can also be overwhelming. Some participants remarked
that they preferred the 2D IDT because it was less real and thus
less intimidating, while others found their emotional discomfort
topic appropriate and desirable.

Appealing novelty: Our participants voiced a general fascina-
tion with novel technology as part of their reasoning for why they
were interested and excited during interactions with IDTs, irrespec-
tive of presentation mode. The use of new or uncommon digital
formats made engaging with otherwise familiar or difficult themes
overall more attractive and special. The allure of novelty also led
participants to differentiate between output modalities. In direct
comparison, 3D was deemed more appealing, since it was perceived
as less commonplace and, thus, less mundane: “It sparks more inter-
est because there are not as many 3D as 2D presentations” (P32). They
qualified that the appeal due to novel technology might be more
prevalent among younger users, like students, and less effective
among senior users. However, several participants also emphasized
that the contemporary witnesses and their testimonies shall remain
at the center of the interaction and cautioned not to put the “focus
on technology instead of content” (P43). Obtrusive interfaces could
add a barrier between the user and the digital witness, resulting in
a shrouded and less authentic experience.

4.4.2 Physical discomfort of 3D IDTs: Our participants often ex-
pressed that the interaction with the 3D IDTs was less comfortable
than the interaction with the 2D IDTs. The strain while viewing
stereoscopic images and the glasses-based implementation of the 3D
display inhibited their immersion and influenced their preference
in output modality.

Uncomfortable glasses: Having to wear 3D glasses was men-
tioned as the main reason for experiencing physical discomfort.
Some participants found that the additional weight affirmed the
importance of the testimony and the polarized lenses discouraged
them from averting their focus from the stereoscopic display of the
digital witness. They also equated the act of putting on the glasses
to the deliberate decision to immerse themselves in the experience
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Figure 8: The themes and sub-themes derived from our analysis of interviews and free-text explanations of Study 2.

and engage with the IDT. However, several participants felt an-
noyed, distracted, and less present. It particularly hindered users
who already had to wear vision-correcting glasses and consequently
favored the 2D version: “3D glasses are impractical for people who
wear glasses and severely limit comfort. I would have preferred 3D
if it weren’t for the glasses problem” (P36). The participants were
confident that future advancements in display technology will solve
these issues and proposed contact lenses as an interim solution.

Eyestrain: Viewing the 3D IDTs was frequently more strenuous
on the eyes, which sometimes led to dizziness or headaches. Longer
interaction periods were increasingly exhausting and unpleasant:
“If it had lasted a bit longer, I would have felt more comfortable in the
2D version” (P10). To remedy these symptoms, affected participants
occasionally looked away from the digital witness to rest and regain
their focus, which temporarily disrupted their engagement. Con-
sequently, employing 3D IDTs in short or custom-length sessions
can mitigate physical discomfort in users.

4.4.3 Cost-benefit-tradeoff for 3D IDTs: While reflecting on their
experiences, the participants also discussed the effort required for
the implementation and use of the IDTs. They gathered andweighed
the advantages and disadvantages of the 2D and 3D IDTs to deter-
mine their preferred modality. In many cases, these conclusions
were ambiguous.

Required effort: 3D IDTs were perceived as overall more time-
consuming and expensive. Our participants argued that the techni-
cal constraints and corresponding costs limit the installation and
supply of IDTs at educational institutions. From a pragmatic point
of view, 2D IDTs are easier to set up and could, therefore, be more
accessible and available to the public. In addition to the expenses
for the initial installation and technical maintenance, operating
3D IDTs requires more effort: “I think the implementation of the
2D presentation is easier because no glasses have to be distributed.

I find long fusses before a lecture annoying” (P36). While usage of
IDTs is commonly chaperoned by institutional staff already [40],
3D IDTs can add further implementation-specific steps and tasks
to the interaction process.

Size of perceived difference: The participantsweighed the afore-
mentioned drawbacks and benefits, including those outlined in Sec-
tion 4.4.1 and Section 4.4.2, subjectively and differently. Although
some ultimately leaned strongly towards either 2D or 3D, users fre-
quently remained undetermined with no output modality distinctly
outweighing the other. Their indifference was the result of two
types of user experience. The first type noticed no or only insignifi-
cant differences between 2D and 3D: “With the first witness, I thought
it was 3D anyway, and then was surprised to find it wasn’t” (P12). The
second type perceived distinct advantages and disadvantages, but
the aggregated difference was inconsequential: “[T]he experience
is incredibly valuable and one dimension more or less doesn’t make
as much of a difference” (P17). We also found this ambivalence in
preferred modality in our quantitative analysis (see Figure 7). The
participants reconciled diverging views and suggested that both,
2D and 3D, should be used diligently. Dynamically adapting to user
needs would improve accessibility and general user experience: “I
would like, as a suggestion for improvement, if you could let future
users in schools or museums decide with the push of a button. I would
leave the choice between monoscopic or stereoscopic up to the users”
(P45).

5 DISCUSSION
Our findings have several implications for the development and
implementation of IDTs and lifelike ECAs. While we found no
version to be unviable, we provide guidance for educational imple-
mentations at schools or museums and uncover opportunities for
improvements and revisions of presently employed designs. We
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discuss each study individually and conclude with design recom-
mendations.

5.1 Audio-only vs. Audio-visual 2D × In-person
vs. Online: Discussion

While a realistic human voice alone is already capable of commu-
nicating a wide range of emotions, corresponding visual repre-
sentations add further social cues and visual behavioral signals.
Users strongly prefer verbally addressing virtual humans face-to-
face, which further supports CASA [73] and MRT [30]. While our
quantitative analysis found no statistically significant difference in
presence and emotional state between modalities, our participants
reported that the visual display fosters focus, emotional connection,
and engagement. They characterized interactions with a visually
embodied IDT as more believable, as the visual representation in-
creases authenticity and allows users to recognize the witness in
other contexts, such as photos and documentaries. Additionally,
our participants found the 2D IDT significantly more exciting, even
if we did not find a significant difference in overall user experience.
This deviation from the construct is also reflected in the compara-
tively low internal consistency (see Table 2).

Providing social cues like body movement, gestures, and facial
expressions can lead to increased quality of learning, whereas sim-
ply showing a still image of the speaker does not suffice [65]. Users
who interact with audio-only IDTs tend to choose their own embod-
iment of their conversational partner. This substitution can include
the physical hardware used during the interaction (e.g., input or
output devices), which can lead to diverse associations [94] and
possibly unintended effects.

The absence of visual embodiment and corresponding non-verbal
cues causes challenges to user experience and interaction. Audio-
only displays lead to uncertainty regarding the current state of the
conversational process, like the inability to differentiate between
wordless pauses during responses and the idle state waiting for a
question. Responses of IDTs show immediate visual change, e.g.,
gestures or adjustments in posture and facial expression. Users
who are denied the visual representation experience a longer delay
between question and corresponding answer. This feedback is es-
pecially important for the user experience of unaccompanied users,
e.g., online learners. A visual display can also offer supplementary
information, like subtitles, to improve general accessibility and
usability.

Since IDTs use purpose-made recordings to simulate the digi-
tal witness, the agent is auditory and visually realistic. However,
this true-to-life display leads to an increase in user expectations of
the conversational ability, false affordances [39], and a Habitability
Gap [68]. The design has limits in available topics and is unable to
reference previous questions, answers, or encounters. System “hic-
cups” like non-fitting answers can not be addressed and remedied
with the expected human-like conversational behavior [110]. Im-
plementations need to consider these conversational abilities since
they represent a major limitation for the realism and immersiveness
of IDTs.

5.2 Audio-visual 2D vs. Audio-visual 3D:
Discussion

Our quantitative analysis found no significant differences in aggre-
gated user experience, immersion, emotiveness, and user preference.
This appears to stem from the constraints of the technical imple-
mentation of stereoscopic 3D in our study. Interactions with the
3D IDTs used in our study were less physically comfortable, with
prolonged usage being particularly more strenuous for the eyes.
Even though the stereoscopic display used passive polarized glasses,
which are more pleasant than active shutter glasses [60], they were
reported as a major cause of discomfort.

In contrast, during our qualitative analysis, we found that IDTs
that use audio-visual stereoscopic 3D displays can increase users’
feeling of being in the same room with a real and vivid witness
over audio-visual 2D implementations. However, apart from the
increased awe and attention and the reduced anxiety when asking
questions, this is not corroborated by our quantitative findings.
Consequently, in addition to use case, target audience, and techni-
cal limitations, implementations would need to explore methods
of minimizing discomfort to fully utilize these potential benefits
of 3D IDTs, since the physical discomfort appears to counteract
advantageous effects. Users who preferred 2D were not categori-
cally averse to 3D, citing the fact that they do not have to wear 3D
glasses as the main reason. More comfortable and less obtrusive
3D implementations could result in more distinct differences in
presence and overall user experience. This holds particularly true
for extended or repeated use, where the discomfort becomes less
tolerable over time. Autostereoscopic displays [42], for example,
would require no 3D glasses and could avoid the corresponding
strain.

Overall, the added discomfort of stereoscopic 3D glasses appears
to not be justifiable; simpler designs using 2D presentations could
suffice and be just as effective.

5.3 Design recommendations
Effective and convincing concepts require consistency in realism be-
yond output modality [48, 68, 72]: Increased efforts for a more realis-
tic audio-visual embodiment need to coincide with increased efforts
for a more capable and flexible CA. For IDTs and other recording-
based ECAs, this affects both the planning phase prior to recording
and the subsequent training phase of the NLP. A pragmatic ap-
proach to alleviating inadequate accuracy of the NLP system or a
limited pool of responses is human moderators providing example
questions and further context on responses or even acting as an
interface between learners and IDTs. However, this additional layer
also limits and restricts the agency of users during the conversation.

Tactful and unobtrusive visual displays facilitate emotional con-
nections through immediacy [111] and improve user experience
without detracting from the digital witness and their story. Im-
plementations need to consider the surroundings and contexts of
the site of operation, as these can influence the effectiveness and
limit the available modalities and their levels. For example, indoor
installations at museums might encounter different spatial confines,
lighting conditions, and narrative structures [92] than at outdoor
cultural heritage sites. Likewise, attention to potential barriers to
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use, including language and pronunciation, helps to ensure accessi-
bility. Since users’ needs are diverse and potentially incompatible
with other users’ preferences, IDTs require customizable and ad-
justable output implementations in order to improve the individual
user experiences. This can include the ability to switch between
2D and 3D or providing open captions or subtitles on an additional
device.

Building on the “maximization” hypothesis [77] and with future
advances in display technology in mind, we recommend capturing
multiple modalities in high data quality for creating IDTs of con-
temporary witnesses. While an audio-visual 3D testimony can be
converted to audio-visual 2D, audio-only, or even text, the reverse
is not possible without undermining authenticity. An extensive
collection of high-fidelity recordings can serve as a basis for future
revisions and re-implementations to keep IDTs up-to-date, special,
and appealing. At the same time, care must be taken to ensure
that the respective digital medium does not eclipse the witness and
their story [91]. Further design iterations can also include exploring
how to account for the loss of information when not outputting all
recorded modalities, like communicating the current conversational
state of the IDT non-visually.

However, any IDT using sub-optimal modalities is still vastly su-
perior to having no IDT at all. Due to their time-sensitive nature, we
recommend considerate and pragmatic approaches to creating IDTs,
which maximize benefits for users while keeping the corresponding
costs and efforts from becoming prohibitive.

6 LIMITATIONS AND FUTUREWORK
While our work found several differences in the effects of display
modality, it has some limitations: Although our studies share nu-
merous characteristics, their concepts and methods vary. Conse-
quently, their respective data can not be combined or compared
without restrictions. With our questionnaires, we measured multi-
ple variables using a limited number of selected items. Our qualita-
tive evaluations returned several effects which were not identified
as statistically significant by our quantitative analysis. As partic-
ipants were able to decline the interviews, our qualitative data
are selection-biased and may underreport impressions that par-
ticipants considered not noteworthy. However, the high interview
acceptance rates in both our studies limit the impact of this selection
bias. We instead suspect that the items we selected for quantitative
data gathering lacked sensitivity. More focused investigations of
individual variables, e.g., emotional connections with the digital
witness, could reveal further differences more precisely.

Our in-person studies took place in a particular setting with
dimmable lights, a human-sized display, and were devoid of exter-
nal distractions. Real-world implementations at schools, museums,
or homes have diverse environments, which can complicate immer-
sion. We also can not rule out that IDTs of witnesses other than the
two used in our studies could have deviating effects due to their
traits, e.g., their rhetorical capabilities.

Only 4% of our study participants stated that they never en-
countered Holocaust topics in their daily life. Our results might be
less valid for users disapproving of the IDT’s content or concept.
As our studies were aimed at adults and 51% of our participants
were university students, our results can not readily be applied to

all population groups. Follow-up surveys focusing on high school
students could deliver valuable insights for the modality choice of
IDTs in classroom settings or study the effects of IDT modality on
knowledge gain. Collaborative classroom settings can be worth-
while, as social presence increases if a user’s interaction with an
ECA is preceded by other users engaging with the agent [31]. Addi-
tionally, as our evaluation focused on IDTs of Holocaust survivors,
our results may not be fully generalizable to IDTs on any topic.
IDTs of other, potentially more joyful topics, such as a career as
a musician [96] or marine biologist [74], could benefit differently
from different presentation and interaction methods.

Another limitation concerns the representation of users with
disabilities since our use case was not accessible to people with hear-
ing impairments. While visually impaired people can still benefit
from the embodiment of their conversational partner, current IDTs
show deficits in assistive technology. Further targeted research and
design revisions considering these needs are necessary.

More than half (53%) of the users in our study comparing audio-
only IDTs with audio-visual 2D IDTs participated unsupervised
online. This represents a potential threat to the internal validity
of our findings, as we had less control over the adherence to the
study procedure and the circumstances of the interaction, including
possible distractors.

We displayed the audio-visual 3D IDTs with a passive 3D display
which required suitable glasses. Several study participants expe-
rienced discomfort while wearing these glasses. A survey of 3D
IDTs using glasses-free autostereoscopic displays [42] could further
investigate the usefulness of this modality. However, human-sized
autostereoscopic displays are currently less prevalent and portable
than setups using projectors and glasses. Further development of
immersive display technologies is necessary to solve the issue of
providing as many learners as possible with widespread access to
high-quality presentations of IDTs.

Future implementations of IDTs benefit from research on im-
proving their conversational ability, by identifying and mitigating
the shortcomings of finite sets of prerecorded responses [61]. They
could also utilize haptic social cues [36], olfactory displays, group
IDTs with multiple witnesses, contemporary witnesses of other
events, or volumetric displays [35, 38, 54, 88]. In addition to the de-
velopment of corresponding theoretical concepts and frameworks,
comparative empirical evaluations of each of these approaches are
necessary to better understand the effects on users’ perception of
IDTs. Although true future-proof implementations are unlikely [1],
research on existing use cases is essential to advance designs and
concepts for preserving the testimonies of current and future con-
temporary witnesses.

7 CONCLUSION
We investigated the influence of modality on user perception of
IDTs, an emerging approach to digitally preserving interactive con-
versations with contemporary witnesses. Since IDTs are a subcate-
gory of ECAs, they share numerous characteristics and challenges
regarding immersion, user enjoyment, and emotiveness. The ex-
clusive use of prerecorded audio and video data, as opposed to
synthetic data, prevents both auditory and visual uncanniness of
the virtual human. We measured multiple variables in two distinct
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user studies. The first study used a between-subjects design to
compare audio-only with audio-visual 2D IDTs in in-person and
online settings. We found that audio-visual 2D representations
provide users with a more immersive, authentic, and pleasant ex-
perience than audio-only representations. The second study used
a within-subjects design to compare audio-visual 2D with audio-
visual stereoscopic 3D IDTs. Our results show that audio-visual
3D IDTs are perceived as more authentic and engaging, however,
advantages over experiences with audio-visual 2D IDTs are under-
mined by discomfort caused by 3D glasses. Since this finding is
conditional on the type of 3D display, further research with alter-
native display types is required. Our empirical findings confirm
several benefits of embodiment for CAs. The results also extend cur-
rent research on false conversational affordances of audio-visually
realistic human-like ECAs. We also affirm the need for IDTs to
be able to dynamically adapt their interaction conditions to the
user. We recommend future-oriented approaches towards digitally
preserving interactive conversations with contemporary witnesses,
including capturing diverse modalities in high quality. This entails
considering future types of lifelike displays and technical systems
which some witnesses might not live to see.
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A STUDY 1: PARTICIPANT TABLES

Table 6: Participants by participation method, as well as the combination of display modality and digital witness they inter-
acted with.

(a) In-person participants

ID Modality IDT of

P1 Audio-only Eva Umlauf
P2 Audio-only Eva Umlauf
P3 Audio-only Abba Naor
P4 Audio-only Abba Naor
P5 Audio-only Abba Naor
P6 Audio-only Eva Umlauf
P7 Audio-only Eva Umlauf
P8 Audio-only Abba Naor
P9 Audio-only Abba Naor
P10 Audio-only Abba Naor
P11 Audio-only Abba Naor
P12 Audio-only Abba Naor
P13 Audio-only Eva Umlauf
P14 Audio-only Eva Umlauf
P15 Audio-only Abba Naor
P16 Audio-only Abba Naor
P17 Audio-only Eva Umlauf
P18 Audio-visual 2D Eva Umlauf
P19 Audio-visual 2D Eva Umlauf
P20 Audio-visual 2D Eva Umlauf
P21 Audio-visual 2D Eva Umlauf
P22 Audio-visual 2D Abba Naor
P23 Audio-visual 2D Abba Naor
P24 Audio-visual 2D Abba Naor
P25 Audio-visual 2D Abba Naor
P26 Audio-visual 2D Abba Naor
P27 Audio-visual 2D Abba Naor
P28 Audio-visual 2D Abba Naor
P29 Audio-visual 2D Abba Naor
P30 Audio-visual 2D Abba Naor
P31 Audio-visual 2D Eva Umlauf
P32 Audio-visual 2D Eva Umlauf
P33 Audio-visual 2D Eva Umlauf
P34 Audio-visual 2D Eva Umlauf
P35 Audio-visual 2D Eva Umlauf
P36 Audio-visual 2D Eva Umlauf
P37 Audio-visual 2D Eva Umlauf
P38 Audio-visual 2D Eva Umlauf
P39 Audio-visual 2D Eva Umlauf
P40 Audio-visual 2D Eva Umlauf

(b) Online participants

ID Modality IDT of

P41 Audio-only Eva Umlauf
P42 Audio-only Abba Naor
P43 Audio-only Abba Naor
P44 Audio-only Abba Naor
P45 Audio-only Eva Umlauf
P46 Audio-only Abba Naor
P47 Audio-only Eva Umlauf
P48 Audio-only Abba Naor
P49 Audio-only Eva Umlauf
P50 Audio-only Abba Naor
P51 Audio-only Eva Umlauf
P52 Audio-only Eva Umlauf
P53 Audio-only Abba Naor
P54 Audio-only Eva Umlauf
P55 Audio-only Eva Umlauf
P56 Audio-only Abba Naor
P57 Audio-only Abba Naor
P58 Audio-only Abba Naor
P59 Audio-only Eva Umlauf
P60 Audio-visual 2D Eva Umlauf
P61 Audio-visual 2D Abba Naor
P62 Audio-visual 2D Abba Naor
P63 Audio-visual 2D Eva Umlauf
P64 Audio-visual 2D Eva Umlauf
P65 Audio-visual 2D Abba Naor
P66 Audio-visual 2D Abba Naor
P67 Audio-visual 2D Eva Umlauf
P68 Audio-visual 2D Abba Naor
P69 Audio-visual 2D Eva Umlauf
P70 Audio-visual 2D Abba Naor
P71 Audio-visual 2D Abba Naor
P72 Audio-visual 2D Eva Umlauf
P73 Audio-visual 2D Abba Naor
P74 Audio-visual 2D Abba Naor
P75 Audio-visual 2D Eva Umlauf
P76 Audio-visual 2D Eva Umlauf
P77 Audio-visual 2D Abba Naor
P78 Audio-visual 2D Eva Umlauf
P79 Audio-visual 2D Abba Naor
P80 Audio-visual 2D Abba Naor
P81 Audio-visual 2D Eva Umlauf
P82 Audio-visual 2D Abba Naor
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B STUDY 2: PARTICIPANT TABLE
Table 7: Participants by the sequence of the combinations of display modality and digital witness they interacted with.

ID First Modality First IDT of Second Modality Second IDT of

P1 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P2 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P3 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P4 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P5 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P6 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P7 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P8 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P9 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P10 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P11 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P12 Audio-visual 2D Abba Naor Audio-visual 3D Eva Umlauf
P13 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P14 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P15 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P16 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P17 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P18 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P19 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P20 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P21 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P22 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P23 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P24 Audio-visual 2D Eva Umlauf Audio-visual 3D Abba Naor
P25 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P26 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P27 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P28 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P29 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P30 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P31 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P32 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P33 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P34 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P35 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P36 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P37 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P38 Audio-visual 3D Abba Naor Audio-visual 2D Eva Umlauf
P39 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P40 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P41 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P42 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P43 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P44 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P45 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P46 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P47 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P48 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P49 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P50 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
P51 Audio-visual 3D Eva Umlauf Audio-visual 2D Abba Naor
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