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We prove the Widom–Sobolev formula for the asymptotic 
behaviour of truncated Wiener–Hopf operators with discon-
tinuous matrix-valued symbols for three different classes of 
test functions. The symbols may depend on both position and 
momentum except when closing the asymptotics for twice dif-
ferentiable test functions with Hölder singularities. The cut-off 
domains are allowed to have piecewise differentiable bound-
aries. In contrast to the case where the symbol is smooth in 
one variable, the resulting coefficient in the enhanced area law 
we obtain here remains as explicit for matrix-valued symbols 
as it is for scalar-valued symbols.
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open access article under the CC BY license (http://
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1. Introduction

Initiated by Szegő [33,34], the analysis of the determinant of large Toeplitz matrices 
has continuously attracted attention ever since, see, e.g., [13,35,1,4,5,7]. Early gener-
alisations from matrices to integral operators of Wiener–Hopf type with discontinuous 
symbols were restricted to one spatial dimension [17,37] but conjectured to have a natu-
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ral extension to the higher-dimensional case. The special case of a half space was treated 
in [39]. It took more than another two decades until the substantial work of Sobolev [29]
together with its extensions [30–32] provided a comprehensive proof of this conjecture 
for a large class of pseudodifferential operators, which is now known as the Widom–
Sobolev formula. Since the beginning of the 21st century, such questions of Szegő-type 
asymptotics attracted a great deal of additional attention because of their relevance to 
the large-volume behaviour of entanglement entropies for non-interacting Fermi gases 
[15,16]. This led to further developments with regard to applications of Szegő asymp-
totics to Schrödinger operators [18,25,9,20,19,21,22,8,23,24,27,26,28].

It is a natural question in which way these results extend to Wiener–Hopf operators 
with matrix-valued symbols. In the case of Wiener–Hopf operators which only feature 
a discontinuity in a single variable, this question has already been answered in [36] and 
extended in [38]. In this case it turns out that there is a major difference between the 
scalar-valued and matrix-valued case. While the coefficient of the ensuing area law has an 
explicit integral form in the scalar-valued case, in the matrix-valued case no such explicit 
form is known [38, bottom of p. 5] even when the space dimension is one. Instead, it still 
remains to compute a function of a one-dimensional Wiener–Hopf operator. Especially in 
higher space dimensions, the coefficient is even less accessible due to the lack of symmetry 
of the domain. Yet, the recent paper [12] manages to extract certain scaling information 
from this coefficient for a symbol related to the multi-dimensional Dirac operator. This 
rests on multi-scale techniques in the spirit of [19] and on a generalisation of the results 
from [36] both in the allowed symbols and test functions.

Up to now the case of discontinuities in both variables, which is often referred to as 
just the “discontinuous case”, has only been studied to some degree in one spatial dimen-
sion for matrix-valued symbols [37,11]. The systematic route towards an understanding 
of Szegő asymptotics with a logarithmically enhanced term for matrix-valued symbols in 
higher dimensions consists of generalising appropriate parts of [29–32] to matrix-valued 
symbols. This is the goal of the present paper. In contrast to the case with a single discon-
tinuity, the resulting coefficient of the enhanced area law has an integral representation 
which is as explicit as in the scalar-valued case.

As in the scalar-valued case, the Szegő asymptotics which we prove here for the 
matrix-valued case can be applied to the scaling behaviour of entanglement entropies. 
Non-interacting relativistic fermions described by the Dirac operator constitute a prime 
example for such an application, see the forthcoming paper [3]. The recent work [12] is 
also devoted to Szegő asymptotics for a non-interacting Fermi gas of free Dirac particles. 
Whereas [12] are concerned with an area law as in [36], the main focus of [3] is on 
situations where there is a logarithmic enhancement to the area law.

Now, let us describe and contextualise the results of the present paper in some more 
detail. The goal is to prove several variants of the Widom–Sobolev formula for traces 
of test functions of truncated Wiener–Hopf operators with matrix-valued symbols. The 
three main results are Theorem 4.8 for analytic test functions h, Theorem 4.15 for ar-
bitrarily often differentiable h and Theorem 4.22 for h which are twice differentiable 
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except at finitely many points where they merely obey a Hölder condition, see As-
sumption 4.16. Notably, the test functions considered in Theorem 4.22 include all Rényi 
entropy functions, in particular the von Neumann entropy function. This is one of the 
primary motivations to consider test functions as in Assumption 4.16. In contrast, the al-
lowed Wiener–Hopf operators decrease in generality from Theorem 4.8 to Theorem 4.22. 
For example, the truncated Wiener–Hopf operator in Theorem 4.15 is of the form

GL(A1, A2; Λ,Γ) :=1Λ OpL(1Γ) Re
[
Opl

L(ReA1)
]
OpL(1Γ)1Λ

+ 1Λ OpL(1Γc) Re
[
Opl

L(ReA2)
]
OpL(1Γc)1Λ, (1.1)

where A1 and A2 are suitable smooth symbols with values in the Cn×n-matrices which 
may depend on both position and momentum. The (standard) left-quantisation functor 
Opl

L of the symbols is defined in (2.15), and ReT := (T + T ∗)/2 is the self-adjoint part 
of a (bounded) operator T . Besides the discontinuity in space due to the restriction to 
the volume Λ ⊂ Rd, the truncated Wiener–Hopf operator (1.1) features a second, more 
general jump discontinuity at the boundary of the momentum region Γ ⊂ Rd where the 
change from A1 to A2 occurs. Because of the two discontinuities, Theorem 4.15 yields a 
two-term asymptotics

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2;Λ,Γ)

)]
= Ld

[
W0
(
trCn [h(ReA1)]; Λ,Γ

)
+ W0

(
trCn [h(ReA2)]; Λ,Γc

)]
+ Ld−1 logL W1

(
U(h; ReA1,ReA2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (1.2)

as L → ∞ with a logarithmically enhanced area term. Interestingly, the coefficients W0
and W1 are the same as in the scalar case, see (2.10) and (2.11). For d = 1, this was 
already found by Widom [37]. We point out that the first argument of W0 is a matrix 
trace and, hence, scalar valued. The same is true for the first argument of W1, where 
the matrix trace is hidden in the definition (2.27) of the scalar-valued symbol U.

An operator sum as in (1.1) describes the general jump discontinuity of a symbol 
along the boundary of Γ. It is useful for applications like to the free Dirac operator in [3]. 
However, it also represents an additional technical challenge if the matrix-valued symbols 
A1 and A2 do not commute. A careful consideration in the proof of Theorem 3.10 still 
allows to get coefficients similar to the scalar-valued case. Such operator sums were first 
studied in [32, Thm. 5.2] for scalar-valued symbols. In addition to working with matrix-
valued symbols, we require slightly weaker assumptions on Γ and on the symbols A1 and 
A2. The first situation requires either Γ or Γc to be bounded. Then, only one symbol needs 
to have compact support in momentum, namely the one that is in the same term of (1.1)
as the unbounded momentum region. The second situation allows both Γ and Γc to be 
unbounded. But then, both symbols A1 and A2 are required to be compactly supported 
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in momentum, see Remark 4.23. These less stringent requirements are possible because 
of less stringent requirements in some Schatten–von Neumann estimates that we prove: 
Lemma 3.4 and Lemma 4.1 allow both Λ and Γ to be unbounded (admissible) domains. 
This fact also simplifies several other steps leading to Theorems 4.8, 4.15 and 4.22.

The extension of (1.2) from polynomial test functions h to more general test functions 
as in Theorems 4.8, 4.15 and 4.22 is often referred to as the “closing of the asymptotics.” 
In the case A2 = 0 and for a scalar-valued symbol A1, the results for different classes 
of test functions and (merely piece-wise) differentiable admissible domains Λ and Γ can 
be assembled from different papers within the large body of work of Sobolev [29–32]
with precursors by Widom [39] and Gioev [14]. In this paper, we give a unified and 
complete treatment of such results for matrix-valued symbols, without sacrificing too 
much generality for a given class of test functions.

The plan of the paper is as follows. In Section 2 we describe the basic notions and 
notations. Section 3 is devoted to the proof of the Widom–Sobolev formula for polyno-
mial test functions. This is done in Section 3.2 after adapting and slightly generalising 
Schatten–von Neumann estimates for commutators from [29,30] to matrix-valued sym-
bols in Section 3.1. Section 3.3 extends the result of Section 3.2 to Wiener–Hopf operators 
which are a sum of two terms as in (1.1). The closing of the asymptotics is done in Sec-
tion 4. Section 4.1 treats analytic functions, Section 4.2 arbitrarily often differentiable 
functions and Section 4.3 functions which are twice differentiable except at finitely many 
points where they merely obey a Hölder condition.

2. Notation and preliminaries

2.1. Admissible domains

We mostly follow the terminology in [30].

Definition 2.1. Given a natural number d ∈ N \ {1}, we call a subset Ω ⊂ Rd a basic 
domain, if there exists a Lipschitz function Φ : Rd−1 → R and a suitable choice (obtained 
by relabelling and rotation) of Cartesian coordinates Rd � x = (x1, x2, . . . , xd) such that

Ω =
{
x ∈ Rd : xd > Φ(x1, x2, . . . , xd−1)

}
. (2.1)

For m ∈ N, we further call a basic domain a piece-wise Cm-basic domain, if, in addition, 
Φ is a piece-wise Cm-function. In the case d = 1, we call Ω ⊂ R a (piece-wise Cm-) basic 
domain, if it is an open interval of the form ]a, ∞[ , respectively ] −∞, a[ , for arbitrary 
a ∈ R.

Definition 2.2. We call Ω ⊂ Rd an admissible domain, if it can be locally represented as 
a basic domain, i.e. for all x ∈ Rd there is some r > 0 such that for Br(x), the open ball 
of radius r about x in Rd, we have
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Br(x) ∩ Ω = Br(x) ∩ Ωx (2.2)

for some basic domain Ωx. For m ∈ N, we further call an admissible domain a piece-wise 
Cm-admissible domain, if it can be locally represented as a piece-wise Cm-basic domain, 
i.e. the domains Ωx in (2.2) are piece-wise Cm-basic domains.

Remark 2.3.

(a) Given a basic domain Ω0, the domain (Ω0)c is also a basic domain by the coordi-
nate transformation xd �→ −xd and replacing Φ by −Φ. This extends to admissible 
domains in the following way. Given an admissible domain Ω locally represented by 
basic domains Ωx, the domain (Ω)c is locally represented by (Ωx)c and therefore 
again admissible.

(b) Note that the boundary of a basic domain has Lebesgue measure zero as it is the 
graph of a Lipschitz function. This also extends to admissible domains, as Rd is here-
detarily Lindelöf – every metrisable space is heredetarily Lindelöf, see, e.g., [10, Ex. 
3.8.A, Cor. 4.1.13] – and therefore each open cover of the boundary has a countable 
subcover.

(c) Given an admissible domain Ω, the operator 1Ωc of multiplication with the indicator 
function of Ωc agrees with the operator 1(Ω)c on L2(Rd), as ∂Ω has measure zero. 
Therefore, the operator 1Ωc acts as multiplication with the indicator function of an 
admissible domain. This will be useful later in the paper.

2.2. Complex-valued symbols

Given a natural number d ∈ N, we consider complex-valued amplitudes a ∈ C∞
b (Rd ×

Rd×Rd) which are smooth, i.e. arbitrarily often differentiable, and have the property that 
a and any partial derivative of a of arbitrary order is bounded. The first two variables 
of a play the role of space variables, the last one of a momentum variable. We denote 
the first variable by x, the second by y and the third by ξ. Given any such amplitude, 
the following integral formula defines a bounded [6] linear operator on the Hilbert space 
L2(Rd) of complex-valued square-integrable functions over Rd, which leaves Schwartz 
space S(Rd) invariant. Given a Schwartz function u ∈ S(Rd), its action is defined by

(
Oplr

L (a)u
)
(x) :=

(
L

2π

)d ˆ

Rd

ˆ

Rd

eiLξ(x−y) a(x, y, ξ)u(y) dy dξ (2.3)

for every x ∈ Rd. Here, i denotes the imaginary unit, and the integrations are with 
respect to Lebesgue measure in Rd. In the case that the function a does not depend on 
both x and y, we call a a complex-valued symbol and define the left and right operators 
of a by
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(
Opl

L(a)u
)
(x) :=

(
L

2π

)d ˆ

Rd

ˆ

Rd

eiLξ(x−y) a(x, ξ)u(y) dy dξ (2.4)

and

(
Opr

L(a)u
)
(x) :=

(
L

2π

)d ˆ

Rd

ˆ

Rd

eiLξ(x−y) a(y, ξ)u(y) dy dξ. (2.5)

If a depends only on ξ, we no longer need the distinction between left and right operators 
and just write OpL(a). In this case, we have

OpL(a) = F−1a( ···/L)F , (2.6)

where F is the unitary Fourier transform on L2(Rd) and, on the right-hand side, a is 
to be understood as a multiplication operator (in Fourier space). Thus, in the case of 
(2.6), OpL(a) gives rise to a well-defined and bounded operator on L2(Rd), whenever the 
symbol a is an essentially bounded measurable function on Rd.

We now introduce discontinuities in both variables x and ξ of the left operator of the 
symbol a. Let Λ, Γ ⊆ Rd be bounded measurable subsets. Then we define the following 
operator on L2(Rd)

TL(a) := TL(a; Λ,Γ) := 1Λ OpL(1Γ) Opl
L(a) OpL(1Γ)1Λ, (2.7)

where 1Λ, 1Γ are the associated indicator functions, 1Λ acts as a multiplication operator 
and OpL(1Γ) is defined by (2.6). The operator OpL(1Γ)1Λ is trace class according to [2, 
Chap. 11, Sect. 8, Thm. 11]. Therefore, TL and its symmetrised version

SL(a) := SL(a; Λ,Γ) := 1Λ OpL(1Γ) Re
[
Opl

L(Re a)
]
OpL(1Γ)1Λ, (2.8)

which is self-adjoint and has a real-valued symbol, are both trace-class. Here, we also 
used Re to denote the self-adjoint part ReQ := (Q + Q∗)/2 of a bounded operator Q.

There is a famous conjecture by Widom [37], stating that the asymptotic formula

trL2(Rd)
[
g
(
SL(a)

)]
=LdW0

(
g(Re a); Λ,Γ

)
+ Ld−1 logL W1

(
A(g; Re a); ∂Λ, ∂Γ

)
+ o(Ld−1 logL) (2.9)

holds for suitable test functions g : R → R with g(0) = 0 as L → ∞. This was proved 
by Sobolev in [29,31] for analytic and smooth test functions and extended in [30,32] to 
test functions which are twice differentiable except at finitely many points where they 
merely obey a Hölder condition under the assumption that the symbol a only depends 
on the variable ξ. In all three cases Λ is required to be a piece-wise C1-admissible domain 
and Γ is required to be a piece-wise C3-admissible domain. The coefficients are given for 
continuous symbols b by
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W0(b; Λ,Γ) := 1
(2π)d

ˆ

Λ

ˆ

Γ

b(x, ξ) dξ dx (2.10)

and

W1(b; ∂Λ, ∂Γ) :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∑
(x,ξ)∈∂Λ×∂Γ

b(x, ξ), for d = 1,

1
(2π)d−1

ˆ

∂Λ

ˆ

∂Γ

b(x, ξ) |n∂Λ(x) · n∂Γ(ξ)|dS(ξ) dS(x), for d � 2,

(2.11)

where n∂Λ, respectively n∂Γ, denotes the vector field of exterior unit normals in Rd to the 
boundary ∂Λ, respectively ∂Γ. We write dS for integration with respect to the (d − 1)-
dimensional surface measure induced by Lebesgue measure in Rd. Finally, the symbol 
A(g; b) in (2.9) is given by

A(g; b)(x, ξ) := 1
(2π)2

1ˆ

0

g
(
tb(x, ξ)

)
− tg

(
b(x, ξ)

)
t(1 − t) dt (2.12)

for every x, ξ ∈ Rd and for Hölder-continuous test functions g.

Remark 2.4. In the case of analytic or smooth test functions, the above asymptotics (2.9)
holds for a more general class of symbols which are not required to be arbitrarily often 
differentiable but merely have a finite symbol norm N(mx,mξ)(a) for mx = mξ = d + 2. 
For the definition of the symbol norm, we refer to Definition 2.5 below with n = 1. If the 
test function g is a non-smooth function, which is relevant for applications, the required 
parameter mξ in the norm increases significantly. This is the reason why we restrict 
ourselves to smooth symbols, thereby minimising some technical efforts.

2.3. Matrix-valued symbols

Given a complex matrix A ∈ Cn×n with matrix dimension n ∈ N, we denote its entry in 
the νth row and μth column by (A)νμ, where ν, μ ∈ {1, . . . , n}. We now introduce matrix-
valued amplitudes A ∈ C∞

b (Rd×Rd×Rd, Cn×n) which are arbitrarily often differentiable 
and have the property that A and any partial derivative of A of arbitrary order is 
bounded. We will always identify this space with the tensor product

C∞
b (Rd × Rd × Rd,Cn×n) = C∞

b (Rd × Rd × Rd) ⊗ Cn×n. (2.13)

Thus, A ∈ C∞
b (Rd × Rd × Rd, Cn×n) is equivalent to requiring that the matrix entries of 

A are corresponding complex-valued amplitudes, i.e. (A)νμ ∈ C∞
b (Rd ×Rd ×Rd) for any 
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ν, μ ∈ {1, . . . , n}. If A ∈ C∞
b (Rd × Rd, Cn×n) does not depend on both x and y, we call 

A a matrix-valued symbol.
In analogy to the scalar case, we define bounded – see Lemma 3.1 – matrix-valued 

operators Oplr
L (A), Opl

L(A) and Opr
L(A) on the product Hilbert space L2(Rd) ⊗Cn. Their 

action on Schwartz functions u ∈ S(Rd) ⊗ Cn is given by

(
Oplr

L (A)u
)
(x) :=

(
L

2π

)d ˆ

Rd

ˆ

Rd

eiLξ(x−y) A(x, y, ξ)u(y)dydξ, (2.14)

(
Opl

L(A)u
)
(x) :=

(
L

2π

)d ˆ

Rd

ˆ

Rd

eiLξ(x−y) A(x, ξ)u(y)dydξ (2.15)

and

(
Opr

L(A)u
)
(x) :=

(
L

2π

)d ˆ

Rd

ˆ

Rd

eiLξ(x−y) A(y, ξ)u(y)dydξ, (2.16)

for every x ∈ Rd. We write OpL(A), if A only depends on the variable ξ. In this case, we 
have

OpL(A) = (F−1 ⊗ 1n)A( ···/L) (F ⊗ 1n), (2.17)

where, on the right-hand side, A is to be understood as a multiplication operator in 
L2(Rd) ⊗Cn. Thus, in the case of (2.17), OpL(A) gives rise to a well-defined and bounded 
operator on L2(Rd) ⊗ Cn, whenever the symbol A is an essentially bounded measurable 
matrix-valued function on Rd.

Definition 2.5. Given non-negative integers mx, my, mξ ∈ N0 and a matrix-valued am-
plitude A ∈ C∞

b (Rd × Rd × Rd, Cn×n), we introduce the symbol norm

N(mx,my,mξ)(A) := max
|α|�mx

|β|�my

|γ|�mξ

sup
x,y,ξ∈Rd

trCn

∣∣∂α
x ∂

β
y ∂

γ
ξA(x, y, ξ)

∣∣ < ∞ (2.18)

of A. Here, α, β, γ ∈ Nd
0 are multi-indices, |α| :=

∑d
j=1 |αj | and ∂α

u := ∂|α|

∂
α1
u1 ·...·∂αd

ud

, where 

∂uj
denotes the partial derivative with respect to the jth component of the variable 

u ∈ Rd. If A ∈ C∞
b (Rd ×Rd, Cn×n) is a matrix-valued symbol which does not depend on 

the variable y, respectively x, we set N(mx,mξ)(A) := N(mx,my,mξ)(A) for arbitrary my, 
respectively N(my,mξ)(A) := N(mx,my,mξ)(A) for arbitrary mx.

The indicator functions of the bounded measurable subsets Λ, Γ ⊂ Rd on L2(Rd) ⊗Cn

are given by
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1Λ := 1Λ ⊗ 1n; 1Γ := 1Γ ⊗ 1n, (2.19)

where the respective second factor denotes the n × n-unit matrix. We also introduce 
operators induced by matrix-valued symbols A ∈ C∞

b (Rd×Rd, Cn×n) with discontinuities 
in both variables

TL(A) := TL(A; Λ,Γ) := 1Λ OpL(1Γ) Opl
L(A) OpL(1Γ)1Λ (2.20)

and

SL(A) := SL(A; Λ,Γ) := 1Λ OpL(1Γ) Re
[
Opl

L(ReA)
]
OpL(1Γ)1Λ, (2.21)

where we employ the same notation as in the scalar cases (2.7) and (2.8).
We want to reduce the traces of these operators to the traces of operators with scalar-

valued symbols. For ν, μ ∈ {1, . . . , n}, let Eνμ ∈ Cn×n be the canonical matrix unit with 
entry one in the νth row and μth column and all other entries equal to zero. We expand 
the matrix-valued symbol A with respect to this matrix basis

A =
n∑

ν,μ=1
(A)νμ ⊗Eνμ (2.22)

and use linearity to obtain

TL(A) =
n∑

ν,μ=1
TL

(
(A)νμ ⊗ Eνμ

)
=

n∑
ν,μ=1

TL

(
(A)νμ

)
⊗ Eνμ. (2.23)

Given a trace-class operator T on L2(Rd) and a matrix M ∈ Cn×n, their elementary 
tensor product T⊗M is trace class on L2(Rd) ⊗Cn with (standard) trace trL2(Rd)⊗Cn T⊗
M = (trL2(Rd) T )(trCn M). In particular, the operator TL(A) is trace class with

trL2(Rd)⊗Cn TL(A) =
n∑

ν=1
trL2(Rd) TL

(
(A)νν

)
= trL2(Rd)[TL(trCn A)]. (2.24)

In the same way, the operator SL(A) is seen to be trace class.
Motivated by the applications to the free Dirac operator in [3], it will be useful to 

extend the asymptotics to slightly more general Wiener–Hopf operators which are not 
only restricted to the momentum region Γ ⊂ Rd as in (2.20) and (2.21) but, instead, 
exhibit a more general jump discontinuity at the boundary ∂Γ with different matrix-
valued symbols A1, A2 ∈ C∞

b (Rd × Rd, Cn×n) on the inside, respectively outside of ∂Γ. 
Since at least one of the domains Γ and Γc is not bounded we require the symbols A1, 
respectively A2, to be compactly supported in the second variable, when Γ, respectively 
Γc, is not bounded. This guarantees the trace-class property of the operators
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DL(A1, A2) := DL(A1, A2; Λ,Γ) := TL(A1; Λ,Γ) + TL(A2; Λ,Γc) (2.25)

and

GL(A1, A2) := GL(A1, A2; Λ,Γ) := SL(A1; Λ,Γ) + SL(A2; Λ,Γc). (2.26)

In this case, we also need to adapt the symbol A(g; b) in (2.12) featuring in the W1-
coefficient to account for both A1 and A2. Similarly to the situation in d = 1 dimension 
for matrix-valued symbols with general jump discontinuities in [37], the appropriate 
replacement appearing in Theorems 3.10, 4.8, 4.15 and 4.22 is the scalar symbol

U(g;B1, B2) := 1
(2π)2

1ˆ

0

trCn

[
g
(
B1t + B2(1 − t)

)
− g(B1)t− g(B2)(1 − t)

]
t(1 − t) dt (2.27)

which is defined for bounded matrix-valued symbols B1, B2 and for Hölder continuous 
functions g : R → C.

3. Asymptotic formula for polynomials

In the remaining part of this paper we use the letters C, C1, C2, Cνμ, etc. to denote 
generic positive constants whose value may differ from line to line.

We first give a proof that the matrix-valued operators (2.14) – (2.16) are bounded 
operators on L2(Rd) ⊗ Cn with operator norms ‖ · ‖ uniformly bounded in L. This is a 
simple reduction to the scalar case, which is contained in [29, Chap. 3].

Lemma 3.1. Let A ∈ C∞
b (Rd × Rd × Rd, Cn×n) be a matrix-valued amplitude. Then, for 

every L � 1 we have

‖Oplr
L (A)‖ � CN(m,m,d+1)(A) < ∞, (3.1)

where m :=
⌊
d
2
⌋

+ 1, and the constant C is independent of L. Here, �u
 stands for the 
largest integer not exceeding u ∈ R. Clearly, this carries over to symbols A ∈ C∞

b (Rd ×
Rd, Cn×n) so that

‖Opt
L(A)‖ � CN(m,d+1)(A) < ∞ (3.2)

for both t ∈ {l, r}.

Proof. We use (2.22) and linearity to write

‖Oplr
L (A)‖ =

∥∥∥∥ n∑
ν,μ=1

Oplr
L

(
(A)νμ

)
⊗ Eνμ

∥∥∥∥ �
n∑

ν,μ=1

∥∥Oplr
L

(
(A)νμ

)∥∥. (3.3)
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By [29, Lemma 3.9] we estimate for every ν, μ ∈ {1, . . . , n}∥∥Oplr
L

(
(A)νμ

)∥∥ � CN(m,m,d+1)((A)νμ
)

(3.4)

in terms of the symbol norm (2.18) for n = 1. This concludes the proof. �
3.1. Commutation results

As usual we want to first prove the asymptotics for monomials g. We are therefore 
faced with the task of calculating

trL2(Rd)⊗Cn

[(
TL(A)

)p] = trL2(Rd)⊗Cn

[(
1Λ OpL(1Γ) Opl

L(A) OpL(1Γ)1Λ

)p]
(3.5)

for p ∈ N. In order to reduce this to the scalar-valued case, we need to deal with the 
matrix structure. Our first step will be to derive some results allowing the commutation 
of Opt

L(A), t ∈ {l, r} with both 1Λ and OpL(1Γ) up to area terms in L.

Definition 3.2. Let H be a separable Hilbert space. For q ∈ ]0, ∞[ we define the Schatten–
von Neumann class Tq as the vector space of all compact (linear) operators X on H
with singular values sk(X) ∈ [0, ∞[ , k ∈ N, such that

‖X‖q :=
( ∞∑

k=1

sk(X)q
)1

q
< ∞. (3.6)

Definition (3.6) induces a norm on Tq for q ∈ [1, ∞[ . For q ∈ ]0, 1[ it induces a quasi-norm 
for which the q-triangle inequality

‖X + Y ‖qq � ‖X‖qq + ‖Y ‖qq (3.7)

holds for all X, Y ∈ Tq.

Definition 3.3. For q ∈ ]0, 1] we write XL ∼q YL for two L-dependent operators XL, YL ∈
Tq of the corresponding Schatten–von Neumann class Tq over L2(Rd) ⊗Cn, if there exists 
C > 0 such that ‖XL − YL‖qq � CLd−1 for all L � 1. We further write ∼ for ∼1.

We start with a result that requires more restrictive conditions on the symbol. In the 
scalar case with the symbol a being compactly supported in both variables and both Λ
and Γ being bounded admissible domains or basic domains, the desired commutation 
properties were already established in [30]. Our first step will be to extend these prop-
erties to matrix-valued symbols A and to general (potentially unbounded) admissible 
domains Λ and Γ. While the extension to matrix-valued symbols is quite straightfor-
ward, the extension to unbounded domains takes more effort. However, this is needed to 
obtain less strict requirements in the main results of this paper, see Remark 4.23.
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Lemma 3.4. Let A ∈ C∞
b (Rd×Rd, Cn×n) be a matrix-valued symbol with compact support 

in both variables. Let Λ and Γ be admissible domains. Then for every q ∈ ]0, 1] and 
t ∈ {l, r} the commutators obey

[
Opt

L(A),1Λ
]
∼q 0 (3.8)

and

[
Opt

L(A),OpL(1Γ)
]
∼q 0. (3.9)

Remark 3.5. Suppose that in addition to the requirements in Lemma 3.4 one has

suppA ⊆ Bs(u) ×Bτ (v) (3.10)

for some centres u, v ∈ Rd and radii s, τ > 0 such that s � 1 and Lτ � 1. Then in the 
scalar-valued case Theorem 4.2 and Remark 4.3 in [30] provide a more precise estimate 
for the commutators in Lemma 3.4 depending on the radii s and τ of the support of the 
symbol A. As the proof of Lemma 3.4 will show this estimate extends to the matrix-
valued case considered in Lemma 3.4 in the following way: Let mx :=

⌊
d
q

⌋
+ 1 and 

mξ :=
⌊
d+1
q

⌋
+ 1. Then there exists a constant C which only depends on q and Λ such 

that

∥∥[Opt
L(A), 1Λ]

∥∥q
q

� C(Lsτ)d−1(N(mx,mξ)(A; s, τ)
)q
, (3.11)

where N(mx,mξ)(A; s, τ) := max|α|�mx

|β|�mξ

supx,ξ∈Rd s|α|τ |β| trCn

∣∣∂α
x ∂

β
ξ A(x, ξ)

∣∣.
Proof. Let L > 0. We first want to reduce (3.8) to the scalar-valued case. We use (2.22)
and estimate with the triangle inequality

∥∥[Opt
L(A),1Λ

]∥∥q
q

�
n∑

ν,μ=1

∥∥[Opt
L

(
(A)νμ

)
, 1Λ
]
⊗Eνμ

∥∥q
q
. (3.12)

We now want to see that each individual term factorises in the tensor product. To do so, 
let X ∈ Tq be an operator on L2(Rd) in the Schatten-von Neumann class corresponding 
to q and M ∈ Cn×n be a matrix. Using that |X ⊗M |q = |X|q ⊗ |M |q, we get

‖X ⊗M‖qq = trL2(Rd)⊗Cn

[
|X|q ⊗ |M |q

]
=
(
trL2(Rd)

[
|X|q

])(
trCn

[
|M |q

])
= ‖X‖qq‖M‖qq.

(3.13)
We warn the reader that the above equation involves three different Schatten–von 
Neumann-q-norms, on L2(Rd) ⊗ Cn, on L2(Rd) and on Cn from left to right. With this 
at hand we get for each term in the last line of (3.12)
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∥∥[Opt
L

(
(A)νμ

)
, 1Λ
]
⊗ Eνμ

∥∥q
q

=
∥∥[Opt

L

(
(A)νμ

)
, 1Λ
]∥∥q

q
, (3.14)

which is the scalar case.
If Λ is a basic domain, Thm. 4.2 and Rem. 4.3 in [30] yield constants Cνμ, which only 

depend on q and Λ, such that∥∥[Opt
L((A)νμ), 1Λ]

∥∥q
q

� Cνμ(Lsτ)d−1(N(mx,mξ)(A; s, τ)
)q (3.15)

for all ν, μ ∈ {1, . . . , n}. Here we used that |Mνμ| � tr |M | for every matrix element Mνμ

of a matrix M . Hence,∥∥[Opt
L(A),1Λ

]∥∥q
q

� C(Lsτ)d−1(N(mx,mξ)(A; s, τ)
)q
, (3.16)

where C :=
∑n

ν,μ=1 Cνμ only depends on q and Λ. Therefore, it remains to show that 
the scalar result (3.15) extends to arbitrary admissible domains Λ. It suffices to show∥∥1Λ Opt

L(a)(1 − 1Λ)
∥∥q
q

� C(Lsτ)d−1(N(mx,mξ)(a; s, τ)
)q
, (3.17)

for an arbitrary scalar symbol a ∈ C∞
b (Rd×Rd) with compact support in both variables, 

as the estimate for the commutator follows from (3.17) together with its adjoint and the 
fact that (3.17) holds for both the left and the right operator.

In order to prove (3.17) define Λ̃ := {x ∈ Rd : dist(x, Λ) < s} and let R > 0 such that 
the support of a in the first (i.e. space) variable is contained in BR(0). As Λ is admissible 

and Λ̃ ∩BR(0) is compact, we can cover Λ̃ ∩BR(0) with balls Bρ(xj) with radius ρ > 0
and centres xj ∈ Rd, where j ∈ J ⊂ N runs through some finite index set. The balls 
are chosen such that Λ ∩ B4ρ(xj) = Λj ∩ B4ρ(xj) for every j ∈ J , where Λj is a basic 
domain. We introduce a smooth partition of unity {φj}j∈J in Rd with suppφj ⊂ Bρ(xj)
for j ∈ J and

Φ
∣∣
Λ̃∩BR(0)

= 1, where Φ :=
∑
j∈J

φj (3.18)

as well as

sup
x∈Rd

|∂α
xφj(x)| � Cρ−|α|, α ∈ Nd

0, (3.19)

where the constant C does not depend on ρ. We start with the easier case t = l and 
estimate∥∥1Λ Opl

L(a)(1−1Λ)
∥∥q
q

=
∥∥1ΛΦ Opl

L(a)(1−1Λ)
∥∥q
q

�
∑
j∈J

∥∥1Λj
φj Opl

L(a)(1−1Λ)
∥∥q
q
. (3.20)

As the sum is finite, we just need to estimate the individual terms. We already have a 
basic domain to the left of the symbol. Therefore, it remains to also replace the occurrence 
of 1Λ on the right-hand side by 1Λj

in order to complete the reduction.
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For j ∈ J , let hj ∈ C∞(Rd) be a smooth function such that ‖hj‖∞ � 1, supp(hj) ⊂
B4ρ(xj) and hj |B2ρ(xj) = 1. We obtain∥∥1Λj

φj Opl
L(a)(1 − 1Λ)

∥∥q
q

=
∥∥1Λj

φj Opl
L(a)(hj + 1 − hj)(1 − 1Λ)

∥∥q
q

�
∥∥1Λj

φj Opl
L(a)hj(1 − 1Λj

)
∥∥q
q

+
∥∥φj Opl

L(a)(1 − hj)
∥∥q
q

�
∥∥1Λj

Opl
L(φja)(1 − 1Λj

)
∥∥q
q

+ C(Lρτ)d−mξq
(
N(mx,mξ)(φja; ρ, τ)

)q
, (3.21)

with a constant C which only depends on q. Here we used [30, Thm. 3.2] with α = L, 
�0 = � = R = ρ, h1 = 1Bρ(xj), h2 = 1 − hj and a = φja in the last step. This is 
possible, as the distance of the supports of φj and 1 − hj is at least ρ by construction. 
Above, we used the notation Opl

L(φja) which is abusive, as it does not specify the 
variable the function φj depends on. However, it should be still clear from the context 
and the definition of the function φj that the symbol φja should be interpreted as 
φja : Rd × Rd � (x, ξ) �→ φj(x)a(x, ξ).

As ρ only depends on Λ, the bound (3.19) allows us to estimate the second term in 
the last line of (3.21) from above by

C(Lτ)d−mξq
(
N(mx,mξ)(a; 1, τ)

)q � C(Lsτ)d−1(N(mx,mξ)(a; s, τ)
)q
, (3.22)

where the constant C now only depends on q and Λ and we used that Lτ � 1, mξq >

d + 1 > 1 as well as s � 1 in the last inequality. The estimates (3.20), (3.21) combined 
with (3.22) and (3.15) yield (3.17) for t = l.

For the more complicated case t = r write∥∥1Λ Opr
L(a)(1 − 1Λ)

∥∥q
q

=
∥∥1Λ Opr

L(a)(Φ + 1 − Φ)(1 − 1Λ)
∥∥q
q

�
∑
j∈J

∥∥1Λ Opr
L(a)φj(1 − 1Λj

)
∥∥q
q

+
∥∥1Λ Opr

L(a)1BR(0)(1 − Φ)
∥∥q
q
.

(3.23)

Note that supp(1 −Φ) ⊂
(
Λ̃ ∩BR(0)

)c ⊂ Λ̃c ∪
(
BR(0)

)c and therefore supp
(
1BR(0)(1 −

Φ)
)
⊂ Λ̃c. Hence, the distance between the supports of 1Λ and 1BR(0)(1 − Φ) is at least 

s and [30, Thm. 3.2] yields∥∥1Λ Opr
L(a)(1 − 1Λ)

∥∥q
q

�
∑
j∈J

∥∥1Λ Opr
L(a)φj(1 − 1Λj

)
∥∥q
q

+ C(Lsτ)d−mξq
(
N(mx,mξ)(a; s, τ)

)q
. (3.24)

From here on we continue similarly to the case of the left operator by inserting hj+(1 −hj)
to the left of Opr

L(a). This gives (3.17) for t = r. Relation (3.9) follows in the same way 
by interchanging the roles of the variables x and ξ. �
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If we have a symbol with compact support in both variables, there are several useful 
estimates for the left and right operators in the trace norm [29, Chap. 3]. We also want 
to generalise these to the matrix-valued case.

Lemma 3.6. Let A, B ∈ C∞
b (Rd ×Rd, Cn×n) be matrix-valued symbols and F ∈ C∞

b (Rd ×
Rd × Rd, Cn×n) a matrix-valued amplitude. We assume that B has compact support in 
both variables and F is compactly supported in ξ and in at least one of the variables x
or y. We write D for the symbol given by D(x, ξ) := F (x, x, ξ) for x, ξ ∈ Rd. Then, for 
t ∈ {l, r} we have

Opl
L(B) ∼ Opr

L(B) (3.25)

and

Oplr
L (F ) ∼ Opl

L(D). (3.26)

Further, we have

Opt
L(A) Opt

L(B) ∼ Opt
L(AB) (3.27)

and

Opt
L(B) Opt

L(A) ∼ Opt
L(BA). (3.28)

In the proof of Lemma 3.6 we provide more information on the constants arising in 
(3.25) – (3.28), see (3.31), (3.30), (3.36) and (3.37).

Proof of Lemma 3.6. Let L � 1. In order to reduce (3.26) to the scalar case, we again 
use (2.22) and (3.13). The estimates in the scalar case can be found in [29, Lemma 3.12]. 
Note that this Lemma even provides the estimate∥∥Oplr

L

(
(F )νμ

)
− Opl

L

(
(D)νμ

)∥∥
1 � CLd−1N(d+1,d+1,d+2)((F )νμ

)
, (3.29)

for every ν, μ ∈ {1, . . . , n}, where the constant C still depends on the support of the 
amplitudes (F )νμ, but is otherwise independent of (F )νμ. Therefore we obtain

‖Oplr
L (F ) − Opl

L(D)‖1 � CLd−1N(d+1,d+1,d+2)(F ) (3.30)

in terms of the norm (2.18) for matrix-valued amplitudes. The (new) constant C still 
depends on the support of the amplitude F , but is independent of F otherwise. In the 
special case F (x, y, ξ) = B(y, ξ) we obtain

‖Opr
L(B) − Opl

L(B)‖1 � CLd−1N(d+1,d+2)(B), (3.31)

which proves (3.25).
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For (3.27) we use (2.22) to write

Opt
L(A) Opt

L(B) =
( n∑

ν,μ=1
Opt

L

(
(A)νμ

)
⊗ Eνμ

)( n∑
σ,τ=1

Opt
L

(
(B)στ

)
⊗Eστ

)

=
n∑

ν,μ,τ=1

(
Opt

L

(
(A)νμ

)
Opt

L

(
(B)μτ

))
⊗Eντ (3.32)

and

Opt
L(AB) =

n∑
ν,τ=1

Opt
L

(
(AB)ντ

)
⊗ Eντ =

n∑
ν,μ,τ=1

Opt
L

(
(A)νμ(B)μτ

)
⊗ Eντ . (3.33)

Combining these two equalities, the triangle inequality and (3.13), we get

∥∥Opt
L(A) Opt

L(B) − Opt
L(AB)

∥∥
1

�
n∑

ν,μ,τ=1

∥∥Opt
L

(
(A)νμ

)
Opt

L

(
(B)μτ

)
− Opt

L

(
(A)νμ(B)μτ

)∥∥
1. (3.34)

The corresponding scalar estimates for t = l are contained in [29, Cor. 3.13]. The esti-
mates for t = r follow from taking the adjoint. Cor. 3.13 in [29] gives even a more precise 
estimate

∥∥Opt
L

(
(A)νμ

)
Opt

L((B)μτ ) − Opt
L

(
(A)νμ(B)μτ

)∥∥
1

� CLd−1N(d+1,d+2)((A)νμ
)
N(d+1,d+2)((B)μτ

)
(3.35)

for every ν, μ, τ ∈ {1, . . . , n}, where C still depends on the support of the symbol B, but 
is independent of B otherwise. Therefore,

∥∥Opt
L(A) Opt

L(B) − Opt
L(AB)

∥∥
1 � CLd−1N(d+1,d+2)(A)N(d+1,d+2)(B), (3.36)

where C again depends on the support of the symbol B, but is independent of B other-
wise. This proves (3.27). The proof of (3.28) is analogous and yields

∥∥Opt
L(B) Opt

L(A) − Opt
L(BA)

∥∥
1 � CLd−1N(d+1,d+2)(A)N(d+1,d+2)(B). �

(3.37)

In order to prove the asymptotic formula for polynomials it is convenient to localise 
the problem, i.e. to locally replace the admissible domains Λ and Γ by appropriate basic 
domains. The following lemma will be helpful in that regard.
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Lemma 3.7. Let A, B ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols and assume that 

B is compactly supported in both variables. Let Λ and Γ be admissible domains. Further, 
let Λ0 and Γ0 be basic domains such that

B
∣∣
Λ×Rd = B

∣∣
Λ0×Rd and B

∣∣
Rd×Γ = B

∣∣
Rd×Γ0

. (3.38)

For p ∈ N we have

Opl
L(B)

(
TL(A; Λ,Γ)

)p ∼ Opl
L(BAp)

(
TL(1n; Λ0,Γ0)

)p
. (3.39)

Proof. The symbol B is compactly supported in both variables. Therefore, we can apply 
Lemma 3.6 and Lemma 3.4. By assumption we have 1Λ Opl

L(B) = 1Λ0 Opl
L(B) and 

Opl
L(B) OpL(1Γ) = Opl

L(B) OpL(1Γ0). Therefore, we get

Opl
L(B)1Λ ∼ 1Λ Opl

L(B) = 1Λ0 Opl
L(B) (3.40)

and

Opl
L(B) OpL(1Γ) = Opl

L(B) OpL(1Γ0) ∼ OpL(1Γ0) Opl
L(B). (3.41)

Furthermore, we can apply (3.27) to get

Opl
L(B) Opl

L(A) ∼ Opl
L(BA). (3.42)

We note that the three relations above still hold, if one replaces the symbol B by BAm

for some m ∈ N. Repeatedly applying the relations, starting from the left, yields

Opl
L(B)

(
TL(A; Λ,Γ)

)p ∼
(
TL(1n; Λ0,Γ0)

)p Opl
L(BAp). (3.43)

The symbol BAp is still compactly supported in both variables. Therefore, we can re-
peatedly apply Lemma 3.4 to get the desired result. �
3.2. Asymptotic formula

The next crucial ingredient will be a local asymptotic formula for basic domains. This 
is a generalisation to matrix-valued symbols of the appropriate scalar results, namely 
[31, Thm. 4.1] in the case that d � 2 and the initial result by Widom [37] in the case 
d = 1.

Theorem 3.8. Let p ∈ N, let Λ be a piece-wise C1-basic domain and Γ be a piece-wise 
C3-basic domain. Further let B ∈ C∞

b (Rd × Rd, Cn×n) be a matrix-valued symbol with 
compact support in both variables. Then
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trL2(Rd)⊗Cn

[
Opl

L(B)
(
TL(1n; Λ,Γ)

)p] = LdW0
(
trCn [B]; Λ,Γ

)
+ Ld−1 logL W1

(
trCn [B]A(idp; 1); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.44)

as L → ∞. Here, idp is the monomial of order p, the coefficients W0 and W1 are defined 
in (2.10) and (2.11), respectively, and we refer to (2.12) for the definition of the symbol 
A.

Proof. Writing out the symbol in form of a tensor product and using that trCn [Eνμ] =
δν,μ, where δν,μ is the Kronecker delta, we arrive at

trL2(Rd)⊗Cn

[
Opl

L(B)
(
TL(1n; Λ,Γ)

)p]
= trL2(Rd)⊗Cn

[ n∑
ν,μ=1

Opl
L

(
(B)νμ ⊗Eνμ

)(
TL(1) ⊗ 1n

)p]

= trL2(Rd)⊗Cn

[ n∑
ν,μ=1

Opl
L

(
(B)νμ

)(
TL(1)

)p ⊗ Eνμ

]

=
n∑

ν=1
trL2(Rd)

[
Opl

L

(
(B)νν

)(
TL(1)

)p]
= trL2(Rd)

[
Opl

L

(
trCn [B]

)(
TL(1)

)p]
. (3.45)

The asymptotics for this last term is given by [31, Thm. 4.1] in the case that d � 2:

trL2(Rd)

[
Opl

L

(
trCn [B]

)(
TL(1)

)p] =LdW0
(
trCn [B]; Λ,Γ

)
+ Ld−1 logL W1

(
trCn [B]A(idp; 1); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.46)

as L → ∞.
For the case d = 1 we use the initial result by Widom [37]. As translation, reflection 

and time reversal are unitary operators, we just need to consider the case Λ = Γ = ]0, ∞[ . 
Commuting Opl

L(trCn [B]) to the right is possible up to area terms by Lemma 3.4. Taking 
f ≡ idp, we are now in the situation of [37, Eq. (12)] up to multiplication with the 
constant trCn [B](0, 0). The desired asymptotics follows. �

With these tools at hand, we are now ready to prove the asymptotics for polynomials

Theorem 3.9. Let p ∈ N, let A, B ∈ C∞
b (Rd×Rd, Cn×n) be matrix-valued symbols. Let Λ be 

a bounded piece-wise C1-admissible domain and Γ be a piece-wise C3-admissible domain. 
We assume Γ to be bounded or A to be compactly supported in the second variable. Then
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trL2(Rd)⊗Cn

[
Opl

L(B)
(
TL(A; Λ,Γ)

)p] = LdW0
(
trCn [BAp]; Λ,Γ

)
+ Ld−1 logL W1

(
trCn [BAp]A(idp; 1); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.47)

as L → ∞. Here, idp is the monomial of order p, the coefficients W0 and W1 are defined 
in (2.10) and (2.11), respectively, and we refer to (2.12) for the definition of the symbol 
A.

Proof. We give a proof in the case that Γ is unbounded and A is compactly supported 
in the second variable. The other case works similarly and is slightly easier.

Let R > 0 such that the support of A in the second variable is contained in BR(0). 
By the definition of TL we have

Opl
L(B)

(
TL(A; Λ,Γ)

)p
= Opl

L(B)1Λ OpL(1Γ) Opl
L(A) OpL(1BR(0)) OpL(1Γ)1Λ

(
TL(A; Λ,Γ)

)p−1
. (3.48)

Both Λ and BR(0) ∩ Γ are bounded, therefore we can cover their closures with finitely 
many open balls such that Λ, respectively Γ, is represented by a basic domain denoted 
by Λj for j ∈ J , respectively Γk for k ∈ K , when restricted to any of such balls. Here, 
J , K ⊂ N are two finite index sets. We denote a partition of unity subordinate to the 
covering of Λ by {φj}j∈J and a partition of unity subordinate to the covering of BR(0) ∩Γ
by {ψk}k∈K . By the construction of the coverings we get

OpL(1BR(0)) OpL(1Γ)1Λ =
∑

j∈J, k∈K
OpL(1BR(0)∩Γ) Opr

L(φjψk)1Λ. (3.49)

We note that the symbol φjψk of the right operator Opr
L(φjψk) is to be understood as 

φjψk : Rd × Rd � (y, ξ) �→ φj(y)ψk(ξ). As in (3.21) this is an abuse of notation and it is 
only clear from the definitions of the functions {φj}j∈J and {ψk}k∈K . With (3.49), we 
obtain

Opl
L(B)1Λ OpL(1Γ) Opl

L(A) OpL(1Γ)1Λ

=
∑

j∈J, k∈K
Opl

L(B)1Λ OpL(1Γ) Opl
L(A) OpL(1Γ) Opr

L(φjψk)1Λ. (3.50)

We note that the symbol φjψk is compactly supported in both variables. Therefore, we 
can establish the following relations with the help of Lemma 3.4 and 3.6 for every j ∈ J
and k ∈ K

OpL(1Γ) Opr
L(φjψk) ∼ Opr

L(φjψk)OpL(1Γ) ∼ Opl
L(φjψk) OpL(1Γ),

Opl
L(A) Opl

L(φjψk) ∼ Opl
L(Aφjψk) ∼Opl

L(φjψk) Opl
L(A) ∼ Opr

L(φjψk) Opl
L(A),
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1Λ Opl
L(φjψk) ∼Opl

L(φjψk)1Λ. (3.51)

Combining them, yields

Opl
L(B)

(
TL(A; Λ,Γ)

)p ∼
∑

j∈J, k∈K
Opl

L(B) Opl
L(φjψk)

(
TL(A; Λ,Γ)

)p
∼

∑
j∈J, k∈K

Opl
L(Bj,k)

(
TL(A; Λ,Γ)

)p
, (3.52)

where the matrix-valued symbol Bj,k is defined by Bj,k(x, ξ) := B(x, ξ)φj(x)ψk(ξ) for 
x, ξ ∈ Rd. We note that the symbol Bj,k is compactly supported in both variables and 
that

Bj,k|Λ×Rd = Bj,k|Λj×Rd and Bj,k|Rd×Γ = Bj,k|Rd×Γk
. (3.53)

Therefore, we are able to apply Lemma 3.7 and conclude

Opl
L(B)

(
TL(A; Λ,Γ)

)p ∼
∑

j∈J, k∈K
Opl

L(Bj,kA
p)
(
TL(1n; Λj ,Γk)

)p
. (3.54)

Now both Λj and Γk are basic domains. Therefore, we can apply Theorem 3.8 to get 
the asymptotics

trL2(Rd)⊗Cn

[
Opl

L(Bj,kA
p)
(
TL(1n; Λj ,Γk)

)p]
= LdW0

(
trCn [Bj,kA

p]; Λj ,Γk

)
+ Ld−1 logL W1

(
trCn [Bj,kA

p]A(idp; 1); ∂Λj , ∂Γk

)
+ o(Ld−1 logL), (3.55)

as L → ∞. As Λ and Γ are locally represented by Λj and Γk, we can replace each 
occurrence of the basic domains by Λ respectively Γ. Using the linearity of the coefficients, 
we get

trL2(Rd)⊗Cn

[ ∑
j∈J, k∈K

Opl
L(Bj,kA

p)
(
TL(1n; Λj ,Γk)

)p]
= LdW0

(
trCn [BAp]; Λ,Γ

)
+ Ld−1 logL W1

(
trCn [BAp]A(idp; 1); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.56)

which concludes the proof of the theorem. �
3.3. Extension to more general Wiener–Hopf operators

In this section we will generalise the results from Section 3.2 to treat more general jump 
discontinuities at the boundary ∂Γ of the momentum region Γ ⊂ Rd with different matrix-
valued symbols A1 and A2 on the inside, respectively outside. The non-commutativity of 
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A1 and A2 represents an additional technical challenge in the proof of the next theorem 
for matrix-valued symbols as compared to the scalar case [32, Thm. 5.2]. We recall 
the definitions of the Wiener–Hopf operators DL(A1, A2) and GL(A1, A2) in (2.25) and 
(2.26).

Theorem 3.10. Let p ∈ N, let A1, A2 ∈ C∞
b (Rd×Rd, Cn×n) be matrix-valued symbols and 

assume A2 to be compactly supported in the second variable. Let Λ be a bounded piece-
wise C1-admissible domain and Γ be a piece-wise C3-admissible domain. We assume Γ
to be bounded or A1 to be compactly supported in the second variable. Then

trL2(Rd)⊗Cn

[(
DL(A1, A2; Λ,Γ)

)p] = Ld
[
W0
(
trCn [Ap

1]; Λ,Γ
)

+ W0
(
trCn [Ap

2]; Λ,Γc
)]

+ Ld−1 logL W1
(
U(idp;A1, A2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.57)

as L → ∞. Here, idp is the monomial of order p, the coefficients W0 and W1 are defined 
in (2.10) and (2.11), respectively, and we refer to (2.27) for the definition of the symbol 
U.

Proof. We give a proof in the case that Γ is bounded and A1 is not compactly supported 
in the second variable. The other case works similarly.

As Λ and Γ are bounded we can find real-valued functions φ, ψ ∈ C∞
c (Rd) such that

φ|Λ = 1 and ψ|Γ = 1. (3.58)

By construction we have 1Λ OpL(1Γ) = 1Λ Opl
L(φψ) OpL(1Γ). We rewrite

TL(A1; Λ,Γ) = 1Λ Opl
L(φψ) OpL(1Γ) Opl

L(A1) OpL(1Γ)1Λ. (3.59)

Using Lemma 3.4 and 3.6, we get

1Λ Opl
L(φψ) OpL(1Γ) Opl

L(A1) OpL(1Γ)1Λ ∼ 1Λ OpL(1Γ) Opl
L(φψA1) OpL(1Γ)1Λ.

(3.60)

As the symbol φψA1 is compactly supported in both variables, we can commute further 
to get

TL(A1; Λ,Γ) ∼ 1Λ Opl
L(φψA1) OpL(1Γ)1Λ = 1Λ Opl

L(A1) OpL(1Γ)1Λ. (3.61)

For the operator TL(A2; Λ, Γc) we can argue in a similar fashion. Let ζ ∈ C∞
c (Rd) be a 

function such that ζ equals 1 on the support of A2 in its second variable. Write
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TL(A2; Λ,Γc) = 1Λ OpL(1Γc) Opl
L(A2) OpL(1Γc) Opr

L(φζ)1Λ

∼ 1Λ OpL(1Γc) Opl
L(A2φζ) OpL(1Γc)1Λ

= 1Λ OpL(1Γc) Opl
L(A2φ) OpL(1Γc)1Λ

∼ 1Λ Opl
L(A2) OpL(1Γc)1Λ. (3.62)

Here the commutation with OpL(1Γc) is possible because OpL(1Γc) = OpL(1(Γ)c), as is 
explained in Remark 2.3(b). Combining (3.61), (3.62) and (3.61) for A1 −A2, we get

DL(A1, A2) = TL(A1; Λ,Γ) + TL(A2; Λ,Γc) ∼ TL(A2; Λ,Rd) + TL(A1 −A2; Λ,Γ).
(3.63)

The next step will be to compute the trace of 
(
DL(A1, A2)

)p for p ∈ N. The operators 
TL(A2; Λ, Rd) and TL(A1 −A2; Λ, Γ) do not even commute up to area terms because the 
matrix-valued symbols A2 and B := A1 −A2 do not necessarily commute. Therefore, we 
need to be more careful than in the scalar-valued case. In order to write out the result 
we use the expansion

(X + Y )p =
p∑

k=0

1
k!(p− k)!

∑
π∈Sp

Z
(k)
π(1) · · ·Z

(k)
π(p) (3.64)

for X and Y elements of an associative algebra and

Z
(k)
j := X if j > k, Z

(k)
j := Y if j � k, for k ∈ {0, . . . , p}, j ∈ {1, . . . , p}.

(3.65)

Here Sp denotes the symmetric group on the set {1, . . . , p}. Applying this with X =
TL(A2; Λ, Rd) and Y = TL(B; Λ, Γ), yields

(
DL(A1, A2)

)p ∼
p∑

k=0

1
k!(p− k)!

∑
π∈Sp

Z
(k)
π(1) · · ·Z

(k)
π(p). (3.66)

We note that X = TL(φA2; Λ, Rd), where the symbol φA2 is compactly supported in both 
variables. The goal is to move all occurrences of Opl

L(φA2) and Opl
L(B) to the left in or-

der to apply Theorem 3.9 for the asymptotic evaluation of trL2(Rd)⊗Cn

[(
DL(A1, A2)

)p]. 
To this end, we introduce the symbols

C
(k)
j := A2 if j > k, C

(k)
j := B if j � k, for k ∈ {0, . . . , p}, j ∈ {1, . . . , p}.

(3.67)

Since the symbol B is not necessarily supported in both variables, the established com-
mutation results in Section 3.1 do not apply directly to it. For this reason we will treat 
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the term with k = p in (3.66) later, as it does not contain a factor Opl
L(φA2). For 

k ∈ {0, . . . , p − 1} such a factor is present, Lemma 3.4 permits to commute it with 1Λ
and OpL(1Γ) up to area terms and Lemma 3.6 allows to merge it up to area terms 
with other Opl

L(φA2) or Opl
L(B), the result being a left operator of a symbol that is 

compactly supported in both variables. In this way, we start with the rightmost factor 
of Opl

L(φA2) and move it to the right thereby uniting it with all Opl
L(B) to the right of 

it in a single Opl
L. Subsequently moving this operator to the very left, we obtain

Z
(k)
π(1) · · ·Z

(k)
π(p) ∼ 1Λ Opl

L

(
φp−kC

(k)
π(1) · · ·C

(k)
π(p)

)(
1Λ OpL(1Γ)1Λ

)k
(3.68)

for k ∈ {0, . . . , p − 1}. The factor 1Λ on the left is only relevant if k = 0, otherwise it 
can be absorbed in 

(
1Λ OpL(1Γ)1Λ

)k up to area terms.
Next, we claim that

trL2(Rd)⊗Cn

[(
DL(A1, A2)

)p]
= LdW0

(
trCn [Ap

2]; Λ,Rd
)

+ Ld

p∑
k=1

1
k!(p− k)!

∑
π∈Sp

W0

(
trCn

[
C

(k)
π(1) · · ·C

(k)
π(p)
]
; Λ,Γ

)

+ Ld−1 logL
p∑

k=1

1
k!(p− k)!

∑
π∈Sp

W1

(
trCn

[
C

(k)
π(1) · · ·C

(k)
π(p)
]
A(idk; 1); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.69)

as L → ∞. The first line on the right-hand side arises from the direct computation of 
the term with k = 0 in (3.66) and (3.68). The terms with k ∈ {1, . . . , p −1} in (3.66) and 
(3.68) give rise to the corresponding terms in the sums of the second and third line of 
(3.69) by applying Theorem 3.9 with B there given by φp−kC

(k)
π(1) · · ·C

(k)
π(p) and A there 

given by 1n. The terms with k = p in the second and third line of (3.69) are obtained 
by applying Theorem 3.9 directly to the term with k = p in (3.66) by choosing B in 
Theorem 3.9 as 1n and A in Theorem 3.9 as B from this proof.

In order to conclude the proof it just remains to rewrite the terms on the right-hand 
side of (3.69). Adding the first two terms, we get

Ld

(
W0
(
trCn [Ap

2]; Λ,Rd
)

+
p∑

k=1

1
k!(p− k)!

∑
π∈Sp

W0

(
trCn

[
C

(k)
π(1) · · ·C

(k)
π(p)
]
; Λ,Γ

))

=
(

L

2π

)d ˆ ( ˆ
trCn [Ap

2(x, ξ)] dξ

Λ Rd
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+
ˆ

Γ

p∑
k=1

1
k!(p− k)!

∑
π∈Sp

trCn

[
C

(k)
π(1) · · ·C

(k)
π(p)(x, ξ)

]
dξ
)

dx

=
(

L

2π

)d ˆ

Λ

ˆ

Rd

trCn

[
(A2 + B1Γ)p(x, ξ)

]
dξ dx

= Ld
(
W0
(
trCn [Ap

1]; Λ,Γ
)

+ W0
(
trCn [Ap

2]; Λ,Γc
))

, (3.70)

where we used the expansion (3.64) with X = A2 and Y = B1Γ in the second step. For 
the third term in (3.69) we need to evaluate

p∑
k=1

1
k!(p− k)!

∑
π∈Sp

trCn

[
C

(k)
π(1) · · ·C

(k)
π(p)
]
A(idk; 1). (3.71)

The definition of A and linearity of the trace imply that (3.71) is equal to

1
(2π)2

1ˆ

0

∑p
k=1

1
k!(p−k)!

∑
π∈Sp trCn

[
C

(k)
π(1) · · ·C

(k)
π(p)
]
(tk − t)

t(1 − t) dt

= 1
(2π)2

1ˆ

0

trCn

[∑p
k=0

1
k!(p−k)!

∑
π∈Sp C

(k)
π(1) · · ·C

(k)
π(p)(t

k − t) −Ap
2(1 − t)

]
t(1 − t) dt

= 1
(2π)2

1ˆ

0

trCn

[
(A2 + Bt)p − (A2 + B)pt−Ap

2(1 − t)
]

t(1 − t) dt, (3.72)

where we used the expansion (3.64) twice in the last step. Inserting B = A1 − A2, we 
arrive at the expression

1
(2π)2

1ˆ

0

trCn

[(
A1t + A2(1 − t)

)p −Ap
1t−Ap

2(1 − t)
]

t(1 − t) dt = U(idp;A1, A2) (3.73)

for (3.71). Together with the linearity of W1 and (3.70) we get the asymptotic formula

trL2(Rd)⊗Cn

[(
DL(A1, A2)

)p] = LdW0
(
trCn [Ap

1]; Λ,Γ
)

+ LdW0
(
trCn [Ap

2]; Λ,Γc
)

+ Ld−1 logL W1
(
U(idp;A1, A2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.74)

as L → ∞. �
It is straightforward to also get an asymptotic formula for the operator GL(A1, A2).
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Corollary 3.11. Let p ∈ N, let A1, A2, Λ and Γ be as in Theorem 3.10. Then we get the 
following asymptotic formula

trL2(Rd)⊗Cn

[(
GL(A1, A2; Λ,Γ)

)p] = LdW0
(
trCn [(ReA1)p]; Λ,Γ

)
+ LdW0

(
trCn [(ReA2)p]; Λ,Γc

)
+ Ld−1 logL W1

(
U(idp; ReA1,ReA2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (3.75)

as L → ∞.

Proof. By the definition of GL we have

GL(A1, A2) −DL(ReA1,ReA2) = SL(A1; Λ,Γ) − TL(ReA1; Λ,Γ)

+ SL(A2; Λ,Γc) − TL(ReA2; Λ,Γc). (3.76)

As in (3.61) and (3.62), we can assume that our symbols are compactly supported in 
both variables. Using that 

(
Opl

L(ReA1)
)∗ = Opr

L(ReA1) and applying Lemma 3.6, we 
get

∥∥SL(A1; Λ,Γ)−TL(ReA1; Λ,Γ)
∥∥

1 � 1
2
∥∥Opr

L(ReA1)−Opl
L(ReA1)

∥∥
1 � CLd−1. (3.77)

Also applying this procedure with A2 and Γc, we get

GL(A1, A2) ∼ DL(ReA1,ReA2). (3.78)

Iterative use of (3.78) together with Hölder’s inequality and the fact that GL(A1, A2) is 
uniformly bounded in L, yields

(
GL(A1, A2)

)p ∼
(
DL(ReA1,ReA2)

)p
. (3.79)

It just remains to apply Theorem 3.10 to get the desired asymptotic formula. �
4. Closing the asymptotics

We now want to establish the asymptotics from the theorem above for more general 
functions than polynomials. In the case of a non-self-adjoint operator, we can only extend 
this to analytic functions. For self-adjoint operators more general functions are accessible.

We first need to generalise some additional trace-class estimates from [30] to matrix-
valued symbols and unbounded domains.
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Lemma 4.1. Let B ∈ C∞
b (Rd×Rd, Cn×n) be a matrix-valued symbol with compact support 

in both variables. Let Λ and Γ be admissible domains. Then, for every L � 2, t ∈ {l, r}
and q ∈ ]0, 1] we have∥∥1Λ OpL(1Γ) Opt

L(B) OpL(1Γ)1Λc

∥∥q
q

� CLd−1 logL, (4.1)

and ∥∥OpL(1Γ) Opt
L(B) OpL(1Γc)

∥∥q
q

� CLd−1. (4.2)

The constants C > 0 depend on the symbol B and the number q but are independent of 
Λ, Γ and L.

Proof. We start by proving (4.1). By Lemma 3.4 we get

1Λ OpL(1Γ) Opt
L(B) OpL(1Γ)1Λc ∼q 1Λ OpL(1Γ) Opt

L(B)1Λc . (4.3)

By applying (3.13) we get

∥∥1Λ OpL(1Γ) Opt
L(B)1Λc

∥∥q
q

=
∥∥∥∥ n∑

ν,μ=1
1Λ OpL(1Γ) Opt

L

(
(B)νμ

)
1Λc ⊗ Eνμ

∥∥∥∥q
q

�
n∑

ν,μ=1

∥∥1Λ OpL(1Γ) Opt
L

(
(B)νμ

)
1Λc

∥∥q
q
. (4.4)

Therefore, it suffices to show

‖1Λ OpL(1Γ) Opt
L(b)1Λc‖qq � CLd−1 logL, (4.5)

for an arbitrary scalar-valued symbol b ∈ C∞
b (Rd × Rd) with compact support in both 

variables. It follows that there is some R > 0 such that the support of b is contained in 
BR(0) ×BR(0).

As in the proof of Lemma 3.4 define Λ̃ := {x ∈ Rd : dist(x, Λ) < R} and cover 
Λ̃ ∩BR(0) with balls Bρ(xj) of radius ρ and centres xj such that Λ ∩ B4ρ(xj) = Λj ∩
B4ρ(xj), where Λj is a basic domain for every j ∈ J ⊂ N, a finite index set. Cover 
Γ ∩BR(0) in the same manner with balls Bρ2(ξk) of radius ρ2 and centres ξk for k ∈
K ⊂ N, a finite index set. Let {φj}j∈J , {ψk}k∈K be smooth and finite partitions of unity 
subordinate to these coverings, i.e. we have suppφj ⊂ Bρ(xj), suppψk ⊂ Bρ2(ξk), as 
well as

Φ
∣∣
Λ̃∩BR(0)

= 1 and Ψ
∣∣
Γ∩BR(0) = 1, (4.6)

where Φ :=
∑

j∈J φj and Ψ :=
∑

k∈K ψk. First we treat the more difficult case t = r. 
We write
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∥∥1Λ OpL(1Γ) Opr
L(b)1Λc

∥∥q
q

=
∥∥1Λ OpL(1Γ) Opr

L

(
b(Φ + 1 − Φ)Ψ

)
1Λc

∥∥q
q

�
∥∥1Λ OpL(1Γ) Opr

L(bΦΨ)1Λc

∥∥q
q

+
∥∥1Λ OpL(1Γ) Opr

L

(
b
(
1 − Φ)

)∥∥q
q
. (4.7)

As the symbol b(1 − Φ) is still smooth and compactly supported in both variables, we 
can apply Lemma 3.4 to get

1Λ OpL(1Γ) Opr
L

(
b(1 − Φ)

)
∼q 1Λ Opr

L

(
b(1 − Φ)

)
OpL(1Γ). (4.8)

Note that as in the proof of Lemma 3.4 the support of b(1 −
∑

j φj) in the first variable 

is contained in Λ̃c and therefore is of distance at least R to the support of the function 
1Λ. Therefore, we can apply [30, Thm. 3.2] to get∥∥1Λ Opr

L

(
b(1 − Φ)

)
OpL(1Γ)

∥∥q
q

�
∥∥1Λ Opr

L(b)(1 − Φ)
∥∥q
q

� C. (4.9)

It remains to estimate∥∥1Λ OpL(1Γ) Opr
L(bΦΨ)1Λc

∥∥q
q

�
∑
j∈J
k∈K

∥∥1Λ OpL(1Γk
) Opr

L(bφjψk)1Λc
j

∥∥q
q
. (4.10)

As the sum is finite, it suffices to evaluate the individual terms. Using Lemma 3.4 again, 
we get

1Λ OpL(1Γk
) Opr

L(bφjψk)1Λc
j
∼q 1Λ Opr

L(bφjψk) OpL(1Γk
)1Λc

j
. (4.11)

Let hj ∈ C∞(Rd) be a smooth function such that ‖hj‖∞ � 1, supp(hj) ⊂ B4ρ(xj) and 
hj |B2ρ(xj) = 1. Then∥∥1Λ Opr

L(bφjψk) OpL(1Γk
)1Λc

j

∥∥q
q

=
∥∥1Λ(hj + 1 − hj) Opr

L(bφjψk) OpL(1Γk
)1Λc

j

∥∥q
q

�
∥∥1Λj

Opr
L(bφjψk) OpL(1Γk

)1Λc
j

∥∥q
q

+ ‖(1 − hj) Opr
L(bψk)φj‖qq. (4.12)

To get a bound for the last term we use [30, Thm. 3.2] again, as the supports of (1 −hj)
and φj have distance at least ρ. This yields

‖(1 − hj) Opr
L(bψk)φj‖qq � C. (4.13)

In the remaining term all occurrences of admissible domains are replaced by basic do-
mains and applying [30, Thm. 4.6] gives∥∥1Λj

Opr
L(bφjψk) OpL(1Γk

)1Λj
c

∥∥q
q

� CLd−1 logL. (4.14)
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Combining (4.7) – (4.14) yields (4.5) and concludes the proof of (4.1) for t = r. The 
simpler case t = l starts from rewriting the operator in (4.5) as

1Λ OpL(1Γ) Opl
L(b)1Λc ∼q 1Λ Opl

L(b) OpL(1Γ)1Λc =
∑
j∈J
k∈K

1Λj
φj Opl

L(b)ψk OpL(1Γk
)1Λc .

(4.15)

The further steps mirror the ones of the case t = r, starting from (4.11).
Finally, Inequality (4.2) is a direct consequence of Lemma 3.4. �

4.1. Analytic functions

We consider functions g with g(0) = 0 which are analytic in a disc BR(0) ⊂ C about 
the origin with sufficiently large radius R > 0, i.e. there exists ωm ∈ C, m ∈ N, such that

g(z) =
∑
m∈N

ωmzm, (4.16)

for all z ∈ BR(0). The trace of DL(g(A1), g(A2)) can be computed explicitly and coincides 
(up to area terms) with the expected volume term.

Lemma 4.2. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 be-

ing compactly supported in the second variable. Further, let Λ and Γ be bounded ad-
missible domains. Then for any function g analytic in a disc BR(0) ⊂ C of radius 
R > ‖ Opl

L(A1)‖ + ‖ Opl
L(A2)‖ with g(0) = 0, we have

trL2(Rd)⊗Cn

[
DL

(
g(A1), g(A2)

)]
= Ld

[
W0
(
trCn [g(A1)]; Λ,Γ

)
+ W0

(
trCn [g(A2)]; Λ,Γc

)]
+ O(Ld−1), (4.17)

as L → ∞.

Proof. Let φ, ψ ∈ C∞
c (Rd) be as in (3.58), i.e. φ|Λ = 1 and ψ|Γ = 1. First note that 

the function g being analytic guarantees that g(Aj) ∈ C∞
b (Rd × Rd, Cn×n) is a well-

defined symbol for j ∈ {1, 2}. Further the property g(0) = 0 ensures that these symbols 
are again compactly supported whenever the corresponding symbol Aj is compactly 
supported. Therefore, the previous results (3.61) and (3.62) on C∞

b -symbols apply and 
we get

DL

(
g(A1), g(A2)

)
∼ 1ΛOplL

(
g(A1)φψ

)
OpL(1Γ)1Λ + 1Λ Opl

L

(
g(A2)φ

)
OpL(1Γc)1Λ.

(4.18)

The trace of the right-hand side of (4.18) can be computed explicitly by integrating its 
kernel along the diagonal which yields
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trL2(Rd)⊗Cn

[
1Λ Opl

L

(
g(A1)φψ

)
OpL(1Γ)1Λ + 1Λ Opl

L

(
g(A2)φ

)
OpL(1Γc)1Λ

]
= Ld

[
W0
(
trCn [g(A1)]; Λ,Γ

)
+ W0

(
trCn [g(A2)]; Λ,Γc

)]
. � (4.19)

The crucial remaining step is to estimate the following trace norm

∥∥g(DL(A1, A2)
)
−DL

(
g(A1), g(A2)

)∥∥
1 (4.20)

and see that it only gives an enhanced area law with coefficient depending on the function 
g. We divide this task into several steps and begin by reducing the question to symbols 
which are compactly supported in both variables. For some of the steps we will need a 
large radius of convergence. In order to define it, we will first define the radius

tA := sup
L�1

‖Opl
L(A)‖ + N(d+1,d+2)(A), (4.21)

for a single matrix-valued symbol A ∈ C∞
b (Rd × Rd, Cn×n), where N(d+1,d+2)(A) is 

defined in (2.18).

Lemma 4.3. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Further, let Λ and Γ be bounded admissible 
domains. Then, there exist symbols B1, B2 ∈ C∞

b (Rd × Rd, Cn×n), compactly supported 
in both variables and with

(A1 −B1)
∣∣
Λ×Γ = 0, (A2 −B2)

∣∣
Λ×Rd = 0 (4.22)

such that for any function g analytic in a disc BR(0) ⊂ C of radius R > t0 := tA1 +
tA2 + tB1 + tB2 with g(0) = 0 we have

DL

(
g(A1), g(A2)

)
∼ DL

(
g(B1), g(B2)

)
(4.23)

and

g
(
DL(A1, A2)

)
∼ g
(
DL(B1, B2)

)
. (4.24)

Proof. Let L � 1. We find the compactly supported symbols by introducing smooth 
cutoff functions in the same way as in Lemma 4.2: Let φ, ψ ∈ C∞

c (Rd) be as in (3.58)
and define B1 := A1φψ and B2 := A2φ. As in (4.18) we get

DL

(
g(A1), g(A2)

)
∼ 1Λ Opl

L

(
g(A1)φψ

)
OpL(1Γ)1Λ + 1Λ Opl

L

(
g(A2)φ

)
OpL(1Γc)1Λ.

(4.25)

Since φ|Λ = 1 and ψ|Γ = 1 we have
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1Λ Opl
L

(
g(A1)φψ

)
OpL(1Γ)1Λ + 1Λ Opl

L

(
g(A2)φ

)
OpL(1Γc)1Λ

= 1Λ Opl
L

(
g(B1)

)
OpL(1Γ)1Λ + 1Λ Opl

L

(
g(B2)

)
OpL(1Γc)1Λ

∼ DL

(
g(B1), g(B2)

)
, (4.26)

where we used Lemma 3.4 in the last step. This proves (4.23).
In order to prove (4.24), we first note

DL(A1, A2) ∼ DL(B1, B2), (4.27)

by setting g = id in (4.23). We now need to calculate the trace norm ‖(DL(A1, A2))m −
(DL(B1, B2))m‖1 for arbitrary m ∈ N. We note that the case m = 0 need not be 
considered here due to g(0) = 0. Repeatedly applying (4.27) together with Hölder’s 
inequality and the fact that DL(A1, A2) and DL(B1, B2) are bounded uniformly in L by 
t0, we get ∥∥(DL(A1, A2)

)m −
(
DL(B1, B2)

)m∥∥
1 � Ld−1Cmtm−1

0 , (4.28)

where the constant C depends neither on m nor L. Therefore, using the notation of 
(4.16), we obtain

∥∥g(DL(A1, A2)
)
− g
(
DL(B1, B2)

)∥∥
1 =

∥∥∥∥ ∞∑
m=1

ωm

{(
DL(A1, A2)

)m −
(
DL(B1, B2)

)m}∥∥∥∥
1

� Ld−1C
∞∑

m=1
m|ωm|tm−1

0 , (4.29)

as g is analytic in BR(0). �
The next Lemma [29, Lemma 12.1] deals with the projections in the operator DL.

Lemma 4.4. Let X be a trace-class operator in a separable Hilbert space H . Let P be an 
orthogonal projection in H and g be as in (4.16) a function that is analytic in a disc 
BR(0) ⊂ C of radius R > ‖X‖. Then we have

‖g(PXP ) − Pg(X)P‖1 � g|1|(‖X‖)‖PX(1H − P )‖1, (4.30)

where

g|1|(z) :=
∞∑

m=2
(m− 1)|ωm|zm−1, z ∈ BR(0). (4.31)

The next result deals with interchanging g and Opl
L.
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Lemma 4.5. Let A ∈ C∞
b (Rd×Rd, Cn×n) be a matrix-valued symbol with compact support 

in both variables and let g be a function that is analytic in a disc of radius R > tA about 
the origin and such that g(0) = 0. Then we have

g
(
Opl

L(A)
)
∼ Opl

L

(
g(A)

)
. (4.32)

Proof. Let L � 1. It suffices to show∥∥(Opl
L(A)

)m − Opl
L(Am)

∥∥
1 � DLd−1(m− 1)2(d+2)tm−1

A (4.33)

for every m ∈ N with the finite constant D := CN(d+1,d+2)(A), where the constant 
C does not depend on L and m and is specified below (4.37). Indeed, the power-series 
expansion (4.16) of g then yields

∥∥g(Opl
L(A)

)
− Opl

L

(
g(A)

)∥∥
1 =

∥∥∥∥ ∞∑
m=1

ωm

{(
Opl

L(A)
)m − Opl

L(Am)
}∥∥∥∥

1

� DLd−1
∞∑

m=1
|ωm|(m− 1)2(d+2)tm−1

A , (4.34)

which gives a finite constant, as g is analytic in a disc of sufficiently large radius. We 
prove (4.33) by induction on m.

For m = 1, there is nothing to prove in (4.33). Now, suppose (4.33) holds for m ∈ N. 
In order to prove (4.33) for m + 1 we estimate∥∥(Opl

L(A)
)m+1 − Opl

L(Am+1)
∥∥

1 �
∥∥(Opl

L(A)
)m+1 − Opl

L(Am) Opl
L(A)

∥∥
1

+
∥∥Opl

L(Am) Opl
L(A) − Opl

L(Am+1)
∥∥

1. (4.35)

For the first term, we use the induction hypothesis and Hölder’s inequality∥∥(Opl
L(A)

)m+1 − Opl
L(Am) Opl

L(A)
∥∥

1 � DLd−1(m− 1)2(d+2)tm−1
A ‖Opl

L(A)‖
� DLd−1m2(d+2)tm−1

A ‖Opl
L(A)‖. (4.36)

The second term is treated with Inequality (3.36) applied to the symbols Am and A∥∥Opl
L(Am) Opl

L(A) − Opl
L(Am+1)

∥∥
1 � CLd−1N(d+1,d+2)(Am)N(d+1,d+2)(A)

= DLd−1N(d+1,d+2)(Am). (4.37)

Since the arising constant C from (3.36) depends only on the support of the symbols Am

and A, it is independent of m and L. It follows from the definition (2.18) of the symbol 
norm that

N(d+1,d+2)(Am) � m2(d+2)(N(d+1,d+2)(A)
)m � m2(d+2)tm−1

A N(d+1,d+2)(A). (4.38)
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Inserting (4.38) into (4.37), adding (4.36) and using once again the definition (4.21) of 
tA, we conclude the proof of the induction step. �

Combining the previous results, we get the desired estimate for (4.20).

Lemma 4.6. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Further, let Λ and Γ be bounded admissible 
domains. For any function g analytic in a disc of radius R > t0 with g(0) = 0, there 
exist constants C1, C2 > 0, with C1 independent of g, Λ and Γ, such that∥∥g(DL(A1, A2)

)
−DL

(
g(A1), g(A2)

)∥∥
1 � C1g

|1|(t0)Ld−1 logL + C2L
d−1, (4.39)

for every L � 2. The radius t0 is defined in Lemma 4.3 and (4.21).

Proof. Let L � 2. As Lemma 4.3 yields

g
(
DL(A1, A2)

)
∼ g
(
DL(B1, B2)

)
(4.40)

and

DL

(
g(A1), g(A2)

)
∼ DL

(
g(B1), g(B2)

)
, (4.41)

it suffices to show (4.39) with A1 and A2 replaced by the compactly supported symbols 
B1 and B2. We prove this starting with the operator g(DL(B1, B2)) on the left-hand 
side.

Lemma 4.4 applied to OpL(1Γ) Opl
L(B1) OpL(1Γ) +OpL(1Γc) Opl

L(B2) OpL(1Γc) and 
1Λ combined with Lemma 4.1 yields∥∥∥g(DL(B1, B2)

)
− 1Λ g

(
OpL(1Γ) Opl

L(B1) OpL(1Γ) + OpL(1Γc) Opl
L(B2) OpL(1Γc)

)
1Λ

∥∥∥
1

� g|1|(t0)
(∥∥1Λ OpL(1Γ) Opl

L(B1) OpL(1Γ)1Λc

∥∥
1

+
∥∥1Λ OpL(1Γc) Opl

L(B2) OpL(1Γc)1Λc

∥∥
1

)
� C1g

|1|(t0) Ld−1 logL. (4.42)

Here, C1 is the constant from (4.39). For its independence of g, Λ and Γ we refer to 
Lemma 4.1. The power series expansion of the function g implies

g
(

OpL(1Γ) Opl
L(B1) OpL(1Γ) + OpL(1Γc) Opl

L(B2) OpL(1Γc)
)

= g
(
OpL(1Γ) Opl

L(B1) OpL(1Γ)
)

+ g
(
OpL(1Γc) Opl

L(B2) OpL(1Γc)
)
. (4.43)
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Applying Lemma 4.4 to Opl
L(B1) and OpL(1Γ), followed by Lemma 4.1, yields

∥∥g(OpL(1Γ) Opl
L(B1) OpL(1Γ)

)
− OpL(1Γ)g

(
Opl

L(B1)
)
OpL(1Γ)

∥∥
1

� g|1|(t0)
∥∥OpL(1Γ) Opl

L(B1) OpL(1Γc)
∥∥

1 � CLd−1. (4.44)

Applying Lemma 4.4 again to Opl
L(B2) and OpL(1Γc), we conclude

1Λ g
(

OpL(1Γ) Opl
L(B1) OpL(1Γ) + OpL(1Γc) Opl

L(B2) OpL(1Γc)
)
1Λ

∼ 1Λ

(
OpL(1Γ)g

(
Opl

L(B1)
)
OpL(1Γ) + OpL(1Γc)g

(
Opl

L(B2)
)
OpL(1Γc)

)
1Λ. (4.45)

Finally, Lemma 4.5 gives

1Λ OpL(1Γ)g
(
Opl

L(B1)
)
OpL(1Γ)1Λ ∼ TL

(
g(B1); Λ,Γ

)
, (4.46)

as well as

1Λ OpL(1Γc)g
(
Opl

L(B2)
)
OpL(1Γc)1Λ ∼ TL

(
g(B2); Λ,Γc

)
. (4.47)

The claim follows, because DL

(
g(B1), g(B2); Λ, Γ

)
= TL

(
g(B1); Λ, Γ

)
+ TL

(
g(B2);

Λ, Γc
)
. �

We also need the following estimate for the coefficient W1.

Lemma 4.7. Let A1, A2 ∈ C∞
b (Rd×Rd, Cn×n) be matrix-valued symbols. Let the function 

g be analytic in a disc of radius R > t0 with g(0) = 0. Let ∂Λ and ∂Γ have finite 
(d − 1)-dimensional surface measure induced by Lebesgue measure on Rd. Then

∣∣W1
(
U(g;A1, A2); ∂Λ, ∂Γ

)∣∣ � |∂Λ||∂Γ|
(2π)2 t0g

|1|(t0). (4.48)

Proof. It suffices to show

sup
(x,ξ)∈∂Λ×∂Γ

∣∣∣(U(g;A1, A2)
)
(x, ξ)

∣∣∣ � t0
(2π)2 g|1|(t0). (4.49)

To start with we choose the test function g as a monomial of order m ∈ N and work 
towards a pointwise estimate for the function

(2π)2U(idm;A1, A2) =
1ˆ

0

trCn

[(
A1t + A2(1 − t)

)m −Am
1 t−Am

2 (1 − t)
]

t(1 − t) dt

= trCn

[ 1ˆ ( (A1t)m −Am
1 t

t(1 − t) +
(
A2(1 − t)

)m −Am
2 (1 − t)

t(1 − t)

0
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+
m−1∑
k=1

1
k!(m− k)!

∑
π∈Sm

Z
(k)
π(1) · · ·Z

(k)
π(m)

tk(1 − t)m−k

t(1 − t)

)
dt
]
,

(4.50)

where the Z(k)
j for j ∈ {1, . . . , m} and k ∈ {1, . . . , m −1} are defined as in the expansion 

(3.64) with X = A2, Y = A1 and p = m. The integral 
´ 1
0

tk(1−t)m−k

t(1−t) dt is bounded 
above by 1 for every k ∈ {1, . . . , m − 1}. For the first integrand on the right-hand 
side of (4.50), we get | ́ 1

0
tm−t
t(1−t) dt| � m − 1. By a change of variables, we also get 

| ́ 1
0

(1−t)m−(1−t)
t(1−t) dt| � m − 1 for the second integrand. Introducing the norm

‖A‖∞,1 := sup
(x,ξ)∈∂Λ×∂Γ

trCn |A(x, ξ)| (4.51)

for matrix-valued functions A on ∂Λ ×∂Γ, we estimate the right-hand side of (4.50) from 
above by

(m− 1)‖A1‖m∞,1 + (m− 1)‖A2‖m∞,1 +
m−1∑
k=1

(m
k

)
‖A1‖k∞,1‖A2‖m−k

∞,1

� (m− 1)
(
‖A1‖∞,1 + ‖A2‖∞,1

)m
.

Therefore, we conclude from the power-series expansion (4.16) of g that

sup
(x,ξ)∈∂Λ×∂Γ

∣∣U(g;A1, A2)
∣∣ � sup

(x,ξ)∈∂Λ×∂Γ

∞∑
m=2

|ωm|
∣∣U(idm;A1, A2)

∣∣
� 1

(2π)2
∞∑

m=2
|ωm|(m− 1)tm0 = t0

(2π)2 g|1|(t0), (4.52)

where we used that ‖A1‖∞,1 + ‖A2‖∞,1 � tA1 + tA2 � t0 by (4.21) and the definition of 
g|1| in (4.31). �

We are now ready to close the asymptotics.

Theorem 4.8. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Let Λ be a bounded piece-wise C1-admissible 
domain and Γ be a bounded piece-wise C3-admissible domain. Let the function h be 
analytic in a disc of radius R > t0 with h(0) = 0, then

trL2(Rd)⊗Cn

[
h
(
DL(A1, A2; Λ,Γ)

)]
= Ld

(
W0
(
trCn [h(A1)]; Λ,Γ

)
+ W0

(
trCn [h(A2)]; Λ,Γc

))
+ Ld−1 logL W1

(
U(h;A1, A2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (4.53)
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as L → ∞. Here, t0 was defined in Lemma 4.3 and (4.21), the coefficients W0 and W1
in (2.10) and (2.11), respectively, and the symbol U in (2.27).

Proof. Let p ∈ N and approximate h by a polynomial in the following way

h = gp + hp, gp(z) :=
p∑

m=1
ωmzm, hp(z) := h(z) − gp(z) =

∞∑
m=p+1

ωmzm,

(4.54)

where ωm := h(m)(0)/m! for m ∈ N. Let ε > 0. Then one can choose p ∈ N such that 
h
|1|
p (t0) < ε

2 . Lemma 4.6 applied to hp yields

∥∥hp

(
DL(A1, A2)

)
−DL

(
hp(A1), hp(A2)

)∥∥
1 � C1

ε

2L
d−1 logL + C2L

d−1. (4.55)

As

trL2(Rd)⊗Cn

[
h
(
DL(A1, A2)

)
−DL

(
h(A1), h(A2)

)]
� trL2(Rd)⊗Cn

[
gp
(
DL(A1, A2)

)
−DL

(
gp(A1), gp(A2)

)]
+
∥∥hp

(
DL(A1, A2)

)
−DL

(
hp(A1), hp(A2)

)∥∥
1, (4.56)

and the asymptotic formula is already established for gp, we get

lim sup
L→∞

trL2(Rd)⊗Cn

[
h
(
DL(A1, A2)

)
−DL

(
h(A1), h(A2)

)]
Ld−1 logL � W1(gp) + C1

ε

2 ,

(4.57)

where W1(gp) := W1
(
U(gp; A1, A2); ∂Λ, ∂Γ

)
. For the coefficient W1(hp), Lemma 4.7

yields

|W1(hp)| � Ch|1|
p (t0) < C

ε

2 . (4.58)

Hence

W1(gp) � W1(h) + |W1(hp)| < W1(h) + C
ε

2 . (4.59)

Therefore,

lim sup
L→∞

trL2(Rd)⊗Cn

[
h
(
DL(A1, A2)

)
−DL

(
h(A1), h(A2)

)]
Ld−1 logL � W1(h) + Cε. (4.60)

The corresponding lower bound for the liminf is found in the same way. As ε is arbitrary, 
we get
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lim
L→∞

trL2(Rd)⊗Cn

[
h
(
DL(A1, A2)

)
−DL

(
h(A1), h(A2)

)]
Ld−1 logL = W1(h). (4.61)

The trace of DL(h(A1), h(A2)) gives rise to the volume terms by Lemma 4.2, and we 
obtain the desired asymptotics

trL2(Rd)⊗Cn

[
h
(
DL(A1, A2; Λ,Γ)

)]
= Ld

(
W0
(
trCn [h(A1)]; Λ,Γ

)
+ W0

(
trCn [h(A2)]; Λ,Γc

))
+ Ld−1 logL W1

(
U(h;A1, A2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (4.62)

as L → ∞. �
4.2. Smooth functions

We continue with arbitrarily often differentiable functions g vanishing at zero. In order 
to apply g to an operator we restrict ourselves to the self-adjoint operator GL, see (2.26)
for the definition.

The trace of DL

(
g(ReA1), g(ReA2)

)
can again be computed explicitly and coincides 

(up to area terms) with the expected volume term. This is stated as

Lemma 4.9. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Further, let Λ and Γ be bounded admissible 
domains. Then for any function g ∈ C∞(R) with g(0) = 0, we have

trL2(Rd)⊗Cn

[
DL

(
g(ReA1), g(ReA2)

)]
= Ld

[
W0
(
trCn [g(ReA1)]; Λ,Γ

)
+ W0

(
trCn [g(ReA2)]; Λ,Γc

)]
+ O(Ld−1), (4.63)

as L → ∞.

Proof. Let φ, ψ ∈ C∞
c (Rd) be as in (3.58), i.e. φ|Λ = 1 and ψ|Γ = 1. First note that the 

function g being smooth guarantees that g(ReAj) ∈ C∞
b (Rd×Rd, Cn×n) is a well-defined 

symbol for j ∈ {1, 2}. Further, the property g(0) = 0 ensures that these symbols are again 
compactly supported whenever the corresponding symbol Aj is compactly supported. 
Therefore, the previous results (3.78), (3.61) and (3.62) for C∞

b -symbols apply, and we 
get

DL

(
g(ReA1), g(ReA2)

)
∼ 1Λ Opl

L

(
g(ReA1)φψ

)
OpL(1Γ)1Λ

+ 1Λ Opl
L

(
g(ReA2)φ

)
OpL(1Γc)1Λ. (4.64)
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The trace of the right-hand side can be computed explicitly by integrating its kernel 
along the diagonal which yields

trL2(Rd)⊗Cn

[
1Λ Opl

L

(
g(ReA1)φψ

)
OpL(1Γ)1Λ + 1Λ Opl

L

(
g(ReA2)φ

)
OpL(1Γc)1Λ

]
= Ld

[
W0
(
trCn [g(ReA1)]; Λ,Γ

)
+ W0

(
trCn [g(ReA2)]; Λ,Γc

)]
. � (4.65)

Now we want to estimate the trace norm

∥∥g(GL(A1, A2)
)
−DL

(
g(ReA1), g(ReA2)

)∥∥
1. (4.66)

The line of argumentation is similar to the analytic case, where each ingredient is replaced 
by a counterpart for smooth functions.

Lemma 4.10. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Further, let Λ and Γ be bounded admissible 
domains. Then there exist symbols B1, B2 ∈ C∞

b (Rd × Rd, Cn×n) which are compactly 
supported in both variables and with (A1 − B1)|Λ×Γ = 0, (A2 − B2)|Λ×Rd = 0 such that 
for any smooth function g ∈ C∞

c (R) with g(0) = 0 we have

DL

(
g(ReA1), g(ReA2)

)
∼ DL

(
g(ReB1), g(ReB2)

)
(4.67)

and

g
(
GL(A1, A2)

)
∼ g
(
GL(B1, B2)

)
. (4.68)

Proof. Let L � 1. We find the compactly supported symbols by introducing smooth 
cutoff functions in the same way as in the proof of Lemma 4.3: Let φ, ψ ∈ C∞

c (Rd) be as 
in (3.58) and define B1 := A1φψ and B2 := A2φ.

Note that in the proof of (4.23) it was sufficient that g(Aj), g(Bj) ∈ C∞
b (Rd×Rd, Cn×n)

are well-defined symbols for j ∈ {1, 2}, which are compactly supported whenever the 
respective symbols Aj , Bj are compactly supported. For the Hermitian matrix-valued 
symbols ReAj , ReBj this is the case if g is smooth with g(0) = 0. Therefore, we get

DL

(
g(ReA1), g(ReA2)

)
∼ DL

(
g(ReB1), g(ReB2)

)
. (4.69)

This proves (4.67), even without the requirement that g is compactly supported.
In order to prove (4.68), we apply (4.67) with g = id, i.e.

DL(ReA1,ReA2) ∼ DL(ReB1,ReB2). (4.70)

Using (3.78) on both sides, this extends to
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GL

(
A1, A2

)
∼ GL

(
B1, B2

)
. (4.71)

We write

g
(
GL(A1, A2)

)
− g
(
GL(B1, B2)

)
= 1√

2π

ˆ

R

(
eitGL(A1,A2) − eitGL(B1,B2)

)
ĝ(t) dt,

(4.72)

where ĝ ∈ S(R) is the Fourier transform of g. The operator E(t) := eitGL(A1,A2) −
eitGL(B1,B2) satisfies the following differential equation

i∂tE(t) + GL(A1, A2)E(t) = −
(
GL(A1, A2) −GL(B1, B2)

)
eitGL(B1,B2) =: M(t).

(4.73)

As E(0) = 0, we get

E(t) = −i
tˆ

0

ei(t−s)GL(A1,A2) M(s) ds. (4.74)

As GL(B1, B2) is self-adjoint, we have

‖M(t)‖1 � ‖GL(A1, A2) −GL(B1, B2)‖1 � CLd−1, (4.75)

where C is independent of t. The operator GL(A1, A2) is also self-adjoint. Therefore,

‖E(t)‖1 � CLd−1t. (4.76)

By (4.72) we conclude that

∥∥g(GL(A1, A2)
)
− g
(
GL(B1, B2)

)∥∥
1 � CLd−1. � (4.77)

Next we quote a special case of [32, Cor. 2.11] adapted to our situation.

Lemma 4.11. Let g ∈ C2
c (R) and q ∈ ]0, 1[ . Let X be a self-adjoint operator on a dense 

domain D in a separable Hilbert space H and P be an orthogonal projection on H such 
that PD ⊆ D and PX(1H − P ) ∈ Tq. Then there exists a constant C > 0, independent 
of X, P and g, such that

‖g(PXP )P − Pg(X)‖1 � C max
0�k�2

‖g(k)‖∞‖PX(1H − P )‖qq. (4.78)

Lemma 4.12. Let A ∈ C∞
b (Rd×Rd, Cn×n) be a matrix-valued symbol with compact support 

in both variables and let g ∈ C∞
c (R) be a smooth function with compact support such that 
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g(0) = 0. Let the matrix-valued amplitude Ag ∈ C∞
b (Rd × Rd × Rd, Cn×n) be defined as 

follows

Ag(x, y, ξ) := g
(

1
2
(
ReA(x, ξ) + ReA(y, ξ)

))
(4.79)

for x, y, ξ ∈ Rd. Then we have

g
(
Re Opl

L(ReA)
)
∼ Oplr

L (Ag) ∼ Opl
L

(
g(ReA)

)
. (4.80)

Proof. Let L � 1. First note that ReOpl
L(ReA) = Oplr

L (Aid). Using linearity, we write

g
(
Oplr

L (Aid)
)
− Oplr

L (Ag) = 1√
2π

ˆ

R

(
eitOplr

L (Aid) −Oplr
L (eitAid)

)
ĝ(t) dt, (4.81)

where ĝ ∈ S(R) is again the Fourier transform of g. The operator E(t) := Oplr
L (eitAid) −

eitOplr
L (Aid) satisfies the following differential equation

i∂tE(t) + Oplr
L (Aid)E(t) = Oplr

L (Aid) Oplr
L (eitAid) − Oplr

L (Aid eitAid) =: M(t).
(4.82)

As E(0) = 0, we get

E(t) = −i
tˆ

0

ei(t−s) Oplr
L (Aid) M(s) ds. (4.83)

The next goal is to estimate the trace norm of M(t) for given t ∈ R. The triangle 
inequality yields

‖M(t)‖1 �
∥∥Oplr

L (Aid) Oplr
L (eitAid) − Oplr

L (Aid) Opl
L(eitReA)

∥∥
1

+
∥∥Oplr

L (Aid) Opl
L(eitReA) − Opl

L(ReA) Opl
L(eitReA)

∥∥
1

+
∥∥Opl

L(ReA) Opl
L(eitReA) − Opl

L(ReA eitReA)
∥∥

1

+
∥∥Opl

L(ReA eitReA) − Oplr
L (Aid eitAid)

∥∥
1. (4.84)

We will now estimate each of these trace norms individually. Let φ ∈ C∞
c (Rd) be a 

function such that φ(x)A(x, ξ) = A(x, ξ) for all x, ξ ∈ Rd. We decompose the amplitude 
eitAid as

eitAid(x,y,ξ) = 1n + φ(x)
(
eitAid(x,y,ξ) −1n

)
+
(
1 − φ(x)

)(
eitAid(x,y,ξ) −1n

)
, (4.85)

where the second term is compactly supported in the variable x, and the third term is 
compactly supported in the variable y. Similarly, we write
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eitReA(x,ξ) = 1n + φ(x)
(
eitReA(x,ξ) −1n

)
. (4.86)

Therefore and since eitAid(x,x,ξ) = eitReA(x,ξ) for all x, ξ ∈ Rd, the estimate (3.30) is 
applicable and yields∥∥Oplr

L (eitAid) − Opl
L(eitReA)

∥∥
1

�
∥∥Oplr

L

(
φ(eitAid −1n)

)
− Opl

L

(
φ(eitReA −1n)

)∥∥
1 +
∥∥Oplr

L

(
(1 − φ)(eitAid −1n)

)∥∥
1

� C1L
d−1
(
N(d+1,d+1,d+2)(φ(eitAid −1n)

)
+ N(d+1,d+1,d+2)((1 − φ)(eitAid −1n)

))
.

(4.87)

Writing Aid(x, y, ξ) = 1
2 ReA(x, ξ) + 1

2 ReA(y, ξ), the estimate (3.31) yields∥∥Oplr
L (Aid)−Opl

L(ReA)
∥∥

1 = 1
2
∥∥Opr

L(ReA)−Opl
L(ReA)

∥∥
1 � C2L

d−1N(d+1,d+2)(ReA).
(4.88)

As the symbol A is compactly supported in both variables, the estimate (3.37) yields

∥∥Opl
L(ReA) Opl

L(eitReA) − Opl
L(ReA eitReA)

∥∥
1

� C3L
d−1N(d+1,d+2)(ReA)N(d+1,d+2)(eitReA). (4.89)

We define the amplitudes A(1)(x, y, ξ) := ReA(x, ξ) eitAid(x,y,ξ) and A(2)(x, y, ξ) :=
ReA(y, ξ) eitAid(x,y,ξ), which are compactly supported in the variables x, respectively 
y. With estimate (3.30) we obtain∥∥Opl

L( ReA eitReA) − Oplr
L (Aid eitAid)

∥∥
1

� 1
2
∥∥Opl

L(ReA eitReA) − Oplr
L (A(1))

∥∥
1 + 1

2
∥∥Opl

L(ReA eitReA) − Oplr
L (A(2))

∥∥
1

� C4L
d−1N(d+1,d+1,d+2)(A(1)). (4.90)

Combining the estimates (4.87) – (4.90), we obtain the following bound for the right-hand 
side of (4.84)

C1L
d−1‖Oplr

L (Aid)‖
(
N(d+1,d+1,d+2)(φ(eitAid −1n)

)
+ N(d+1,d+1,d+2)((1 − φ)(eitAid −1n)

))
+ C2L

d−1‖Opl
L(eitReA)‖N(d+1,d+2)(ReA)

+ C3L
d−1N(d+1,d+2)(ReA)N(d+1,d+2)(eitReA)

+ C4L
d−1N(d+1,d+1,d+2)(A(1)). (4.91)

In order to proceed we use Lemma 3.1 to bound ‖ Oplr
L (Aid)‖ uniformly in L � 1 and to 

estimate ‖ Opl
L(eitReA)‖ � CN(d,d+1)(eitReA). It remains to estimate the t-dependence 
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of the symbol norms. Each differentiation of the matrix exponentials eitAid(x, y, ξ), re-
spectively eitReA(x, ξ), with respect to the Cartesian components of x, y, ξ, respectively 
x, ξ, brings down a factor of t according to Duhamel’s formula

d
ds eB(s) =

1ˆ

0

eσB(s) dB
ds e(1−σ)B(s) dσ. (4.92)

Here, s �→ B(s) is C∞(R, Cn×n) and s stands for any of the Cartesian components of 
x, y, ξ. Together with the unitarity of eitAid(x, y, ξ) and eitReA(x, ξ), we infer from (4.91)
and (4.84) that

‖M(t)‖1 � CLd−1t(3d+4), (4.93)

where the constant C is independent of L and t. As the operator Oplr
L (Aid) is self-adjoint, 

we conclude from (4.83) that

‖E(t)‖1 � CLd−1t(3d+5). (4.94)

By (4.81) we conclude that

g
(
Re Opl

L(ReA)
)
∼ Oplr

L (Ag). (4.95)

With the same function φ as in (4.85), we write Ag(x, y, ξ) = φ(x)Ag(x, y, ξ) +
(
1 −

φ(x)
)
Ag(x, y, ξ) and note that φAg is compactly supported in the variable x and (1 −φ)Ag

is compactly supported in the variable y. Applying relation (3.26) from Lemma 3.6, yields

Oplr
L (Ag) = Oplr

L (φAg) + Oplr
L

(
(1 − φ)Ag

)
∼ Opl

L

(
φg(ReA)

)
+ Opl

L

(
(1 − φ)g(ReA)

)
= Opl

L

(
g(ReA)

)
. � (4.96)

We now combine the results for smooth functions in order to obtain the estimate for 
(4.66).

Lemma 4.13. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Further, let Λ and Γ be bounded admissible 
domains. For any function g ∈ C∞

c (R) with g(0) = 0 there exist constants C1, C2 > 0
with C1 independent of g, Λ and Γ, such that

∥∥g(GL(A1, A2)
)
−DL

(
g(ReA1), g(ReA2)

)∥∥
1 � C1 max

0�k�2
‖g(k)‖∞Ld−1 logL + C2L

d−1

(4.97)
for every L � 2.
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Proof. The proof resembles the one of Lemma 4.6. Let L � 2. As Lemma 4.10 yields

g
(
GL(A1, A2)

)
∼ g
(
GL(B1, B2)

)
(4.98)

and

DL

(
g(ReA1), g(ReA2)

)
∼ DL

(
g(ReB1), g(ReB2)

)
, (4.99)

it suffices to show (4.97) with A1 and A2 replaced by the compactly supported symbols 
B1 and B2.

Lemma 4.11 with 0 < q < 1 applied to g, 
(
GL(B1, B2; Rd, Γ)

)
and 1Λ combined with 

Lemma 4.1 yields∥∥∥g(GL(B1, B2)
)
− 1Λg

(
GL(B1, B2; Rd,Γ)

)
1Λ

∥∥∥
1

=
∥∥∥[g(GL(B1, B2)

)
1Λ − 1Λg

(
GL(B1, B2; Rd,Γ)

)]
1Λ

∥∥∥
1

� C ′ max
0�k�2

‖g(k)‖∞
(
‖1Λ OpL(1Γ) Re Opl

L(ReB1) OpL(1Γ)1Λc‖1

+ ‖1Λ OpL(1Γc) Re Opl
L(ReB2) OpL(1Γc)1Λc‖1

)
� C1 max

0�k�2
‖g(k)‖∞Ld−1 logL. (4.100)

Here C ′ is the constant from Lemma 4.11, and C1 is already the constant appearing in 
the claim in (4.97). For its independence of g, Λ and Γ we refer to Lemmas 4.11 and 4.1.

By an elementary property of the functional calculus we get

g
(
GL(B1, B2; Rd,Γ)

)
= g
(
OpL(1Γ) Re Opl

L(ReB1) OpL(1Γ)
)

+g
(
OpL(1Γc) Re Opl

L(ReB2) OpL(1Γc)
)
. (4.101)

Similarly to (4.100), we now apply Lemma 4.11 to Re Opl
L(ReB1) and OpL(1Γ), followed 

by Lemma 4.1, which yields∥∥∥g(OpL(1Γ) Re Opl
L(ReB1) OpL(1Γ)

)
− OpL(1Γ)g

(
Re Opl

L(ReB1)
)
OpL(1Γ)

∥∥∥
1

� C max
0�k�2

‖g(k)‖∞
∥∥OpL(1Γ) Re Opl

L(ReB1) OpL(1Γc)
∥∥q
q

� CLd−1. (4.102)

Applying Lemma 4.11 again to ReOpl
L(ReB2) and OpL(1Γc), we conclude

1Λg
(
GL(B1, B2; Rd,Γ)

)
1Λ ∼ 1Λ

(
OpL(1Γ)g

(
Re Opl

L(ReB1)
)
OpL(1Γ)

+ OpL(1Γc)g
(
ReOpl

L(ReB2)
)
OpL(1Γc)

)
1Λ.

(4.103)
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Finally Lemma 4.12 gives

1Λ OpL(1Γ)g
(
ReOpl

L(ReB1)
)
OpL(1Γ)1Λ ∼ TL(g(ReB1); Λ,Γ), (4.104)

as well as

1Λ OpL(1Γc)g
(
ReOpl

L(ReB2)
)
OpL(1Γc)1Λ ∼ TL

(
g(ReB2); Λ,Γc

)
, (4.105)

which concludes the proof, since

DL

(
g(ReB1), g(ReB2); Λ,Γ

)
= TL

(
g(ReB1); Λ,Γ

)
+ TL

(
g(ReB2); Λ,Γc

)
. � (4.106)

Lemma 4.14. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be Hermitian matrix-valued symbols. Let 

the function g ∈ C1(R) be differentiable with g(0) = 0. Let ∂Λ and ∂Γ have finite (d −1)-
dimensional surface measure induced by Lebesgue measure on Rd. Then there exists a 
constant C > 0, which does not depend on g, such that∣∣W1

(
U(g;A1, A2); ∂Λ, ∂Γ

)∣∣ � C‖g′‖∞. (4.107)

Proof. As the surface measure of ∂Λ and ∂Γ is finite, it suffices to show

sup
(x,ξ)∈∂Λ×∂Γ

∣∣(U(g;A1, A2)
)
(x, ξ)

∣∣ � C‖g′‖∞. (4.108)

We use the fact that 1
t(1−t) = 1

t + 1
(1−t) to work towards a pointwise estimate for the 

function

(2π)2U(g;A1, A2) =
1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A1)t− g(A2)(1 − t)

]
t

dt

+
1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A1)t− g(A2)(1 − t)

]
1 − t

dt.

(4.109)

For the first integral we get

1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A1)t− g(A2)(1 − t)

]
t

dt

=
1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A2)

]
t

dt− trCn

[
g(A1) − g(A2)

]
. (4.110)
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We now require an estimate for the difference trCn [g(M1) −g(M2)] for Hermitian matrices 
M1, M2 ∈ Cn×n in terms of ‖g′‖∞. We estimate

∣∣ trCn [g(M1)− g(M2)]
∣∣ � 1ˆ

0

∣∣∣ ddt trCn

[
g
(
M2 + t(M1 −M2)

)]∣∣∣dt � ‖g′‖∞ trCn |M1 −M2|.

(4.111)
Noting that A1t + A2(1 − t) −A2 = A1t −A2t, an application of (4.111) yields

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A2)

]
� ‖g′‖∞(‖A1‖∞,1 + ‖A2‖∞,1) t, (4.112)

where the norms are defined in (4.51). Using this, we estimate the last line of (4.110) by

‖g′‖∞
(
‖A1‖∞,1 + ‖A2‖∞,1

) 1ˆ

0

t

t
dt + ‖g′‖∞

(
‖A1‖∞,1 + ‖A2‖∞,1

)
= 2‖g′‖∞

(
‖A1‖∞,1 + ‖A2‖∞,1

)
.

Similarly, we get for the second integral

1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A1)t− g(A2)(1 − t)

]
1 − t

dt

=
1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A1)

]
1 − t

dt + trCn [g(A1) − g(A2)]

� 2‖g′‖∞
(
‖A1‖∞,1 + ‖A2‖∞,1

)
. (4.113)

Therefore, we have sup(x,ξ)∈∂Λ×∂Γ
∣∣(U(g; A1, A2)

)
(x, ξ)

∣∣ � C‖g′‖∞. �
With this, we are again ready to close the asymptotics.

Theorem 4.15. Let A1, A2 ∈ C∞
b (Rd ×Rd, Cn×n) be matrix-valued symbols with A2 being 

compactly supported in the second variable. Let Λ be a bounded piece-wise C1-admissible 
domain and Γ be a bounded piece-wise C3-admissible domain. Let the function h ∈
C∞(R) be smooth with h(0) = 0, then

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2; Λ,Γ)

)]
= Ld

[
W0
(
trCn [h(ReA1)]; Λ,Γ

)
+ W0

(
trCn [h(ReA2)]; Λ,Γc

)]
+ Ld−1 logL W1

(
U(h; ReA1,ReA2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (4.114)
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as L → ∞. Here, the coefficients W0 and W1 were defined in (2.10) and (2.11), respec-
tively, and the symbol U in (2.27).

Proof. As the operator GL(A1, A2; Λ, Γ) is bounded, we can assume that the support 
supp(h) of h is compact. Let ε > 0 be arbitrary. By the theorem of Stone–Weierstrass we 
can find a polynomial gε defined on supp(h) such that hε := h − gε satisfies the bound

max
0�k�2

‖h(k)
ε ‖∞ <

ε

2 , (4.115)

where the supremum norm is the one for functions on supp(h). Applying Lemma 4.13
yields∥∥hε

(
GL(A1, A2)

)
−DL

(
hε(ReA1), hε(ReA2)

)∥∥
1 � C1

ε

2L
d−1 logL + C2L

d−1. (4.116)

As

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
� trL2(Rd)⊗Cn

[
gε
(
GL(A1, A2)

)
−DL

(
gε(ReA1), gε(ReA2)

)]
+
∥∥hε

(
GL(A1, A2)

)
−DL

(
hε(ReA1), hε(ReA2)

)∥∥
1, (4.117)

and the asymptotic formula is already established for gε, we get

lim sup
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
Ld−1 logL � W1(gε) + C1

ε

2 ,

(4.118)

where W1(gε) := W1
(
U(gε; ReA1, ReA2); ∂Λ, ∂Γ

)
. Lemma 4.14 yields

|W1(hε)| � C‖h′
ε‖∞ < C

ε

2 . (4.119)

Hence

W1(gε) � W1(h) + |W1(hε)| < W1(h) + C
ε

2 . (4.120)

Therefore,

lim sup
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
Ld−1 logL � W1(h) + Cε.

(4.121)

The corresponding lower bound for the liminf is found in the same way. As ε is arbitrary, 
we get
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lim
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
Ld−1 logL = W1(h). (4.122)

The trace of DL

(
h(ReA1), h(ReA2)

)
gives rise to the volume terms by Lemma 4.9, and 

we obtain the desired asymptotics

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2; Λ,Γ)

)]
= Ld

[
W0
(
trCn [h(ReA1)]; Λ,Γ

)
+ W0

(
trCn [h(ReA2)]; Λ,Γc

)]
+ Ld−1 logL W1

(
U(h; ReA1,ReA2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (4.123)

as L → ∞. �
4.3. More general functions

We now consider a more general class of test functions which includes all Rényi en-
tropy functions. Studying these test functions is greatly motivated by the applications 
to entanglement entropies of non-interacting Fermi gases.

Assumption 4.16. Let γ ∈ ]0, 1] and let X := {x1, x2, . . . , xN} ⊂ R, N ∈ N, be a finite 
collection of different points on the real line. Let Uj ⊂ R, j ∈ {1, . . . , N}, be pairwise 
disjoint neighbourhoods of the points xj ∈ X. Given a function h ∈ C(R) ∩C2(R \X), we 
assume the existence of a constant C > 0 such that for every k ∈ {0, 1, 2} the estimate

∣∣∣ dk

dxk

[
h− h(xj)

]
(x)
∣∣∣ � C|x− xj |γ−k (4.124)

holds for every x ∈ Uj \ {xj} and every j ∈ {1, . . . , N}. In particular, this implies that 
h is Hölder continuous at the points of X.

As Lemma 4.12 is not available for C2
c -functions, we will restrict ourselves to the case 

that the symbols A1 and A2 only depend on the variable ξ from now on. In Lemma 4.19
and the proof of Theorem 4.22, which is the main result of this section, we will decompose 
h = h1 + h2, where h1 ∈ C2(R) and h2 is a finite sum of functions of the following type.

Assumption 4.17. Let γ ∈ ]0, 1], x0 ∈ R, R > 0 and I := ]x0−R, x0+R[ . Given a function 
g ∈ Cc(I) ∩ C2(I \ {x0}), we assume finiteness of the norms

g l := max
0�k�l

sup
x∈I\{x0}

[
|g(k)(x)||x− x0|−γ+k

]
< ∞, (4.125)

for l ∈ {0, 1, 2}. In particular, this implies that g is Hölder continuous at x0 with g(x0) =
0.
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Before we turn to the main theorem of this section, we first collect two additional 
ingredients. The first one is a version of Lemma 4.11 for functions satisfying Assump-
tion 4.17. We quote a special case of [32, Thm. 2.10] adapted to our situation.

Theorem 4.18. Let g satisfy Assumption 4.17. Let q ∈ ]0, γ[ . Further, let X be a self-
adjoint operator with dense domain D in a separable Hilbert space H and P be an 
orthogonal projection on H such that PD ⊆ D and PX(1H − P ) ∈ Tq. Then

‖g(PXP )P − Pg(X)‖1 � C g 2R
γ−q‖PX(1H − P )‖qq, (4.126)

with a positive constant C independent of X, P, g and R.

We now combine this estimate with Lemma 4.11 to get a similar estimate for functions 
satisfying Assumption 4.16.

Lemma 4.19. Let h satisfy Assumption 4.16 and be compactly supported. Then there 
exists R0 > 0 such that for all R ∈ ]0, R0] the function h can be decomposed as h =∑N

j=1 hR,j +gR, with hR,j satisfying Assumption 4.17 with x0 = xj and the same Hölder 
exponent γ ∈ ]0, 1] as h for every j ∈ {1, . . . , N} and gR ∈ C2

c (R). Further, let q ∈ ]0, γ[ , 
X be a self-adjoint operator with dense domain D in a separable Hilbert space H and P
be an orthogonal projection on H such that PD ⊆ D and PX(1H −P ) ∈ Tq. Then there 
exist constants Cj > 0, j ∈ {0, . . . , N}, which are independent of X, P , h and R such 
that

‖h(PXP )P − Ph(X)‖1 �
( N∑

j=1
Cj hR,j 2R

γ−q + C0 max
0�k�2

‖g(k)
R ‖∞

)
‖PX(1H − P )‖qq.

(4.127)

Proof. Let g ∈ C2
c (R) be a function such that g(xj) = h(xj) for all xj ∈ X, 

j ∈ {1, . . . , N}. Then the function h −g also satisfies Assumption 4.16 and (h −g)(xj) = 0
for all xj ∈ X, j ∈ {1, . . . , N}.

Let R0 > 0 be small enough such that ]xj−R0, xj+R0[⊂ Uj for every j ∈ {1, . . . , N}. 
For any R ∈ ]0, R0] write h − g =

∑N
j=1 hR,j + fR with hR,j(x) := [h(x) − g(x)]ζ((x −

xj)R−1), where ζ ∈ C∞
c (R) with ζ(x) = 1 for all x ∈ ] − 1

2 , 
1
2 [ and ζ(x) = 0 for all 

x /∈ ] − 1, 1[ as well as ||ζ||∞ = 1. Then fR ∈ C2
c (R) and ]xj −R, xj + R[⊂ Uj for every 

j ∈ {1, . . . , N}. We now verify that each hR,j satisfies Assumption 4.17 with x0 = xj

and hR,j 2 bounded uniformly in R ∈ ]0, R0]. Indeed, let j ∈ {1, . . . , N} and R ∈ ]0, R0]
be arbitrary. Then for every x ∈ ]xj−R, xj +R[ \{xj} the bound (4.124) applied to h −g

yields

|hR,j(x)||x− xj |−γ

=
∣∣[h(x) − g(x)

]
ζ
(
(x− xj)R−1)∣∣|x− xj |−γ �

∣∣h(x) − g(x)
∣∣|x− xj |−γ � C

(4.128)
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and

|h′
R,j(x)||x− xj |−γ+1

=
∣∣∣[h′(x) − g′(x)

]
ζ
(
(x− xj)R−1)+

[
h(x) − g(x)

]
R−1ζ ′

(
(x− xj)R−1)∣∣∣ |x− xj |−γ+1

�
∣∣h′(x) − g′(x)

∣∣|x− xj |−γ+1 + ||ζ ′||∞
∣∣h(x) − g(x)

∣∣ |x− xj |
R

|x− xj |−γ � C. (4.129)

The second derivative works in the same way. We now have the decomposition h =∑N
j=1 hR,j + fR + g =

∑N
j=1 hR,j + gR, with g + fR =: gR ∈ C2

c (R).
It remains to apply Lemma 4.11 to gR and Theorem 4.18 to each hR,j to obtain the 

desired estimate:

‖h(PXP )P − Ph(X)‖1 �
N∑
j=1

‖hR,j(PXP )P − PhR,j(X)‖1

+ ‖gR(PXP )P − PgR(X)‖1

�
( N∑

j=1
Cj hR,j 2R

γ−q + C0 max
0�k�2

‖g(k)
R ‖∞

)
‖PX(1H − P )‖qq. �

(4.130)

The second ingredient is an estimate for the coefficient W1. For this, we need an 
estimate similar to (4.111). While this is easy to come by in the scalar-valued case, it is 
more difficult in the case with two matrix-valued symbols. In order to do so, we quote a 
simpler version of [32, Thm. 2.4], which we will only need for a finite-dimensional Hilbert 
space.

Theorem 4.20. Let g satisfy Assumption 4.17. Let q ∈ ]0, γ[ . Further, let X1, X2 be self-
adjoint operators with dense domains D1, D2 in a separable Hilbert space H such that 
D1 ∩D2 is dense in H and X1 −X2 ∈ Tq. Then

‖g(X1) − g(X2)‖1 � C g 2R
γ−q‖X1 −X2‖qq, (4.131)

with a positive constant C independent of X1, X2, g and R.

Now we turn to the coefficient. The next Lemma allows the matrix-valued symbols to 
depend on the space variable, even though this will not be needed in the main theorem.

Lemma 4.21. Let g satisfy Assumption 4.17. Let A1, A2 ∈ C∞
b (Rd × Rd, Cn×n) be Her-

mitian matrix-valued symbols and let ∂Λ and ∂Γ have finite (d − 1)-dimensional surface 
measure induced by Lebesgue measure on Rd. Let q ∈ ]0, γ[ . Then there exists a constant 
C > 0, independent of g and R such that∣∣W1

(
U(g;A1, A2); ∂Λ, ∂Γ

)∣∣ � CRγ−q g 2. (4.132)
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Proof. As the surface measure of ∂Λ and ∂Γ is finite, it suffices to show

sup
(x,ξ)∈∂Λ×∂Γ

∣∣(U(g;A1, A2)
)
(x, ξ)

∣∣ � CRγ−q g 2. (4.133)

As in the proof of Lemma 4.14, the strategy is to estimate pointwise, use the fact that 
1

t(1−t) = 1
t + 1

(1−t) and consider the two integrals in (4.109) separately. For Hermitian 
matrices M1, M2 ∈ Cn×n, an application of Theorem 4.20 with H = Cn and X1 = M1, 
X2 = M2 yields

‖g(M1) − g(M2)‖1 � C g 2R
γ−q‖M1 −M2‖qq, (4.134)

with C independent of M1, M2, g and R. Here the trace and q-norms are the appropriate 
matrix norms.

The first integral is as in (4.110), and we get

1ˆ

0

trCn

[
g
(
A1t + A2(1 − t)

)
− g(A2)

]
t

dt− trCn [g(A1) − g(A2)]

� C g 2R
γ−q

⎛⎝ 1ˆ

0

‖(A1t + A2(1 − t) −A2‖qq
t

dt + ‖A1 −A2‖qq

⎞⎠
� C g 2R

γ−q
(
‖A1‖qq + ‖A2‖qq

)⎛⎝ 1ˆ

0

tq

t
dt + 1

⎞⎠ (4.135)

by applying (4.134). We estimate the second integral in an analogous way and use the 
fact that the estimates hold for all (x, ξ) ∈ ∂Λ × ∂Γ to get the result. �

We are now ready to close the asymptotics for test functions satisfying Assump-
tion 4.16, in particular for the Rényi entropy functions.

Theorem 4.22. Let A1, A2 ∈ C∞
b (Rd, Cn×n) be matrix-valued symbols, which only depend 

on the momentum variable ξ. We assume that A2 is compactly supported in ξ. Let Λ be a 
bounded piece-wise C1-admissible domain and Γ be a bounded piece-wise C3-admissible 
domain. Let the function h satisfy Assumption 4.16 and assume that h(0) = 0. Then

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2; Λ,Γ)

)]
= Ld

[
W0
(
trCn [h(ReA1)]; Λ,Γ

)
+ W0

(
trCn [h(ReA2)]; Λ,Γc

)]
+ Ld−1 logL W1

(
U(h; ReA1,ReA2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (4.136)
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as L → ∞. Here, the coefficients W0 and W1 were defined in (2.10) and (2.11), respec-
tively, and the symbol U in (2.27).

Proof. As the operator GL(A1, A2; Λ, Γ) is bounded, we can assume that h is compactly 
supported. By Lemma 4.19 there is some R0 > 0 such that for every R ∈ ]0, R0] we 
get the decomposition h =

∑N
j=1 hR,j + gR, with hR,j satisfying Assumption 4.17 with 

x0 = xj for every j ∈ {1, . . . , N} and gR ∈ C2
c (R). Let ε > 0 and R ∈ ]0, R0] be arbitrary. 

Then we find a polynomial pR,ε such that

max
0�k�2

‖g(k)
R,ε‖∞ < ε (4.137)

for gR,ε := gR − pR,ε by the theorem of Stone–Weierstrass.
We now study the function hR,ε := h − pR,ε =

∑N
j=1 hR,j + gR,ε. As it is decomposed 

in the same manner as h in Lemma 4.19, the estimate from Lemma 4.19 holds with 
h = hR,ε, gR = gR,ε, X = GL

(
A1, A2; Rd, Γ

)
, P = 1Λ and arbitrary q ∈ ]0, γ[ . We obtain

∥∥∥hR,ε

(
GL(A1, A2)

)
− 1ΛhR,ε

(
GL(A1, A2; Rd,Γ)

)
1Λ

∥∥∥
1

�
( N∑

j=1
Cj hR,j 2R

γ−q + C0 max
0�k�2

‖g(k)
R,ε‖∞

)∥∥∥1ΛGL(A1, A2; Rd,Γ)1Λc

∥∥∥q
q
. (4.138)

As the symbols A1 and A2 only depend on the variable ξ, the functional calculus yields 
the following equality

DL

(
hR,ε(ReA1), hR,ε(ReA2)

)
= 1ΛhR,ε

(
GL(A1, A2; Rd,Γ)

)
1Λ. (4.139)

With this and Lemma 4.1 we conclude from (4.138) that

∥∥∥hR,ε

(
GL(A1, A2)

)
−DL

(
hR,ε(ReA1), hR,ε(ReA2)

)∥∥∥
1

� C(Rγ−q + ε)Ld−1 logL,

(4.140)
where the constant C is independent of L, R and ε. Here we additionally used (4.137)
and that hR,j 2 is bounded uniformly in R ∈ ]0, R0] (cf. the proof of Lemma 4.19). Using 
that

trL2(Rd)⊗Cn

[
h(GL(A1, A2)) −DL

(
h(ReA1), h(ReA2)

)]
� trL2(Rd)⊗Cn

[
pR,ε

(
GL(A1, A2)

)
−DL

(
pR,ε(ReA1), pR,ε(ReA2)

)]
+
∥∥hR,ε

(
GL(A1, A2)

)
−DL

(
hR,ε(ReA1), hR,ε(ReA2)

)∥∥
1, (4.141)

and that the asymptotic formula is already established for polynomials, we get
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lim sup
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
Ld−1 logL

� W1(pR,ε) + C(Rγ−q + ε), (4.142)

where W1(pR,ε) := W1
(
U(pR,ε; ReA1, ReA2); ∂Λ, ∂Γ

)
. For the coefficient W1(hR,ε), 

Lemmas 4.14 and 4.21 yield

|W1(hR,ε)| �
N∑
j=1

|W1(hR,j)| + |W1(gR,ε)| � C(Rγ−q + ε), (4.143)

where the constant C is again independent of L, R and ε, and we again used (4.137) and 
that hR,j 2 is bounded uniformly in R ∈ ]0, R0]. Therefore,

W1(pR,ε) � W1(h) + |W1(hR,ε)| � W1(h) + C(Rγ−q + ε). (4.144)

Combining this with (4.138), we obtain

lim sup
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
Ld−1 logL � W1(h)+C(Rγ−q+ε).

(4.145)
The corresponding lower bound for the liminf is found in the same way. As R and ε are 
arbitrarily small, we conclude

lim
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2)

)
−DL

(
h(ReA1), h(ReA2)

)]
Ld−1 logL = W1(h). (4.146)

As the symbols A1 and A2 only depend on the variable ξ, the operator DL

(
h(ReA1),

h(ReA2)
)

gives rise to the volume terms by integrating its kernel along the diagonal, 
and we obtain the desired asymptotic formula

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2; Λ,Γ)

)]
= Ld

[
W0
(
trCn [h(ReA1)]; Λ,Γ

)
+ W0

(
trCn [h(ReA2)]; Λ,Γc

)]
+ Ld−1 logL W1

(
U(h; ReA1,ReA2); ∂Λ, ∂Γ

)
+ o(Ld−1 logL), (4.147)

as L → ∞. �
Remark 4.23. The condition that Γ is bounded in Theorems 4.8, 4.15 and 4.22 can be 
replaced by the condition that A1 is compactly supported in the second variable.

To see this note that the asymptotics for polynomials is already established under 
this condition (cf. Theorem 3.10 and Corollary 3.11) and treat A1 analogously to A2
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throughout the relevant proofs in this chapter. Of particular note here is the fact that 
this is possible, as we never used the fact that the complement of Γc is bounded.

The condition that Γ is bounded in the estimates for the coefficient (Lemma 4.7, 
4.14 and 4.21) is no longer necessary, as with A1 and A2 being compactly supported in 
the second variable the symbol U(g; A1, A2) is also compactly supported in the second 
variable.

Remark 4.24. Sometimes it is useful to consider domains Λ which are not bounded 
themselves but only their complement is bounded. Then, an asymptotic formula as in 
Theorem 4.22 does not hold, as the operator h(GL(A1, A2; Λ, Γ)) is in general not trace-
class. Nevertheless one gets the following interim result, cf. (4.146), under the same 
assumptions as in Theorem 4.22 except that now Λc needs to be bounded instead of Λ

lim
L→∞

trL2(Rd)⊗Cn

[
h
(
GL(A1, A2; Λ,Γ)

)
−GL

(
h(ReA1), h(ReA2); Λ,Γ

)]
Ld−1 logL

= W1
(
U(h; ReA1,ReA2); ∂Λ, ∂Γ

)
. (4.148)

Proof. The crucial part is to establish (4.148) for polynomial test functions. The ex-
tension to more general functions works as in Theorem 4.22. Define φ ∈ C∞

c (Rd) with 
φ|Λc = 1. Recall that the symbols A1 and A2 in Theorem 4.22 only depend on the vari-
able ξ. Note that φGL(A1, A2; Rd, Γ) ∼ GL(A1, A2; Rd, Γ)φ by Lemma 3.4 and 3.6 as well 
as (1 − φp)1Λ = (1 − φp) for every p ∈ N. Therefore, for every p ∈ N we get

φp
(
GL(A1, A2; Λ,Γ)

)p ∼
(
GL(φA1, φA2; Λ,Γ)

)p (4.149)

and

(1 − φp)
(
GL(A1, A2; Λ,Γ)

)p − (1 − φp)GL

(
(ReA1)p, (ReA2)p; Λ,Γ

)
∼ (1 − φp)

(
GL(A1, A2; Rd,Γ)

)p − (1 − φp)GL

(
(ReA1)p, (ReA2)p; Rd,Γ

)
= 0. (4.150)

Combining (4.149) and (4.150), we conclude

(
GL(A1, A2; Λ,Γ)

)p −GL

(
(ReA1)p, (ReA2)p; Λ,Γ

)
∼
(
GL(φA1, φA2; Λ,Γ)

)p −GL

(
(φReA1)p, (φReA2)p; Λ,Γ

)
. (4.151)

Due to the presence of φ in both symbols we can treat Λ as a bounded domain, and 
Corollary 3.11 yields

lim
L→∞

trL2(Rd)⊗Cn

[(
GL(φA1, φA2; Λ,Γ)

)p −GL

(
(φReA1)p, (φReA2)p; Λ,Γ

)]
Ld−1 logL

= W1
(
U(idp;φReA1, φReA2); ∂Λ, ∂Γ

)
. (4.152)
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As φ|∂Λ = 1, we get the desired result for polynomials. �
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