
AI-enabled clinical decision support tools for mental healthcare: A 
product review

Anne-Kathrin Kleine a,*, Eesha Kokje a, Pia Hummelsberger a, Eva Lermer a,b, Insa Schaffernak b,  
Susanne Gaube c

a LMU Munich, Germany
b Technical University of Applied Sciences Augsburg, Germany
c University College London, United Kingdom of Great Britain and Northern Ireland

A R T I C L E  I N F O

Keywords 
Artificial intelligence
Mental healthcare
Clinical decision support
Medical device regulation

A B S T R A C T

The review seeks to promote transparency in the availability of regulated AI-enabled Clinical Decision Support 
Systems (AI-CDSS) for mental healthcare. From 84 potential products, seven fulfilled the inclusion criteria. The 
products can be categorized into three major areas: diagnosis of autism spectrum disorder (ASD) based on clinical 
history, behavioral, and eye-tracking data; diagnosis of multiple disorders based on conversational data; and 
medication selection based on clinical history and genetic data. We found five scientific articles evaluating the 
devices' performance and external validity. The average completeness of reporting, indicated by 52 % adherence 
to the Consolidated Standards of Reporting Trials Artificial Intelligence (CONSORT-AI) checklist, was modest, 
signaling room for improvement in reporting quality. Our findings stress the importance of obtaining regulatory 
approval, adhering to scientific standards, and staying up-to-date with the latest changes in the regulatory 
landscape. Refining regulatory guidelines and implementing effective tracking systems for AI-CDSS could 
enhance transparency and oversight in the field.

1. Introduction

Mental health disorders account for the majority of years lived with 
disability worldwide [1]. Approximately one-third of the world popu-
lation experiences a mental health disorder at some point in their life-
time, and only one-third of individuals with mental health disorders 
receive the treatment they need [1,2]. The absence of timely diagnosis 
and appropriate early interventions for mental disorders can lead to a 
significant increase in the severity of the condition, longer recovery 
times, a decreased quality of life, and an overall increase in healthcare 
costs [3–5]. The use of artificial intelligence (AI) for mental health 
services comes with the promise of mitigating some of these challenges 
[6–8]. For instance, AI-driven algorithms can be applied on patterns 
identified in speech and video data to generate diagnostic and treatment 
suggestions [6,9,10]. The implementation of such algorithms allows for 
a broad spectrum of patient data to be harnessed, potentially leading to 
earlier and more precise detection and treatment of mental disorders 
[11–14].

AI-enabled Clinical Decision Support Systems (AI-CDSS) can be 

implemented in clinical settings to assist mental health practitioners by 
diagnosing or predicting the onset of conditions and the response to 
treatments [15–22]. Despite their potential to facilitate evidence-based 
practice, the integration of AI-CDSS for mental healthcare into clinical 
settings remains limited [8,17,19,23]. As AI-CDSS solutions for mental 
healthcare meet the qualifications of medical devices, they are subject to 
regulatory compliance prior to commercial distribution. Although reg-
ulatory oversight is designed to guarantee patient safety and the efficacy 
of AI-CDSS, it is recognized as a barrier to their integration into the 
healthcare system [24,25]. Numerous AI-CDSS for mental healthcare 
have been developed and patented [8,15–17,20]. However, only a 
limited number of tools have undergone regulatory procedures and are 
currently eligible for commercial sale as medical devices [26,27]. 
Transparency in the availability and characteristics of regulated AI- 
CDSS for mental healthcare enables healthcare administrators to select 
devices that may augment the care delivered [28]. Information about 
the regulatory status of available devices is vital for healthcare admin-
istrators to make informed decisions on which AI-CDSS devices can be 
safely and legally incorporated into their healthcare delivery systems. 
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Policymakers need to be aware of the current regulatory landscape to 
identify potential gaps in regulation and develop policies that ensure the 
safe use of AI-CDSS while facilitating innovation in healthcare tech-
nology. Therefore, the first goal of the systematic review is to present a 
clear and comprehensive overview of regulated AI-CDSS in mental 
healthcare, including their regulatory status and characteristics to help 
understand the gap between research and practical application.

Regulatory approval1 does not guarantee external validity as the 
extent to which the outcomes and conclusions derived from using an AI- 
CDSS can be generalized across different settings, patient populations, 
and times [29]. The absence of public information regarding the 
external validity of AI-CDSS makes it difficult to justify their integration 
into clinical practice [30–32]. Therefore, the second goal of the sys-
tematic review is to provide information about available scientific evi-
dence addressing the external validity of the identified tools [29,33].

1.1. AI-CDSS for mental healthcare

AI-CDSS are point-of-care systems designed to assist in clinical 
decision-making. These systems can be used to derive more accurate 
diagnoses, prognoses, and treatment plans [7,20,24,34,35]. The inte-
gration of AI transforms the decision-making process by facilitating a 
personalized approach that takes into account the unique characteristics 
of each patient [10,36,37]. AI-CDSS use large amounts of patient data, 
encompassing medical records, genetic information, and lifestyle fac-
tors, to create predictive models specifically tailored to the individual 
needs of each patient [36,38]. Generally, the data is employed to train AI 
algorithms that are continually refined until their predictive ability is 
deemed satisfactory. Ultimately, the algorithms may be used to make 
predictions for new patient data [36].

AI-CDSS have been developed for a multitude of mental disorders 
and prediction aims (i.e., diagnosis, prognosis, treatment) using various 
data sources and providing recommendations in different output for-
mats [18,20,21,24,38,39]. The diverse features and capabilities of AI- 
CDSS are also mirrored in available patent data [20]. While research 
and patent data yield insights into technological developments and the 
intellectual property landscape, they do not shed light on the charac-
teristics of tools that are regulated and may thus be used in clinical 
practice [7,25]. We propose the following research question to guide the 
systematic examination of the characteristics of regulated AI-CDSS for 
mental healthcare: 

Research Question 1: What are the characteristics of regulated AI- 
CDSS for mental healthcare in terms of targeted disorder(s), data 
sources used to derive recommendations and data collection 
methods, prediction aims (i.e., diagnosis, prognosis, treatment 
recommendation), and generated outputs?

1.2. Regulation of AI-CDSS for mental healthcare

AI-CDSS fit the classification of medical devices as they are designed 
for the diagnosis, cure, mitigation, treatment, or prevention of disease. 
Therefore, these systems require regulatory approval before they can be 
sold commercially [40,41]. Due to the high-risk nature and potential 
unknown effects of employing AI-CDSS in mental healthcare, strict 
regulations must be adhered to.

The most recognized regulatory certifications worldwide include 
approval or clearance by the Food and Drug Administration (FDA) in the 
United States (US), the Conformité Européene (CE) mark in the Euro-
pean Economic Area (EEA), and the United Kingdom (UK) Conformity 
Assessed (UKCA2) mark [28,42–44]. The FDA distinguishes three risk 
classes, ranging from the lowest risk Class I to the highest risk Class III. 
The FDA's regulatory pathways include a) premarket approval (usually 
for Class III devices), which entails an exhaustive review that requires 
scientific evidence of safety and efficacy, b) the 510(k) pathway (usually 
for Class II devices), which entails the evaluation of the safety and ef-
ficacy of a device based on a similar, previously approved (i.e., predi-
cate) device, and c) the less rigorous De Novo premarket review that 
includes checks for safety and effectiveness for new technologies 
without a predicate device [45–47]. Currently, most AI-CDSS are regu-
lated through the 510(k) pathway [43,48]. For CE marking in the EEA, 
adherence to the Medical Device Regulation (MDR) is required. Four risk 
classes are distinguished: Class I (low risk), Class IIa and IIb (moderate 
and medium risk), and Class III (high risk), each reflecting the potential 
risk associated with the device to patients and users [23,49]. In vitro 
diagnostic devices (IVDs), including AI software that analyzes test re-
sults from patient samples, are regulated under the In Vitro Diagnostic 
Regulation (IVDR) [50]. Similar regulatory processes apply for UKCA 
marking [51]. According to Rule ii of Annex VIII in the MDR, decision- 
support systems generally fall under class IIa devices (moderate risk), 
unless they may seriously affect the patient's state of health, in which 
case they may fall under class IIb (medium risk) or class III (high risk) 
[23]. The regulation of Class II devices requires the evaluation of the 
conformity with the required standard by a Notified Body, an organi-
zation designated by an EU Member State to assess the conformity of 
certain products before being placed on the market. These conformity 
assessments focus on the product's safety and performance, quality 
system evaluations, and clinical evaluations, ensuring transparency, 
safety, and efficacy [52]. We propose the following research question to 
guide the systematic examination of the regulatory status of AI-CDSS for 
mental healthcare: 

Research Question 2: What is the regulatory status of regulated AI- 
CDSS for mental healthcare in terms of type of regulation, risk 
class, and regulatory pathway?

1.3. External validation of AI-CDSS for mental healthcare

Most AI-CDSS designed for mental healthcare are far from reaching 
generalizability [8,38,53]. For example, differences in devices used for 
collecting data, coding standards, digital health record systems, lab 
equipment, as well as differences in sample characteristics and clinical 
and administrative procedures may impede the generalization of AI- 
generated recommendations across multiple settings [53]. However, 
inaccurate models, or models that function well only with the data they 
were trained on, can lead to severely erroneous judgments if applied in 
clinical practice [53].

Evaluating real-world clinical performance and establishing gener-
alizability requires structured external validation. This involves exam-
ining AI-CDSS using sufficiently large datasets distinct from those that 
contributed to the model training. This method ensures the represen-
tation of diverse patient demographics and different site characteristics 
that occur in real-world settings where the system will be deployed 
[53,54]. External validation of AI-CDSS for mental healthcare is still 
rarely implemented. Findings from a recent systematic review assessing 1 Please note that we use the term ‘regulatory approval’ to refer to all types of 

regulatory authorization, including FDA approval, CE marking and UKCA 
marking.

2 Following Brexit, medical devices must obtain the UKCA mark to be sold in 
Great Britain (GB). The UKCA mark, while essentially equivalent to the CE in 
terms of the standards it adheres to, is GB's own certification mark. The UKCA 
mark is not recognized in the EEA and, therefore, cannot replace the CE mark 
for products being sold in the EEA.
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AI algorithms for application in mental healthcare point out that only 
14 % of the 153 eligible studies that were published included external 
validation [38]. Even regulated AI-CDSS often lack external validation 
[28,30,32,55]. However, external validation is necessary to guarantee 
that AI-CDSS are safe and effective across different clinical settings and 
patient populations [30–32]. Accordingly, we propose the following 
research question to guide the systematic examination of available sci-
entific evidence targeting the external validation of AI-CDSS for mental 
healthcare: 

Research Question 3: What is the quality and reproducibility of 
research targeting the external validation of regulated AI-CDSS for 
mental healthcare?

Beyond the conformity to CONSORT-AI standards, we seek to present 
insight into the performance of the identified AI-CDSS based on the 
sensitivity and specificity. Sensitivity and specificity are commonly used 
metrics for assessing the performance of an AI-CDSS. Sensitivity, or the 
true positive rate, assesses the ability to accurately identify individuals 
with a given condition. Specificity, or the true negative rate, measures 
the system's ability to correctly identify individuals without the condi-
tion. Together, these metrics provide a comprehensive picture of the AI- 
CDSS's ability to provide accurate recommendations, encompassing 
both its power to detect true cases and to refrain from false alarms 
[56,57]. We propose the following research question regarding the 
performance of regulated AI-CDSS according to external validation 
studies: 

Research Question 4: What is the sensitivity and specificity of 
regulated AI-CDSS for mental healthcare according to external vali-
dation studies?

2. Material and methods

Our primary aim was to provide a preliminary investigation and a 
comprehensive overview of the topic, focusing on the identification of 
regulated AI-CDSS for mental healthcare and their characteristics. Given 
the exploratory nature of our review, registration and a review protocol 
were not deemed necessary. Nonetheless, we followed the guidelines of 
the Preferred Reporting Items for Systematic Reviews and Meta- 
Analyses (PRISMA) [58] to ensure the transparency and reliability of 
our review process.

2.1. Product inclusion criteria

We applied four inclusion criteria for the inclusion of products into 
the review. First, the recommendations generated had to refer to mental 
disorders. Consequently, we excluded products aimed at disorders un-
related to mental health and those targeting non-clinically relevant 
mental health issues. For example, we excluded IntelliSpace Cognition 
as a digital assessment platform that supports assessing the cognition of 
individuals, without addressing mental health disorders. As part of this 
exclusion criterion, we also excluded wellness applications and devices, 
such as ApolloNeuro.

Second, the product had to include AI software in its primary func-
tionality. We deemed technology to be AI-based if the words or phrases 
‘deep learning’, ‘machine learning’, ‘neural networks’, ‘predictive 
modeling/algorithms’, or ‘artificial intelligence’ were used to describe 
the technology in official regulatory documents or on vendor websites 
[25,59]. For instance, we excluded Quadrant Biosciences because the 
services and devices offered for the detection of autism were not 
described as AI-based. Additionally, we excluded Monsenso, an appli-
cation for tracking patient mental health issues, because all AI-based 
applications were indicated to be used only for research purposes, 
thus not being part of the commercialized product.

Third, products had to offer mental health decision-support, meaning 

they had to be designed to assist mental health professionals with 
diagnosis, prognosis, or the generation of treatment recommendations 
for mental disorders according to the Diagnostic and Statistical Manual 
of Mental Disorders (DSM-5-TR) [60]. This led to the exclusion of 
pharmaceutical products (e.g., BioXcel Therapeutics); products that may 
not directly be used by the treating mental health clinician, such as 
EnsoSleep, a device for the diagnosis of sleep disorders to be used by 
polysomnographic technologists; and tools offering mental health 
treatment without providing diagnostic and treatment advice to treating 
mental health professionals, such as EndeavorRx, a video game treat-
ment for children with attention-deficit/hyperactivity disorder (ADHD).

Finally, we only included products cleared by the FDA or by EEA/UK 
regulatory agencies with a CE/UKCA mark. We confirmed FDA clear-
ance using the relevant FDA medical device database [61]; CE markings 
using the European Database on Medical Devices (EUDAMED) [62]3; 
and UKCA marking using the Public Access Registration Database 
(PARD) [63]. We excluded all unregulated or not yet regulated products.

2.2. Search strategies and coding of product information

We implemented several strategies to find products online. First, we 
used data collected during a patent review of AI-enabled tools for mental 
healthcare [20]. Not all patents are commercialized as products and not 
all products are patented. However, there exists substantial overlap 
between patents and novel products [64]. In July 2023, AK examined 
the assignee4 details of patents to identify relevant products. Compre-
hensive details about the patent search methodology and selection 
criteria for the patent review can be found in the patent review [20].

Second, the exhibitor lists from relevant conferences and exhibitions 
for mental health practitioners and corporations that market AI-CDSS 
for mental healthcare were searched for relevant products. In July 
2023, AK, SG, PH, and EK independently reviewed the exhibitor lists of 
the American Psychological Association Congress, the American Psy-
chiatric Association Congress, the Association for Behavioral and 
Cognitive Therapies, the Anxiety and Depression Association of Amer-
ica, and the German Psychotherapy Congress.

Finally, curated and regularly updated databases listing regulated AI 
medical devices were used to identify relevant products. In July 2023, 
AK reviewed the FDA Artificial Intelligence and Machine Learning (AI/ 
ML)-Enabled Medical Devices Database [66], the Healthskouts database 
[67], the Medical Futurist database [68], and the AI Watch database 
[69] for relevant products.

The classification of products was performed in three steps. First, 
product or company names were identified from the patent data, 
exhibitor lists, and online databases as described above (no filters 
apply). Second, the identified product or company names were used to 
search for vendor websites online. Finally, the information provided on 
the vendor websites was carefully scrutinized to determine whether a 
product met the inclusion criteria. If there were any uncertainties 
regarding the inclusion of products, decisions were reached through 
weekly consensus meetings involving all authors. Additionally, all 
vendors with available contact information were contacted to verify and 
add to the collected information. If no answer was received, we included 
only the data collected from the vendor website and regulatory docu-
ments. Conflicts about whether to include or exclude a product based on 
the inclusion criteria were resolved in regular consensus meetings. We 
coded the company's entry date, targeted disorders, input data, gener-
ated output, product description, product primary purpose, and infor-
mation about the regulatory status, including the date of regulatory 

3 Please note EUDAMED is still in transition so its usage is not compulsory.
4 The assignee is the individual or entity, such as a company, to whom the 

inventor, or their legal representative, has transferred ownership of the patent. 
The assignee possesses the legal rights to the patent, including control over its 
use, sale, or licensing [65].
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approval, the FDA/CE risk class, the regulatory pathway, and informa-
tion on predicate devices (if available). In April 2024, we conducted a 
follow-up search of products that met all inclusion criteria but were not 
regulated during the initial round of coding.

2.3. Inclusion criteria, search strategies, and coding of scientific evidence 
targeting external validation

We collected published scientific evidence targeting the external 
validation of the included products in two ways. First, we searched the 
PubMed database by vendor and product name for papers published 
until July 2023. Queries and search results can be accessed through the 
Online appendix (https://osf.io/vrfm7/?view_only=e027649e3a4242 
8a8975f7385659b55c). Second, we conducted a manual search by 
reviewing all vendors' websites for related papers in July 2023. A follow- 
up search on PubMed and vendor websites was conducted in April 2024.

Original papers were included if they mentioned the product name 
(the device of interest) or a former product name, were peer-reviewed, 
and in English. Furthermore, the evidence had to target external vali-
dation, i.e., be reported using an independent dataset on which the al-
gorithm was not trained [29]. Since Ada Assess may also be used for 
decision-support for issues unrelated to mental health and Limbic Ac-
cess may also be used as an e-triage tool, we additionally excluded 
publications that did not focus on decision-support for mental disorders. 
Papers were evaluated by two of the authors (AK and PH) who 

independently screened the title, abstract, and complete paper for in-
clusion criteria. Any disagreements were resolved in consensus 
meetings.

To assess the quality and reproducibility of the study results, we 
utilized the CONSORT-AI (Consolidated Standards of Reporting Trials 
Artificial Intelligence) checklist [70,71]. Comprising of 51 criteria, the 
CONSORT-AI checklist is designed to standardize the presentation of 
study results and may be used to evaluate the quality and reproducibility 
of clinical studies and study results [70,71]. In compliance with prior 
research, an item was scored ‘1’ if all information for that criterion was 
reported, and ‘0’ if information for that item was missing or incomplete 
[72,73]. The initial scoring was independently completed by two of the 
authors (AK and PH). Each scoring was discussed and agreed upon in 
consensus meetings. An independent coding was subsequently per-
formed by a trained research assistant, yielding an interrater agreement 
score of 96.86 % (247/255). Finally, AK collected the performance in-
formation reported in the research papers. If no information in sensi-
tivity and specificity was available, other performance indicators are 
reported.

3. Results

The results section is organized as follows: First, we present an 
overview of the inclusion and exclusion of products based on the in-
clusion criteria. Second, we present information about the 

Fig. 1. PRISMA flow diagram.
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characteristics and regulatory status of regulated products (Research 
Questions 1 and 2). Finally, we present information on the quality of 
research targeting the external validation of regulated products and 
reported sensitivity and specificity (Research Questions 3 and 4).

3.1. Inclusion and exclusion of products

The PRISMA diagram in Fig. 1 shows the process from the initial 
identification of products to their inclusion in the review. Of the initial 
240 product names identified from the patent database, exhibitor lists, 
and other online databases, 84 product websites (35 %) could be found. 
Of the 84 products found on vendor websites, seven (8 %) met our in-
clusion criteria. In total, we contacted 29 vendors during the initial 
round of coding to obtain additional information (e.g., the CE risk class), 
of which six (21 %) responded and three (10 %) provided the requested 
information. No information was missing for the decision whether to 
include a product based on the inclusion criteria. However, the pre-
sentation of results is limited to the information we obtained from 
vendor websites, regulatory documents, and through the few email 
exchanges.

3.2. Product characteristics and regulation of AI-CDSS for mental 
healthcare

Fig. 2 displays the dates of company foundation, product certifica-
tion, and the publication of scientific evidence. As can be seen from the 
figure, the total time passed between firm entry and certification 
decreased over time, indicating that firms that were founded later 
needed less time until their products were cleared. Scientific evidence is 
available for two of the seven products.

Table 1 provides an overview of the product characteristics. We 
identified three groups of products that may be characterized by com-
mon targeted disorders, data sources, and data collection methods, 
namely the diagnosis of autism spectrum disorder based on clinical 
history, behavioral, and eye-tracking data, the diagnosis of multiple 
disorders based on conversational data, and medication selection based 
on clinical and genetic data.

3.2.1. Diagnosis of autism spectrum disorder based on clinical history, 
behavioral, and eye-tracking data

Two devices were designed for use by healthcare providers to assist 
in the diagnosis of autism spectrum disorder (ASD) in children, namely 
the Cognoa ASD Diagnosis Aid by Cognoa Medical Affairs and the Ear-
liPoint System by EarliTec. Both devices received FDA Class II approval. 
The Cognoa ASD Diagnosis Aid was cleared through the De Novo pathway 

in June 2021. It helps healthcare providers in diagnosing ASD in chil-
dren aged 18 to 72 months who are perceived to be at risk for devel-
opmental delay. The Cognoa ASD Diagnosis Aid uses a machine learning 
algorithm to predict ASD based on clinical and video data. Caregivers 
upload videos of the patient and answer questions on demographic 
characteristics and the child's behavior via a mobile app. Trained ana-
lysts respond to questions about the patient's behavior based on the 
uploaded video data. The mobile app includes a portal for the healthcare 
provider, with questions about typical developmental behaviors for the 
child's age group. AI is used to analyze the combined input data and 
generate a value that is compared to predefined thresholds to decide the 
ASD diagnosis (positive, negative, or indeterminate if a score cannot be 
determined) [26].

The EarliPoint System was cleared via the 510(k) pathway in June 
2022, with the Cognoa ASD Diagnosis Aid serving as its predicate device. 
The EarliPoint System aids healthcare providers in diagnosing ASD in 
children aged 16 to 30 months who are at risk for developmental delay. 
The EarliPoint System uses AI to diagnose ASD based on eye-tracking 
data. The data is collected by tracking the patient's visual reactions to 
social information shown in videos. The EarliPoint WebPortal is used for 
entering and accessing patient information and assessment results. The 
EarliPoint System delivers a positive or negative ASD diagnosis without 
an indeterminate option [74].

3.2.2. Diagnosis of multiple disorders based on conversational data
Two devices were designed for general diagnostic purposes using 

data collected through chatbots, namely Ada Assess by AdaHealth and 
Limbic Access by Limbic Limited. Ada Assess is AdaHealth's CE-certified 
medical device. Ada Assess has been CE-certified and UKCA- 
recognized in December 2022 and Limbic Access has been UKCA- 
recognized in January 2023. Ada Assess is designed as a mobile appli-
cation that guides users through questions about their demographic 
background and health conditions and symptoms, including but not 
limited to mental health issues. The application interacts with the user, 
prompting them to input information about their symptoms. AI is used 
to evaluate symptoms against known disorders to propose potential 
clinical diagnoses. The information generated by Ada Assess can be in-
tegrated into a provider report [75–77].

Limbic Access also uses conversational data collected through a mo-
bile application. The process begins with the user providing de-
mographic information and describing their symptoms. These inputs 
trigger more detailed questions to create a thorough symptom profile for 
each user. Limbic Access was primarily designed as an e-triage tool that 
aids the referral process for new patients, including automatically re- 
directing patients who are ineligible for psychiatric treatment to other 

Fig. 2. The figure shows firm entry dates, dates at which scientific evidence was published, and certification/clearance dates of the reviewed AI-CDSS.
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services and recommending prioritized assessment for those who may be 
at risk. AI is used to identify most likely diagnoses. The generated insight 
is presented to the treating clinician as a digital report to aid them with 
diagnostic and treatment decision-making [78,79]. Limbic Access has 
been integrated within the National Health Service (NHS) in the UK 
[80].

3.2.3. Medication selection based on clinical history and genetic data
NeuroKaire by Genetika+ and both PredictIX Digital and PredictIX 

Genetic by Taliaz offer treatment recommendations regarding the 
optimal antidepressant medication. NeuroKaire by Genetika+ obtained 
CE IVD certification in October 2020. PredictIX Digital and PredictIX 
Genetic received CE certification in December 2022. Remarkably, there 
was no available information on the risk class of NeuroKaire and the two 
PredictIX devices. None of the three tools could be found on EUDAMED 
and we received no additional information from vendors.

NeuroKaire uses clinical history data gathered through a digital 
questionnaire and a blood sample. The combined data is used to 
generate tailored treatment recommendations that predict which med-
ications patients are most likely to respond to. The treating practitioner 
can access the report through a mobile application or a website [81,82]. 
PredictIX Digital and PredictIX Genetics use clinical history data collected 
through an online questionnaire to generate recommendations 
regarding the optimal antidepressant medication. PredictIX Genetics 
additionally uses genetic data. For PredictIX Genetics, a DNA sample is 
collected with a cheek swab. Both tools employ AI algorithms to 
generate a personalized patient report for practitioners that ranks psy-
chiatric drugs according to the predicted likelihood of a patient's 
response. The report also provides insights into how patients might 
metabolize certain medications and predicts associated side effects and 
recommended dosages [83–85].

3.3. External validation of AI-CDSS for mental healthcare

The PRISMA flow diagram of the search and inclusion process may 
be accessed through the Online appendix (https://osf.io/vrfm7/? 
view_only=e027649e3a42428a8975f7385659b55c). In total, 149 pub-
lications were screened, of which five met the inclusion criteria. The 
overall mean CONSORT-AI score of the included trials was 52 %. Three 
articles provided evidence for the effectiveness of the Cognoa ASD 
Diagnosis Aid (19 of 51 (37 %) [12], 29 of 51 (57 %) [86], and 34 of 51 
(67 %) [14]) and two for Ada Assess (29 of 51 (57 %) [76], and 21 of 51 
(41 %) [77]).

An overview of the compliance of the included studies with each of 
the individual CONSORT-AI criteria (“Overview CONSORT-AI”) can be 
found in the Online appendix (https://osf.io/vrfm7/?view_only=e02 
7649e3a42428a8975f7385659b55c). Since none of the studies were 
randomized controlled trials, none of the CONSORT-AI criteria related 
to randomization were met (items 1a, 8a, 8b, 9, 10, and 11b). Addi-
tionally, none of the trials reported changes to trial outcomes after the 
trial began or conducted interim analyses (6b and 7b). None of the 
studies provided a rationale for the chosen sample size (7a) or reasons 
for the trial termination or cessation (14b). Important harms or unin-
tended effects were not reported in any of the studies (19). The following 
criteria were only met in a single study: description of significant 
changes to methods after the trial started (3b), statement of inclusion 
and exclusion criteria at the level of the input data (4a-ii), specification 
of the AI algorithm version (5-i), description of how poor quality or 
unavailable input data were assessed and handled (5-iii), descriptions of 
methods and results for additional analyses (12b and 18), and results of 
any analysis of performance errors (19-i). Only one study provided the 
trial registration number and location of the trial protocol (23 and 24), 
and stated whether and how the AI intervention or its code can be 
accessed (25-i).

Three studies examined the external validity of different versions of 
the Cognoa ASD Diagnosis Aid [12,14,86]. The first study examined a Ta
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previous version of the ASD Diagnosis Aid using two data inputs, namely 
a digital caregiver questionnaire and a digital video analyst question-
naire [12]. The study included 230 children from three clinics in the US. 
Participants completed the screening prior to their clinic visit. Diagnoses 
by specialist clinicians based on the results of screening instruments and 
DSM-5 criteria were used as gold standard diagnoses. The ASD Diagnosis 
Aid showed a specificity of .62 and a sensitivity of .75 in detecting ASD. 
Only specificity surpassed that of other screening instruments [12,87].

The second study examined a previous version of the ASD Diagnosis 
Aid using three data inputs, namely a caregiver questionnaire, a video 
analyst questionnaire, and a healthcare provider questionnaire [86]. 
The study used data from 375 children collected in 2016 and 2017 at 
three tertiary care centers in the US. The children, aged 18 to 72 months, 
were referred for suspected ASD. The study compared the outputs of the 
ASD Diagnosis Aid and other screening instruments. Diagnoses by 
specialist clinicians were used as gold standard diagnoses. The ASD 
Diagnosis Aid showed a specificity of .75 and a sensitivity of .80 in 
detecting ASD [86,87].

Finally, building on previous work, the device inputs and algorithm 
were refined to arrive at the device version that was validated in a third 
prospective double-blinded comparator study [14]. The final was con-
ducted to support the FDA Market Authorization of the most recent 
product version. The study included 425 children from 14 care centers 
aged 18 to 72 months with concerns for developmental delay but not yet 
diagnosed with ASD. The study was conducted between August 2019 
and June 2020. The ASD Diagnosis Aid output was compared with di-
agnoses made by specialist clinicians and validated by one or more 
blinded reviewing specialists. The sensitivity and specificity for a 
determinate output were .98 and .79, respectively. The system's per-
formance did not differ across childrens' sex, race or ethnicity, income, 
or education level. However, the rate of a determinate diagnosis was 
higher for children under three years, and specificity was higher for 
those over three years [14].

Two studies investigated the external validity of Ada Assess [76,77]. 
Both studies use the Ada self-help application without providing infor-
mation on how the generated insight would be integrated into a prac-
titioner report. Additionally, it remains unclear if the studies used the 
same Ada Health App version because the version number was only 
provided in one study [76]. The first study involved two psychothera-
pists, two psychology students, and two laypersons [77]. The six par-
ticipants used Ada to diagnose 20 case vignettes describing various 
mental disorders. The app's diagnosis was then compared with the 
textbook diagnosis to assess interrater reliability. The results indicate a 
moderate agreement (kappa = .64) in diagnosing adults with mental 
disorders, but a lower agreement (kappa = .40) for children and ado-
lescents. Diagnostic accuracy was comparatively higher among psy-
chotherapists than in the other two groups. On average, the app required 
34 questions and approximately seven minutes per case.

The second study included 49 adult patients from one outpatient 
psychotherapy clinic [76]. In this study, the self-assessment version of 
the app was evaluated. The app's performance was assessed by 
comparing the condition suggestions provided by the app with di-
agnoses made by therapists based on structured clinical interviews. 
Sensitivity was highest for affective disorders (.65 to .71) and lowest for 
somatoform and associated disorders (.22 to .29), while specificity was 
highest for somatoform and associated disorders (.85 to .95) and lowest 
for affective disorders (.50 to .67).

4. Discussion

4.1. Product characteristics

The included products fell into three main categories, namely the 
diagnosis of ASD among children based on clinical history, behavioral, 
and eye-tracking data; diagnosis of multiple disorders using conversa-
tional data; and medication selection based on clinical history and 

genetic data. The ASD diagnoses generated by the Cognoa ASD Diagnosis 
Aid and the EarliTec System rely on video and eye-tracking data. Video 
data provide rich insights into a child's behavior and interactions, which 
are crucial factors in the diagnosis of ASD [88–90]. Early diagnosis of 
ASD allows for timely intervention, which has been shown to improve 
cognitive and language abilities in children with ASD [91]. The average 
age for which the ASD Diagnosis Aid provided a positive result was 2.81 
years, which is 1.5 years earlier than the average age children receive an 
ASD diagnosis [14]. Additionally, traditional diagnostic methods often 
require in-person assessments, which can be challenging for some fam-
ilies to access [92]. Including remotely recorded video data in the 
diagnostic process allows for more convenience for families and may 
reduce wait times during the diagnosis process [90]. Cost and reim-
bursement data, as well as appropriate practitioner training to guarantee 
safe and effective use are needed to determine if devices like the ASD 
Diagnosis Aid or EarliTec could be widely adopted [14].

Ada Assess and Limbic Access use data collected through conversa-
tional agents to generate diagnosis suggestions. Chatbots have been 
shown to facilitate interactions with individuals reluctant to seek mental 
health advice due to stigmatization [93]. While some studies found 
conversational agents to reliably predict mental disorders [94], others 
caution that they are not yet accurate enough to provide formal di-
agnoses [77,95,96]. Recommendations generated based on chatbot data 
can support decision-making, but the final diagnosis must come from a 
qualified mental health professional, emphasizing the role of conver-
sational agents as complementary tools rather than replacements for 
human professionals [97].

NeuroKaire, PredictIX Digital, and PredictIX Genetics use clinical and 
genetic data to aid in selecting appropriate medication. The variability 
in primary care management of depression and the limited effectiveness 
of first-line antidepressant drug treatment underscore the need for more 
personalized approaches [98]. Research findings indicate that bio-
markers and genetic variants might be useful in predicting treatment 
outcomes and guiding medication selection [99]. It is widely acknowl-
edged that genomic factors contribute to the development of disorders 
and the response to medication together with environmental conditions, 
such as socioeconomic background, lifestyle and nutrition, and adverse 
life events [37,100,101]. Therefore, nongenetic information should be 
included in prediction models to improve the predictive value of 
genomic information [37]. Because the algorithms and data used in the 
products are proprietary, we are unaware of how genetic and other types 
of data are combined to make decisions. While all three devices received 
CE certification and meet the definition of medical devices based on 
descriptions from vendor websites, we were unable to find specific in-
formation about their risk class on EUDAMED or anywhere else online. 
Unfortunately, none of our emails were answered by the vendors.

4.2. Regulation of AI-CDSS for mental healthcare

The time lag between company founding and product certification 
has decreased over the years. This might be because newer companies 
take advantage of work predecessors have completed [43]. For instance, 
the Cognoa ASD Diagnosis Aid was regulated through the De Novo 
pathway and served as a predicate device for the EarliPoint System, 
which was regulated through the 510(k) pathway. The De Novo 
pathway generally takes longer than the 510(k) pathway due to the 
devices' novelty [45,46]. The mental health AI market is expected to 
grow at a compound annual growth rate of 38.87 % from 2023 to 2031 
[102]. As more AI-CDSS are cleared, more predicate devices will become 
available, subsequently accelerating market growth, as shown for other 
AI-enabled medical devices [43]. The FDA takes a proactive approach to 
innovating regulatory requirements for AI-CDSS. In the newest white 
paper published in March 2024 the FDA summarizes several areas they 
want to focus on for the regulation of AI-enabled medical devices in the 
future [103]. These areas include fostering collaboration between reg-
ulatory bodies, healthcare professionals, patients, researchers, and 
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industry; advancing innovation, for example, through a final guidance 
on Predetermined Change Control Plans (PCCP) that outline approval 
strategies for adaptive AI-based medical devices; harmonizing current 
standards; and promoting research related to the evaluation and moni-
toring of AI performance [103].

Previous research has shown that the process of receiving CE certi-
fication has generally been quicker than obtaining FDA approval or 
clearance [42]. This may change with the strict enforcement of the MDR, 
which mandates reassessments of Notified Bodies and more rigorous 
clinical device testing [104,105]. The MDR will take full effect when the 
transition period ends in 2027 for Class IIb and III devices, and in 2028 
for Class I and IIa devices [62,104]. In addition to the relatively strict 
requirements of the MDR, AI-enabled medical devices must adhere to 
the General Data Protection Regulation (GDPR) and, in the near future, 
the stipulations in the Proposal for a Regulatory Framework for Artificial 
Intelligence (EU AI Act) in order to be marketed in the EEA [106,107]. 
The cross-sectoral European regulatory approach has been criticized for 
its inefficiency in regulating AI-CDSS. Notably, Notified Bodies have 
expressed concerns about significant delays in regulation due to the 
additional procedures introduced by the EU AI Act [107]. Furthermore, 
the European regulatory approach has been criticized for its ambiguity 
regarding post-certification modifications to AI-CDSS, potentially 
resulting in unequal access to innovative and effective healthcare 
technology [108]. In summary, while regulatory adjustments aim to 
ensure the safety and efficacy of AI-CDSS, they also impose significant 
challenges on their path to market. Developers and vendors of AI-CDSS 
for mental healthcare will need to develop strategies to address the 
evolving challenges of new regulatory requirements.

4.3. External validation of AI-CDSS for mental healthcare

None of the identified papers adhered to all CONSORT-AI criteria, 
indicating that research quality and reporting detail are still subpar. A 
similar lack of scientific rigor has been reported for AI devices used in 
other healthcare domains [72,73]. Only one study mentioned the AI 
algorithm version that was used [76], making comparison of results 
from studies investigating the same device's efficacy challenging. 
Moreover, only one study identified inclusion and exclusion criteria at 
the level of the input data and reported how poor quality or unavailable 
input data was handled and assessed [14]. This lack of reporting casts 
doubt on the applicability of devices in real-world settings, where noisy 
and missing data are common [73]. Only one of the articles provided 
information on the trial registration number, where to find the trial 
protocol, and important method changes after the trial commenced 
[14]. The lack of reporting on these criteria poses a potential source of 
bias because changes could have been implemented after results were 
already obtained [72]. None of the articles provided information on the 
sample size rationale. An underpowered study might not result in stable 
and precise sensitivity and specificity estimates, creating uncertainty in 
the accuracy and robustness of the reported results [109]. Most of the 
studies did not provide any information on interim analyses, trial 
outcome changes, and additional exploratory analyses, such as subgroup 
or adjusted analyses, making it difficult for other researchers or practi-
tioners to accurately interpret the results [110]. Finally, due to the lack 
of full reporting of potential harms or unexpected effects, it becomes 
challenging for practitioners to evaluate the risks and benefits of the 
tools [111]. Additionally, failing to present potential harms could lead 
to unrealistic expectations about how an AI-CDSS performs in real-world 
settings [71]. On the other hand, it should be emphasized positively that 
four of the five studies tested the product's performance under clinically 
relevant conditions and on a sample similar to the intended user popu-
lation. In addition, the product's recommendations were compared to 
valid comparators, such as commonly used diagnostic tools [12,86] or 
diagnoses made by clinicians/textbook diagnoses [14,76,77].

The results of the studies indicate a wide variability in performance 
based on sensitivity and specificity values. The Cognoa ASD Diagnosis Aid 

exhibited a sensitivity ranging from .75 in the first study [12] to .98 in 
the third study [14], indicating a broad performance range in identi-
fying true positive cases. Specificity varied from .62 [12] to .79 [14], 
indicating a broad range in correctly identifying true negatives. Notably, 
performance improved throughout the sequence of studies, which likely 
reflects the technological enhancements implemented in the different 
versions of the tool. For Ada Assess, sensitivity ranging from a high of .65 
to .71 for affective disorders to a low of .22 to .29 for somatoform and 
associated disorders. Specificity was highest for somatoform and asso-
ciated disorders (.85 to .95) and lowest for affective disorders (.50 to 
.67), suggesting a need for improvement in generalizing the diagnostic 
efficacy across disorders [76].

The inability to retrieve any scientific peer-reviewed papers for five 
of the seven products suggests a lack of research or potential publication 
bias against studies with negative results. The observed lack of pub-
lished research findings is not restricted to AI devices in mental 
healthcare but affects AI medical devices generally [32,112]. One reason 
for a lack of research could be the high costs and resources associated 
with conducting rigorous clinical trials. Another reason for the scarcity 
of external validation studies may be a lack of common standards for the 
clinical evaluation of high-risk AI applications and transparency of their 
evidence and performance [106]. Current initiatives such as the Coor-
dinating Research and Evidence for Medical Devices (CORE-MD) 
initiative are actively developing standards for assessing evidence per-
taining to high-risk medical devices within the EEA. These efforts may 
stimulate convergence among stakeholders and the adherence to 
reporting standards for clinical trials addressing the external validation 
of AI-CDSS [106,113].

4.4. Limitations

The aim of this review was to provide detailed insight into regulated 
AI-CDSS for mental healthcare, though the relatively strict inclusion 
criteria limit the generalizability of the obtained insight to a very spe-
cific scope of products. Specifically, we focused solely on decision- 
support tools, excluding AI-assisted interventions [114]. Additionally, 
we had to establish a threshold for what technology should be regarded 
as AI-based. The terms we selected might have been too narrow to 
identify all AI-CDSS for mental healthcare. Finally, similar to other re-
views, we only included AI-CDSS that received FDA clearance or CE/ 
UKCA certification [25,28], thus disregarding unregulated technologies 
or technologies regulated elsewhere.

The insight only provides a preliminary review of the landscape of 
AI-CDSS for mental healthcare available up to April 2024. All products 
were cleared or certified within the past four years, indicating that the 
market is still emerging and new developments may not be considered in 
the review. Given the market's infancy, future studies are crucial to keep 
pace with the potentially rapid development of AI-CDSS for mental 
healthcare.

In our search for scientific evidence of identified AI-CDSS, we only 
considered publications available in English, consistent with previous 
approaches [28]. All scientific evidence provided by firms on their 
respective websites was published in English. This suggests that most of 
the evidence addressing the external validation of AI-CDSS regulated in 
the US or the EEA will be published in English. However, we cannot rule 
out the possibility that we may have missed some external validation 
data due to this language limitation. Additionally, while we used the 
CONSORT-AI checklist to evaluate the quality and reproducibility of 
external validation studies, we acknowledge that other reporting 
guidelines, such as the Minimum Information for Medical AI Reporting 
(MINIMAR) [115], the Developmental and Exploratory Clinical In-
vestigations of Decision support systems driven by Artificial Intelligence 
(DECIDE-AI) [116], or the Standard Protocol Items: Recommendations 
for Interventional Trials-Artificial Intelligence (SPIRIT-AI) [117] may 
also be appropriate. Future studies may consider using alternative or 
multiple reporting guidelines to capture a broader spectrum of reporting 
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standards. Finally, the provided insight is limited by restrictions in the 
availability of data. Data collection posed a considerable challenge, as 
many vendors did not respond or chose not to share certain requested 
information. Using data collected from vendor websites may not accu-
rately reflect the devices' actual capabilities, limitations, or clinical 
applications.

5. Conclusions

Out of a broad initial pool (n = 84), only seven products met the 
inclusion criteria for AI-CDSS and received FDA clearance or CE/UKCA 
certification. Developers and vendors of AI-CDSS for mental healthcare 
need to familiarize themselves with up-to-date regulatory requirements 
and guidelines that determine how tools should be designed. The FDA, 
Health Canada, and the UK's Medicines and Healthcare products Regu-
latory Agency (MHRA) have jointly identified ten guiding principles that 
can inform the development of Good Machine Learning Practice 
(GMLP). These include leveraging multi-disciplinary expertise 
throughout the total product lifecycle, using representative samples in 
clinical studies, employing independent training and test data sets, and 
placing focus on the performance of the human-AI team, just to name a 
few [118]. The regulatory landscape is changing quickly and tool de-
velopers and firms must ensure they stay up-to-date with the latest na-
tional and international developments, such as additional regulatory 
requirements to adhere to as part of the EU AI Act. Achieving regulatory 
approval does not only ensure the safety and efficacy of AI-CDSS but also 
increases the chance of widespread adoption, as can be seen with Limbic 
Access that has been adopted by the NHS in the UK [80].

The scarcity of available external validation studies raises doubts 
about the clinical usefulness of the tools when applied in different 
clinical settings. In addition, the few studies we found did not meet all 
reporting requirements for clinical studies described in the CONSORT- 
AI. Tool developers and vendors need to ensure they consider when 
and how external validation of their tool will be performed before 
submitting it for regulatory approval. When conducting clinical studies, 
researchers need to adhere to good practice guidelines, such as those 
outlined in the CONSORT-AI, to guarantee the external validity of the 
generated recommendations. We expect additional useful guidelines and 
recommendations to be released soon as part of dedicated initiatives, 
such as CORE-MD [106,113].

The findings of this review underscore the challenges that manu-
facturers encounter when striving to obtain regulatory approval for their 
devices. At present, numerous opinion articles and recommendations for 
modifying the regulation of AI-enabled medical devices exist 
[107,108,119,120]. Essentially, regulatory agencies and policymakers 
need to ensure meticulous oversight while also fostering an environment 
for innovation. A positive step would be aligning regulatory and scien-
tific standards as suggested by the CORE-MD initiative [106]. Adhering 
to rigorous reporting guidelines like CONSORT-AI as part of the regu-
latory criteria may improve the regulatory approval process by 
providing a structured framework that ensures comprehensive evalua-
tion. This approach would help guarantee both the safety and efficacy of 
AI-CDSS while addressing issues often overlooked in the regulatory 
approval process, such as external validation and reporting on the use-
fulness of the solution in real-life settings. Additionally, improved co-
ordination among national and international regulatory bodies and the 
establishment of global regulatory convergence would help to minimize 
the risk of blocks on innovation or divergent quality standards [106]. 
Regularly updated registers of AI-enabled medical devices, such as the 
Health AI Register for radiology, could be utilized for mental healthcare 
to ensure transparency about the characteristics, regulatory status, and 
availability of scientific evidence for AI-CDSS for mental healthcare 
[121].
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