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Abstract
Artificial Intelligence (AI) has the potential to influence people’s lives in various ways as it is increasingly integrated into 
important decision-making processes in key areas of society. While AI offers opportunities, it is also associated with risks. 
These risks have sparked debates about how AI should be regulated, whether through government regulation or industry 
self-regulation. AI-related risk perceptions can be shaped by national cultures, especially the cultural dimension of uncer-
tainty avoidance. This raises the question of whether people in countries with higher levels of uncertainty avoidance might 
have different preferences regarding AI regulation than those with lower levels of uncertainty avoidance. Therefore, using 
Hofstede’s uncertainty avoidance scale and data from ten European countries (N = 7.855), this study investigates the rela-
tionships between uncertainty avoidance, people’s AI risk perceptions, and their regulatory preferences. The findings show 
that people in countries with higher levels of uncertainty avoidance are more likely to perceive AI risks in terms of a lack 
of accountability and responsibility. While people’s perceived AI risk of a lack of accountability exclusively drives their 
preferences for government regulation of AI, the perceived AI risk of a lack of responsibility can foster people’s requests for 
government regulation and/or industry self-regulation. This study contributes to a better understanding of which mechanisms 
shape people’s preferences for AI regulation.

Keywords  AI regulation · AI risks · Cultural dimensions · Uncertainty avoidance · Quantitative methods · Mediation 
analysis

1  Introduction

Artificial Intelligence (AI) has the potential to influence 
people’s lives in various ways as it is increasingly inte-
grated into crucial decision-making processes in key areas 
of society, such as governance, finance, healthcare, or jour-
nalism. While AI offers opportunities, it is also associated 
with risks (Buhmann and Fieseler 2023; Diakopoulos 2019; 
Faroldi 2024; Schepman and Rodway 2020; Sindermann 
et al. 2021). These risks have sparked debates about how AI 
should be regulated, whether through government regulation 
or industry self-regulation (Ferretti 2022).

Jurisdictions worldwide have been working on regula-
tions, such as the European Union with the AI Act (Novelli 
et al. 2024a, b), which is a comprehensive legal framework 
on AI that aims “to promote the uptake of human-centric 
and trustworthy artificial intelligence” (European Union 
2024; see also Helberger and Diakopoulos 2023; Schuett 
2023). At the same time, industries have been following self-
regulatory practices such as the Association for Comput-
ing Machinery’s Code of Ethics and Professional Conduct, 
which states that AI designers and developers should ensure 
that AI systems align with ethical standards such as diversity 
and responsibility.

Risk perceptions and, ultimately, regulatory preferences 
regarding AI can be shaped by national cultures (Eitle and 
Buxmann 2020; Gerlich 2023), specifically, “the extent to 
which the members of a culture feel threatened by ambigu-
ous or unknown situations” (Hofstede et al. 2010, 191), 
called uncertainty avoidance. Previous research has found 
that people from countries with a strong tendency toward 
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uncertainty avoidance approach new technologies with 
apprehension and are, therefore, more critical of their adop-
tion (Uğur 2017). Accordingly, people in countries with 
higher levels of uncertainty avoidance might have different 
preferences regarding AI regulation than those with lower 
levels of uncertainty avoidance. However, international-
comparative research on people’s preferences for AI regu-
lation remains scarce (Kieslich et al. 2022), and the influence 
of uncertainty avoidance on people’s regulatory preferences 
regarding AI has, to our knowledge, not been investigated.

Therefore, using Hofstede’s (2015) uncertainty avoid-
ance scale and data from ten European countries (N = 7.855), 
this study investigates the relationships between uncertainty 
avoidance, people’s AI risk perceptions, and their regula-
tory preferences. Regarding people’s AI risk perceptions, 
we consider a lack of accountability, a lack of responsibil-
ity, and discrimination. Moreover, we consider government 
regulation and industry self-regulation regarding people’s 
preferences for AI regulation.

2 � Literature review

2.1 � Uncertainty avoidance and AI

The decisions made by AI systems have “moral conse-
quences” (Martin 2019, 835) for social coexistence. Accord-
ingly, public debates on responsible AI and the informed 
use of AI systems are increasing. In these debates, critical 
voices emphasize the risks of “individual and societal harms 
that the misuse, abuse, poor design, or unintended negative 
consequences of AI systems may cause” (Leslie 2019, 4). 
Previous studies have shown that cultural dynamics can be 
relevant in this context, as they can influence people’s risk 
perceptions associated with the use of AI (e.g., Ismatullaev 
and Kim 2024)—a finding that is consistent with research 
on the relationship between culture and people’s willingness 
to engage with new information technologies (Erumban and 
de Jong 2006; Lekhanya 2013; Uğur 2017). In a literature 
review, Hagerty and Rubinov (2019) summarized findings 
on the differences in the perception of AI systems and the 
consequences of their implementation for societal develop-
ment in five global regions. Their findings show that people’s 
“perceptions and understandings of AI are likely to be pro-
foundly shaped by [their] local cultural and social context” 
(2), as AI applications can “have a pattern of entrenching 
social divides and exacerbating social inequality, particularly 
among historically marginalized groups” (2). Similar points 
have been raised in other studies (e.g., Lee 2018). Cultural 
dynamics also affect technological (e.g., efficiency, process 
integration, commercial tools), organizational (e.g., talent 
acquisition, financial resources, organizational structures), 
and environmental (e.g., regulations, market competition, 

vendor selection criteria) determinants of AI adoption as 
they are directly related to management decisions (Eitle and 
Buxmann 2020).

According to the dimensionality model of national cul-
tures, culture is “the collective programming of the mind 
that distinguishes the members of one group or category of 
people from others” (Hofstede et al. 2010, 6). Hofstede et al. 
(2010) proposed six cultural dimensions of which uncer-
tainty avoidance has been most intensely investigated in rela-
tion to new technology engagement (Uğur 2017). Uncer-
tainty avoidance refers to “the extent to which the members 
of a culture feel threatened by ambiguous or unknown situ-
ations” (Hofstede et al. 2010, 191). Research has found that 
people living in countries that score high on uncertainty 
avoidance are less open to engaging with new technolo-
gies (Uğur 2017). Studies investigating algorithm aversion, 
which refers to people’s distrust of algorithmic decision-
making, have drawn similar conclusions (Logg et al. 2019). 
For instance, Dietvorst and Bharti (2020) have found that 
people disapprove of algorithmic decision-making in uncer-
tain situations and prefer human decision-making despite 
its less precise and often worse forecasting. These findings 
align with other studies that showed people’s skepticism 
toward the trustworthiness of algorithms as decision-making 
entities (Dietvorst et al. 2015).

2.2 � Risk perceptions and AI

Typically, people encounter AI with strong positive or nega-
tive emotions (Hou and Jung 2021)—a phenomenon likely 
boosted by the media hype regarding AI and the accom-
panying “ebullient mysticism […] around all of the pos-
sibilities algorithms create” (Diakopoulos 2019, 3). Some 
scholars argue that there is a “preponderance of negative 
views” (Schepman and Rodway 2020, 1) in public discus-
sions about AI that feature various potential risks related to 
AI engagement and that emphasize the “exceptionally broad 
and intractable uncertainties about benefits, risks, and future 
trajectories [of AI]” (Wallach and Marchant 2019, 505). 
These views elicit mixed public opinions about AI systems’ 
potential usefulness or fairness (Araujo et al. 2020) as well 
as risk perceptions that motivate people to request ethically 
acting AI systems (Fast and Horvitz 2017; Helberger, Araujo 
et al. 2020).

AI risks refer to “the anticipation of likely negative conse-
quences related to the variety of applications of AI as a tech-
nology” (Neri and Cozman 2020, 663). Such negative conse-
quences may vary in terms of their severity and probability 
(Faroldi 2024). AI risk perceptions (Helberger, van Drunen, 
et al. 2020) can be driven by personality traits (Wissing and 
Reinhard 2018), socioeconomic standing, or technology 
literacy (Zhang and Dafoe 2019). A negative relationship 
between perceived AI risks and people’s willingness to 
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engage with AI can be found in several domains, including 
professional environments (Bhargava et al. 2021), politics 
and government (Rufín et al. 2014; Yu et al. 2018), life-
style (Sindermann et al. 2021), or media and psychology 
(Schwesig 2023).

As the need for AI that makes transparent decisions based 
on human moral standards becomes pressing (Boddington 
2017; Greene et al. 2019; Hagendorff 2020), scholars have 
explored the possibility of implementing ethical standards 
into the design of AI systems (Müller 2020). However, the 
complexity of the concept of ethics aggravates a uniform 
solution. Approaches have become manifold, ranging from 
suggestions to inherently program ethical decision-making 
into the AI models’ designs to taking a machine learning 
approach and leaving it to the AI to learn ethical decision-
making from its environment (Baum 2020; Loreggia et al. 
2018). Nevertheless, it has been argued that designing AI 
systems that entirely act ethically and can be used outside 
controlled environments remains “mostly intangible” (Mar-
tinho et al. 2021, 487).

Central risks associated with AI deployment discussed by 
scholars include a lack of accountability, a lack of respon-
sibility, and discrimination (Buhmann and Fieseler 2023; 
Hagendorff 2020). The first two concepts—accountability 
and responsibility—are often used synonymously in the lit-
erature, although they have relevant differences (McGrath 
2022). As Bivins (2006, 21) summarizes: “If responsibility 
is defined as a bundle of obligations, functional and moral, 
associated with a role, then accountability might be defined 
as’blaming or crediting someone for an action–normally an 
action associated with a recognized responsibility”. Put dif-
ferently, while accountability refers explicitly to the poten-
tially negative outcome of an action and usually involves 
tracing that outcome back to the responsible actor, i.e., 
holding them to account, responsibility refers to the actor 
and their assigned role in an action in general. Thus, differ-
entiating between responsibility and accountability entails 
separating “the obligation to satisfactorily perform a task 
(responsibility) from the liability to ensure that it is satisfac-
torily done (accountability)” (McGrath 2022, 299).

Novelli et al. (2024a, b) state that accountability is a cor-
nerstone of AI governance, as it concerns identifying the 
actors involved in developing and deploying AI systems 
and holding them accountable for the consequences of the 
systems’ use. As Dignum (2017, 5) puts it, “accountabil-
ity in AI requires both the function of guiding action (by 
forming beliefs and making decisions), and the function of 
explanation (by placing decisions in a broader context and 
by classifying them along moral values)”. Therefore, the 
risk of a lack of accountability relates to situations where 
there is nobody to hold accountable for adverse outcomes 
of AI systems (Buhmann and Fieseler 2023; Busuioc 2020; 
Novelli et al. 2024a, b). Conversely, positively perceived 

accountability benefits AI’s perceived trustworthiness, use-
fulness, and convenience (Shin 2020).

However, technologically complex AI systems that draw 
on machine learning make it challenging to trace the respon-
sible actors in AI decision-making processes (Leppänen 
et al. 2020). Some scholars argue that due to the opaque 
operating logic of these AI systems and their increasing 
autonomy as collaborative agents in certain situations, it may 
become increasingly difficult to hold humans accountable for 
the (adverse) outcomes of AI-based processes (Santoni de 
Sio and Mecacci 2021). In some settings (e.g., autonomous 
driving), research about perceived responsibility suggests 
that participants assign more responsibility to robots than 
humans (Hong et al. 2020).

Discrimination caused by AI systems may occur “when 
data-driven decision-support systems serve to perpetu-
ate existing injustices related to ethnicity or gender, either 
because these systems are biased in their design or because 
human biases are picked up in the training data used for 
algorithms” (Buhmann and Fieseler 2023, 150). Barocas and 
Selbst (2016) differentiate between unintentional discrimi-
nation, which can stem from incorrect data labels, partial 
or non-representative training data, and proxies for social 
class membership, and intentional discrimination, which, for 
instance, relates to “intentionally bias[ing] the data collec-
tion process, purposefully mislabel[ling] examples, or delib-
erately [using] an insufficiently rich set of features” (712).

2.3 � Preferences for AI regulation

International-comparative research on people’s preferences 
for AI regulation remains scarce (Kieslich et al. 2022). One 
exception is a comparative study by Ehret (2022) that inves-
tigated people’s preferences for AI public policy in Ger-
many, the UK, India, Chile, and China. Findings show that 
people may request AI regulation by the government when 
its use could cause employment uncertainty. Thus, when 
threatened to be replaced by technology in the labor market, 
“citizens might prefer to use regulatory power [of the gov-
ernment] to prohibit certain types of AI” (Ehret 2022, 1792).

Findings in studies with national samples vary, supporting 
arguments about the cultural context’s relevance (Hagerty 
and Rubinov 2019). For instance, Zhang and Dafoe (2019) 
found that in the US—a country that scores rather low on 
uncertainty avoidance (Hofstede 2015)—citizens lack con-
fidence in government institutions to tackle the challenges 
of AI for society and, therefore, prefer industry-led regula-
tion. Findings from a representative survey of citizens in 
Germany—a country that scores rather high on uncertainty 
avoidance (Hofstede 2015)—show a stronger preference for 
AI regulation by the government. More specifically, in Ger-
many, “citizens want policymakers to govern the transpar-
ency and energy efficiency of AI” (König et al. 2023).
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Aside from surveys with citizens, national agendas of 
AI regulation might also indicate culturally influenced pub-
lic requests for AI regulation. Examining the two national 
contexts of the US and Germany (the latter being part of 
the European Union), a comparative analysis of regulation 
agendas showed that the US government takes much less 
precautionary action to regulate AI, which includes having 
a more lenient approach to data protection laws, compared 
to Germany (Eitle and Buxmann 2020). The authors explain 
their results with the “different degree[s] of uncertainty 
avoidance” (1) in the two countries.

3 � Conceptual model and research questions

Research suggests that people from countries with higher 
levels of uncertainty avoidance are more skeptical of new 
technology adoption (Uğur 2017). This skepticism—
expressed, among other things, as risk perceptions asso-
ciated with the use of AI, for instance, regarding lacking 
accountability and responsibility or increased discrimina-
tion (Buhmann and Fieseler 2023; Hagendorff 2020)—has 
spurred calls for AI regulation to ensure the technology’s 
ethical use (Helberger, Araujo et al. 2020; Chinen 2023). 

Although parts of the relationship between cultural predis-
positions, AI risk perceptions, and regulatory preferences 
regarding AI have been discussed in other studies, it has, 
to our knowledge, not yet been empirically investigated 
in its entirety.

Therefore, this study presents a conceptual model (see 
Fig. 1) that draws on the above-reviewed literature regard-
ing uncertainty avoidance and AI, risk perceptions and 
AI, and preferences for AI regulation to investigate the 
following overall research question: How are uncertainty 
avoidance, people’s AI risk perceptions, and their prefer-
ences for AI regulation related? In addition, we raise the 
following specific research questions:

1%1	 How does uncertainty avoidance relate to people’s 
perceived AI risks regarding (a) a lack of accountability, 
(b) a lack of responsibility, and (c) discrimination?

2%1	 How do people’s perceived AI risks regarding (a) 
a lack of accountability, (b) a lack of responsibility, and 
(c) discrimination relate to people’s preferences for gov-
ernment regulation of AI?

3%1	 How do people’s perceived AI risks regarding (a) 
a lack of accountability, (b) a lack of responsibility, 
and (c) discrimination relate to people’s preferences for 
industry self-regulation of AI?

Fig. 1   Conceptual model
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4 � Methods

4.1 � Data

This study investigates ten European countries: Austria, 
Germany, Denmark, Sweden, Ireland, the UK, France, 
Italy, the Czech Republic, and Poland. We selected these 
countries since their cultures are characterized by varying 
degrees of uncertainty avoidance (Hofstede et al. 2010). 
We obtained corresponding data from Hofstede (2015).

To obtain information about people’s perceptions of 
AI risks, their preferences for government regulation or 
industry self-regulation of AI, as well as their gender, age, 
education, political ideology, and internet use, we used 
data from wave 92.3 of the Eurobarometer survey, which 
was conducted in November 2019. The data, thus, reflect 
people’s opinions leading up to the EU AI Act negotia-
tions, which took several years (Novelli et al. 2024a, b). 
To establish representativity, participants of the Euroba-
rometer survey were sampled in each country using a ran-
domized, multi-stage approach. More specifically, in each 
country, “a number of sampling points was drawn with 
probability proportional to population size (for a total 
coverage of the country) and population density” (Euro-
pean Commission and European Parliament 2019, 76). 
Respondents with missing values were excluded from the 
analysis. This resulted in a final sample of N = 7.855 for 
the ten European countries (Austria: N = 848; Germany: 
N = 853, Denmark: N = 880, Sweden: N = 937, Ireland: 
N = 760, the UK: N = 726, France: N = 682, Italy: N = 709,  
Czech Republic: N = 854; Poland: N = 606).

4.2 � Measurement

4.2.1 � Independent variable

As indicated above, Hofstede (2010, 191) defines uncer-
tainty avoidance as “the extent to which the members 
of a culture feel threatened by ambiguous or unknown 
situations”. To measure the degree of uncertainty avoid-
ance in a national culture, Hofstede (2015) developed the 
Uncertainty Avoidance Index (UAI) with a range between 
lower (toward 0) and higher (toward 100) extent of uncer-
tainty avoidance. Based on this index, we measured 
uncertainty avoidance (M = 56.73; SD = 23.947) on an 
ordinal scale, with Denmark having the lowest extent of 
uncertainty avoidance and Poland the highest: Denmark 
(UAI = 23), Sweden (UAI = 29), the UK (UAI = 35), Ire-
land (UAI = 35), Germany (UAI = 65), Austria (UAI = 70), 
Czech Republic (UAI = 74), Italy (UAI = 75), France 
(UAI = 86) and Poland (UAI = 93).

4.2.2 � Mediator variables

People’s perceptions of AI risks were measured using three 
items: lack of accountability, lack of responsibility, and 
discrimination. In wave 92.3 of the Eurobarometer survey, 
these risks were queried as follows: “Which statements 
below, if any, would you select to finish the statement: You 
are concerned that the use of Artificial Intelligence could 
lead to …”. In the case of a lack of accountability, the fol-
lowing option was given: “… situations where there is 
nobody to complain to in case of problems” (yes = 1; no = 0; 
yes = 39.34%); in the case of a lack of responsibility, the fol-
lowing option was given: “… situations where it is unclear 
who is responsible, for example in case of accidents caused 
by self-driving cars” (yes = 1; no = 0; yes = 50,40%); in the 
case of discrimination, the following option was given: “… 
discrimination in terms of age, gender, race or nationality, 
for example in taking decisions on recruitment, creditworthi-
ness, etc.” (yes = 1; no = 0; yes = 44,14%).

4.2.3 � Dependent variables

People’s preferences for government regulation or indus-
try self-regulation of AI were queried in wave 92.3 of 
the Eurobarometer survey using the following question: 
“Which statement below do you agree most to finish the 
statement: To ensure that Artificial Intelligence applications 
are developed in an ethical manner …”. In the case of gov-
ernment regulation of AI, the following option was given: 
“… public policy intervention is needed” (yes = 1; no = 0; 
yes = 58,41%); in the case of industry self-regulation of AI, 
the following option was given: “… industry providers of 
Artificial Intelligence can deal with these issues themselves” 
(yes = 1; no = 0; yes = 17,71%).

4.2.4 � Control variables

As news may shape people’s perceptions of AI risks and 
consequently their preferences for AI regulation (Diakopou-
los 2019), we controlled for the media system of the investi-
gated countries at the macro level following the approach by 
Hallin and Mancini (2004). The sample includes countries 
with a democratic corporatist media system, namely Aus-
tria and Germany (yes = 1; no = 0; yes = 21,66%) as well as 
Denmark and Sweden (yes = 1; no = 0; yes = 23,13%); Ire-
land and the UK (yes = 1; no = 0; yes = 18,92%) are countries 
with a liberal media system, and Italy and France (yes = 1; 
no = 0; yes = 17,71%) are countries with a polarized pluralist 
media system. Furthermore, the Czech Republic and Poland 
(yes = 1; no = 0; yes = 18,59%) belong to a central cluster 
within Eastern European media systems with high media 
ownership concentration, strong public service media, and 
low foreign ownership (Castro Herrero et al. 2017). For the 
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statistical analyses, we used these two countries as the refer-
ence group.

At the micro level, we controlled for gender (1 = male; 
0 = female; male = 49,39%), age (M = 51,08; SD = 17,99), 
education (0 = no full-time education; 3 = more than 20 years 
or still studying; M = 2,41; SD = 0,79), political ideology 
(1 = left; 9 = right; M = 5,18; SD = 2,09), and internet use 
(1 = never/no access; 6 = everyday/almost everyday; M = 5,2; 
SD = 1,63).

The descriptive statistics are summarized in Table 1. The 
bivariate correlations are presented in Table 2.

4.3 � Data analysis

To answer our overall research question, we performed medi-
ation analyses based on the approach introduced by Baron 
and Kenny (1986). Initially, the authors suggested sequen-
tially verifying four conditions: first, the independent and 
dependent variables (c-paths) must be significantly related; 
second, the independent and mediator variables (a-paths) 
must be significantly related; third, the mediator and depend-
ent variables (b-paths) must be significantly related (when 
controlling for the independent variable); fourth, the rela-
tionship between the independent and dependent variables 
must be significantly reduced when controlling the effect of 
the mediator variable (c’-paths).

However, since Baron and Kenny (1986) introduced the 
four-step approach, many scholars–among them, Kenny 
(2008)—have argued that only the second and third condi-
tions are essential, i.e., mediation can occur even though the 
first and fourth conditions are not met (Pardo and Tabanera 
2013). We follow this notion in our analysis but also report 

the other paths of the four-step approach. As this study’s 
mediator and dependent variables have nominal scales, we 
tested the conditions using logistic regressions in SPSS. The 
dataset analyzed in this study can be obtained from the cor-
responding author upon request.

5 � Findings

5.1 � Logistic regressions: a‑paths

Regarding RQ1, the findings show that uncertainty avoid-
ance is significantly and positively related to the perceived 
AI risk of a lack of accountability (B = 0.015**) and the 
perceived AI risk of a lack of responsibility (B = 0.010*) but 
not to the perceived AI risk of discrimination (see Table 3). 
This indicates that respondents in a national culture with 
higher levels of uncertainty avoidance are more likely to 
perceive AI risks regarding a lack of accountability and a 
lack of responsibility.

5.2 � Logistic regressions: b‑paths

Regarding RQ2, the findings show that all three perceived AI 
risks are significantly and positively related to a preference 
for government regulation of AI, namely lack of accountabil-
ity (B = 0.319***), lack of responsibility (B = 0.326***), and 
discrimination (B = 0.736***) (see Table 4). This indicates 
that respondents’ perceptions of all three types of AI risks 
positively affect their preferences for the government to take 
on AI regulation.

Table 1   Descriptive statistics

N = 7.855

M SD %

Uncertainty avoidance (ordinal scale) 56,73 23,947
Perceived AI risks: lack of accountability (1 = yes; 0 = no) 39,338
Perceived AI risks: lack of responsibility (1 = yes; 0 = no) 50,401
Perceived AI risks: discrimination (1 = yes; 0 = no) 44,137
Preferences: government regulation of AI (1 = yes; 0 = no) 58,409
Preferences: industry self-regulation of AI (1 = yes; 0 = no) 17,708
Democratic corporatist media system (Austria and Germany) (1 = yes; 0 = no) 21,655
Democratic corporatist media system (Denmark and Sweden) (1 = yes; 0 = no) 23,132
Liberal media system (1 = yes; 0 = no) 18,918
Polarized pluralist media system (1 = yes; 0 = no) 17,708
Eastern European media system (1 = yes; 0 = no) 18,587
Gender (1 = male; 0 = female) 49,395
Age (metrical scale) 51,08 17,955
Education (ordinal scale) 2,41 0,795
Political ideology (ordinal scale) 5,18 2,087
Internet use (ordinal scale) 5,20 1,632
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Regarding RQ3, the findings show that all three per-
ceived AI risks are also significantly related to a pref-
erence for industry self-regulation of AI. However, the 
perceived lack of accountability (B =  − 0.263***) and 
discrimination (B =  − 0.163**) are negatively related, 
while the perceived lack of responsibility (B = 0.358***) 
is positively related (see Table 5). This indicates that if 
respondents fear a lack of responsibility, they are more 
likely to accept industry self-regulation of AI. However, 
if respondents fear a lack of accountability or discrimina-
tion, they are more likely to disapprove of industry self-
regulation of AI.

5.3 � Logistic regressions: c’‑paths

Moreover, as Table 4 further indicates, uncertainty avoid-
ance is not significantly related to a preference for gov-
ernment regulation of AI when controlling for the per-
ceived AI risks, namely lack of accountability, lack of 
responsibility, and discrimination. However, as Table 5 
further shows, uncertainty avoidance is significantly 
related to a preference for industry self-regulation of AI 
when controlling for the perceived AI risks, namely lack 
of accountability (B = 0.017**), lack of responsibility 
(B = 0.015**), and discrimination (B = 0.016**).

5.4 � Logistic regressions: c‑paths

Finally, as Table 6 indicates, uncertainty avoidance is not 
significantly related to a preference for government regula-
tion of AI. However, as Table 7 shows, uncertainty avoid-
ance is significantly and positively related to a preference for 
industry self-regulation of AI (B = 0.016**).

6 � Discussion

AI is integrated into crucial decision-making processes in 
key areas of society (Greene et al. 2019), influencing peo-
ple’s lives in various ways. While AI offers opportunities, it 
is also associated with risks (Buhmann and Fieseler 2023; 
Diakopoulos 2019; Foffano et al. 2023; Schepman and Rod-
way 2020; Sindermann et al. 2021). This has sparked debates 
regarding how AI should be regulated, whether through 
government regulation or industry self-regulation (Ferretti 
2022).

In this context, international-comparative research on 
people’s preferences for AI regulation remains scarce (Kies-
lich et al. 2022), which is surprising as research suggests 
that national cultures, especially the cultural dimension of 
uncertainty avoidance, potentially affect people’s regula-
tory preferences (Eitle and Buxmann 2020). Against this 

Table 3   Logistic regressions—relationships between uncertainty avoidance and AI risk perceptions (a-paths)

N = 7.855

Perceived AI risks: lack of account-
ability

Perceived AI risks: lack of respon-
sibility

Perceived AI risks: discrimination

B Odds ratio B Odds ratio B Odds ratio

Uncertainty avoidance 0,015** 1,015 0,010* 1,010  − 0,002 0,998
Democratic corporatist 

media system (Austria 
and Germany)

0,140 1,150 0,227* 1,255 0,202* 1,223

Democratic corporatist 
media system (Den-
mark and Sweden)

1,008*** 2,741 0,295 1,343  − 0,051 0,951

Liberal media system 0,620** 1,859 0,512* 1,668 0,276 1,318
Polarized pluralist media 

system
0,568*** 1,765  − 0,386*** 0,680 0,306*** 1,357

Gender  − 0,021 0,979 0,039 1,040 0,004 1,004
Age 0,006*** 1,006  − 0,005*** 0,995 0,007*** 1,007
Education  − 0,022 0,978  − 0,043 0,958 0,123*** 1,131
Political ideology 0,027* 1,027 0,022* 1,022  − 0,065*** 0,937
Internet use 0,063*** 1,065 0,018 1,018 0,083*** 1,087
Constant  − 2,475*** 0,084  − 0,575 0,563  − 1,003* 0,367

X2 = 140,825; df = 10; p < 0,001 X2 = 104,970; df = 10; p < 0,001 X2 = 127,477; df = 10; p < 0,001
Nagelkerke R2 = 0,024 Nagelkerke R2 = 0,018 Nagelkerke R2 = 0,022
Log-likelihood = 10,388,583 Log-likelihood = 10,783,867 Log-likelihood = 10,653,629
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background, this study investigated how uncertainty avoid-
ance, people’s AI risk perceptions, and their preferences for 
AI regulation are related.

As Fig. 2 summarizes, uncertainty avoidance is indirectly 
related to people’s preferences for government regulation 
of AI in two ways. Here, the second and third conditions 
of mediation are met (Pardo and Tabanera 2013). First, 
the higher the level of uncertainty avoidance in a country, 
the more likely people in such a country perceive a lack of 
accountability as an AI risk. This, in turn, increases their 
preferences for government regulation of AI. Second, the 
higher the level of uncertainty avoidance in a country, the 
more likely people in such a country perceive a lack of 
responsibility as an AI risk. This, in turn, also increases their 
preferences for government regulation of AI.

As Fig. 3 summarizes, uncertainty avoidance is also 
indirectly related to people’s preferences for industry self-
regulation of AI in two ways. Here, the second and third 
conditions of mediation are also met (Pardo and Tabanera 
2013). First, the higher the level of uncertainty avoidance in 
a country, the more likely people in such a country perceive 

a lack of accountability as an AI risk. This, in turn, decreases 
their preferences for industry self-regulation of AI. Second, 
the higher the level of uncertainty avoidance in a country, 
the more likely people in such a country perceive a lack of 
responsibility as an AI risk. This, in turn, increases their 
preferences for industry self-regulation of AI.

In sum, the findings show that, in European countries 
that score higher on uncertainty avoidance, people are more 
likely to perceive AI risks regarding a lack of responsibility 
(i.e., situations where it is unclear who is responsible for 
AI-related actions). To mitigate such responsibility-related 
risks, both government regulation and industry self-regu-
lation of AI are considered viable solutions. Moreover, in 
European countries with higher uncertainty avoidance, peo-
ple are also more likely to perceive AI risks regarding a lack 
of accountability (i.e., situations where there is nobody to 
address in case of problems caused by AI-related actions). 
To mitigate accountability-related risks, only government 
regulation is considered a viable option.

These results suggest that uncertainty avoidance as a 
cultural predisposition evokes AI-related concerns among 

Table 4   Logistic regressions—relationships between AI risk perceptions and preferences for government regulation of AI (b- and c’-paths)

N = 7.855

Preferences: regulation of AI Preferences: regulation of AI Preferences: regulation of AI

B Odds ratio B Odds ratio B Odds ratio

Perceived AI risks: lack 
of accountability

0,319*** 1,376

Perceived AI risks: lack 
of responsibility

0,326*** 1,385

Perceived AI risks: dis-
crimination

0,736*** 2,088

Uncertainty avoidance 
(c’-paths)

 − 0,002 0,998  − 0,001 0,999 0,000 1,000

Democratic corporatist 
media system (Austria 
and Germany)

0,630*** 1,878 0,625*** 1,868 0,627*** 1,873

Democratic corporatist 
media system (Den-
mark and Sweden)

0,825** 2,281 0,883** 2,418 0,951** 2,589

Liberal media system 0,789** 2,202 0,799** 2,223 0,822** 2,276
Polarized pluralist media 

system
0,865*** 2,375 0,940*** 2,56 0,878*** 2,407

Gender 0,157** 1,170 0,152** 1,164 0,158** 1,171
Age 0,015*** 1,015 0,016*** 1,016 0,014*** 1,015
Education 0,239*** 1,269 0,241*** 1,272 0,220*** 1,247
Political ideology  − 0,045*** 0,956  − 0,045*** 0,956  − 0,032** 0,968
Internet use 0,099*** 1,104 0,102*** 1,107 0,092*** 1,096
Constant  − 1,990*** 0,137  − 2,142*** 0,117  − 2,285*** 0,102

X2 = 544,882; df = 11; p < 0,001 X2 = 549,281; df = 11; p < 0,001 X2 = 732,869; df = 11; p < 0,001
Nagelkerke R2 = 0,090 Nagelkerke R2 = 0,091 Nagelkerke R2 = 0,120
Log-Likelihood = 10,121,245 Log-Likelihood = 10,116,845 Log-Likelihood = 9933,258
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Table 5   Logistic regressions—relationships between AI risk perceptions and preferences for industry self-regulation of AI (b- and c’-paths)

N = 7.855

Preferences: self-regulation of AI Preferences: self-regulation of AI Preferences: self-regulation of AI

B Odds ratio B Odds ratio B Odds ratio

Perceived AI risks: lack 
of accountability

 − 0,263*** 0,769

Perceived AI risks: lack 
of responsibility

0,358*** 1,430

Perceived AI risks: dis-
crimination

 − 0,163** 0,85

Uncertainty avoidance 
(c’-paths)

0,017** 1,017 0,015** 1,015 0,016** 1,016

Democratic corporatist 
media system (Austria 
and Germany)

 − 0,058 0,944  − 0,092 0,912  − 0,065 0,937

Democratic corporatist 
media system (Den-
mark and Sweden)

 − 0,145 0,865  − 0,251 0,778  − 0,225 0,799

Liberal media system 0,651* 1,918 0,552* 1,737 0,609* 1,838
Polarized pluralist media 

system
 − 0,446*** 0,640  − 0,452*** 0,636  − 0,472*** 0,624

Gender 0,058 1,060 0,054 1,056 0,059 1,061
Age  − 0,014*** 0,986  − 0,014*** 0,986  − 0,014*** 0,986
Education  − 0,101* 0,903  − 0,098* 0,907  − 0,097* 0,907
Political ideology 0,040** 1,041 0,036* 1,036 0,035* 1,036
Internet use 0,013 1,013 0,008 1,008 0,013 1,013
Constant  − 1,829*** 0,161  − 1,910*** 0,148  − 1,731** 0,177

X2 = 297,005; df = 11; p < 0,001 X2 = 314,247; df = 11; p < 0,001 X2 = 286,756; df = 11; p < 0,001
Nagelkerke R2 = 0,061 Nagelkerke R2 = 0,065 Nagelkerke R2 = 0,059
Log-Likelihood = 7038,683 Log-Likelihood = 7021,442 Log-Likelihood = 7048,933

Table 6   Logistic regression—
relationship between uncertainty 
avoidance and preferences for 
government regulation of AI 
(c-path)

N = 7.855

Preferences: regulation of AI

B Odds ratio

Uncertainty avoidance  − 0,001 0,999
Democratic corporatist media system (Austria 

and Germany)
0,639*** 1,894

Democratic corporatist media system (Den-
mark and Sweden)

0,898** 2,456

Liberal media system 0,833*** 2,301
Polarized pluralist media system 0,904*** 2,468
Gender 0,155** 1,167
Age 0,015*** 1,015
Education 0,236*** 1,266
Political ideology  − 0,043*** 0,958
Internet use 0,103*** 1,108
Constant  − 2,012*** 0,134

X2 = 502,748; df = 10; p < 0,001
Nagelkerke R2 = 0,083
Log-Likelihood = 10,163,378
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people regarding identifying and addressing responsible 
actors who should have control over AI processes and their 
outcomes. In cases where the general responsibility of actors 

plays a role—i.e., in situations where it is unclear who is 
responsible—both government and industry are seen as pos-
sible solution-finding regulatory authorities. However, when 

Table 7   Logistic regression—
relationship between uncertainty 
avoidance and preferences for 
industry self-regulation of AI 
(c-path)

N = 7.855

Preferences: self-regulation of AI

B Odds ratio

Uncertainty avoidance 0,016** 1,016
Democratic corporatist media system (Austria 

and Germany)
 − 0,068 0,934

Democratic corporatist media system (Den-
mark and Sweden)

 − 0,209 0,812

Liberal media system 0,609* 1,839
Polarized pluralist media system  − 0,483*** 0,617
Gender 0,059 1,061
Age  − 0,015*** 0,985
Education  − 0,101* 0,904
Political ideology 0,038* 1,038
Internet use 0,009 1,009
Constant  − 1,793*** 0,166

X2 = 279,749; df = 10; p < 0,001
Nagelkerke R2 = 0,058
Log-Likelihood = 7055,940

Fig. 2   Summary of the find-
ings—relationships between 
uncertainty avoidance, people’s 
perceived AI risks, and their 
preferences for government 
regulation of AI
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accountable entities need to be found—i.e., in situations where 
there is nobody to complain to in case of problems—the indus-
try is no longer considered a viable solution-finding option in 
countries that score higher on uncertainty avoidance. Instead, 
government regulation is desired. This also relates to the 
journalism sector, where, “typically”, the “editor-in-chief” is 
accountable for the implementation and outcome of journalis-
tic AI (Steering Committee on Media and Information Society 
of the Council of Europe 2023, p. 13).

These findings support previous research on the relation-
ship between uncertainty avoidance and the perceived risks 
of new technology engagement (Uğur 2017), including AI 
(Eitle and Buxmann 2020). Furthermore, these results show 
which regulatory preferences arise from such risk percep-
tions. Therefore, this study’s results are relevant to academic 
discussions on AI and provide concrete points of reference 
for political and economic AI practice.

7 � Conclusion

Our findings suggest that culture is a relevant factor that 
shapes people’s preferences for AI regulation. More specifi-
cally, the findings show that people in countries with higher 

levels of uncertainty avoidance are more likely to perceive 
AI risks in terms of a lack of accountability and responsibil-
ity. While people’s perceived AI risks of a lack of account-
ability exclusively drive their preferences for government 
regulation of AI, the perceived AI risks of a lack of responsi-
bility can foster people’s requests for government regulation 
and/or industry self-regulation. These findings contribute to 
a better understanding of which mechanisms shape people’s 
preferences regarding AI regulation (Eitle and Buxmann 
2020). These findings also provide possible explanations 
for why differences in national cultures may constrain the 
development of international public policy interventions, 
such as the EU AI Act, which underwent several years of 
negotiations among politicians who represented the cultur-
ally diverse EU member states (Novelli et al. 2024a, b).

The perceived “priority of government regulation over 
self-regulation” (Ferretti 2022, 239) in countries with higher 
levels of uncertainty avoidance could be explained by the 
advantages of public policy interventions and the disadvan-
tages of self-regulatory approaches. Government regulation 
might increase the scrutiny of AI applications and enhance 
responsible AI innovation and deployment (Buhmann and 
Fieseler 2023). Moreover, robust regulation by governmental 
actors such as the European Union (Krarup and Horst 2023; 

Fig. 3   Summary of the find-
ings—relationships between 
uncertainty avoidance, people’s 
perceived AI risks, and their 
preferences for industry self-
regulation of AI
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Novelli et al. 2024a, b) could shape global standards for AI 
ethics. Companies worldwide might align their AI develop-
ment and deployment with such regulations to ensure market 
access. However, such regulatory frameworks for AI must be 
flexible enough not to restrict AI innovation (Li et al. 2023; 
Morley et al. 2021). Instead, they should be adapted to the 
rapid technological advances in the field of AI (Hoffmann 
and Nurski 2021).

Conversely, self-regulation relies on the willingness of 
companies to cooperate, which can be limited by conflicting 
views about AI governance (Mökander and Floridi 2023) as 
well as conflicts of interest between commercial objectives 
and societal well-being (Lancaster et al. 2024). Since the 
impacts of AI technologies are international, industry self-
regulation without international governance, as for example 
by the EU with the EU AI Act, may lead to fragmented or 
inconsistent regulatory frameworks, hindering international 
standardization (Chinen 2023).

The limitations of this study point to possible directions 
for future research. While this study considered AI risks 
regarding a lack of accountability, a lack of responsibility, 
and discrimination, future research could investigate fur-
ther risks associated with AI and how they relate to peo-
ple’s regulatory preferences (Buhmann and Fieseler 2021). 
Moreover, future research could compare people’s regula-
tory preferences for specific AI domains such as govern-
ance, finance, healthcare, or journalism (Greene et al. 2019; 
Helberger and Diakopoulos 2023). Finally, while this study 
focused on European countries, future research could com-
pare countries in different global regions to investigate peo-
ple’s preferences regarding AI regulation.
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