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Abstract
The unwavering success of deep learning in the past decade led to the increasing preva-
lence of deep learning methods in various application fields. However, the downsides
of deep learning, most prominently its lack of trustworthiness, may not be compatible
with safety-critical or high-responsibility applications requiring stricter performance
guarantees. Recently, several instances of deep learning applications have been shown
to be subject to theoretical limitations of computability, undermining the feasibility
of performance guarantees when employed on real-world computers. We extend the
findings by studying computability in the deep learning framework from two perspec-
tives: From an application viewpoint in the context of classification problems and a
general limitation viewpoint in the context of training neural networks. In particular,
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we show restrictions on the algorithmic solvability of classification problems that also
render the algorithmic detection of failure in computations in a general setting infeasi-
ble. Subsequently, we prove algorithmic limitations in training deep neural networks
even in cases where the underlying problem is well-behaved. Finally, we end with a
positive observation, showing that in quantized versions of classification and deep net-
work training, computability restrictions do not arise or can be overcome to a certain
degree.

Keywords Computability · Deep learning · Classification · Approximation theory ·
Quantization · Decision problems

Mathematics Subject Classification 68T07 · 68T05 · 03D80 · 65D15

1 Introduction

With the advent of deep learning [58, 59, 65, 66] a new machine learning approach
materialized that provides state-of-the-art results in various tasks. The performance
of deep neural networks makes them the go-to strategy to tackle a multitude of prob-
lems in relevant applications such as image classification, speech recognition, and
game intelligence, as well as more recent developments such as image and sound
synthesis, chat tools, and protein structure prediction, to name a few [1, 36, 49, 53,
57, 76, 79]. Although a wide range of literature supports the power of deep learning,
such as the well-known Universal Approximation Theorems [33, 41, 50], its univer-
sality and success still lack theoretical underpinning. Moreover, despite its impressive
performance deep learning typically comes at the cost of black-box behavior and non-
interpretability, as well as instability, non-robustness, and susceptibility to adversarial
manipulation [2, 3, 5, 25, 45, 48, 56, 73, 77, 87].

In certain applications, the highlighted drawbacks, informally summarized by a lack
of trustworthiness [20, 39], are tolerable or even avoidable by a human-in-the-loop
approach [84]. However, increasing the autonomy of deep learning systems without
impairing their trustworthiness poses a great challenge, especially in safety-critical
or high-responsibility tasks—a prime example being autonomous driving [61, 68]
and autonomous agents in general [81]. Moreover, regulators have begun to set forth
guidelines, most prominently the European AI Act [42], to mitigate unforeseen and
undesired effects of deep learning by stressing the importance of trustworthiness via
principles such as transparency, accountability, and right to explanation [37, 38].
Therefore, it is crucial for forthcoming deep learning methods to tackle and alle-
viate the lack of trustworthiness. To that end, we first need to understand whether or
to what degree trustworthiness can be realized, e.g., is it feasible to ask for ’hard’
performance guarantees or verifiably correct results? We study this question from
the viewpoint of algorithmic computations with correctness guarantees and analyze
whether trustworthiness can be established from a mathematical perspective.
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1.1 Algorithmic Computability

Computability theory aims to mathematically model computation and answer ques-
tions about the algorithmic solvability and complexity of given problems. The most
commonly studied model of computation is the Turing machine [78], which is an ide-
alized version of real-world digital hardware neglecting time and space constraints.
We distinguish between two different modes of computations-problems on continuous
and discrete domains. The former typically represents an idealized scenario whereas
the latter treats a setting closer to the actual realization of digital hardware.

1.1.1 Computability on Continuous Domains

In recent years, there has been an increased interest in the computability of continu-
ous problems, studying the capabilities of inherently discrete digital computers when
employed in the real domain. For instance, complex real-world problems—a typical
application scenario for deep learning techniques due to their increasing capabilities—
may be represented by a model with continuous state and parameter space despite the
eventual implementation on digital hardware. However, some results indicate a non-
conformity between these two realms, and limitations of two types can be identified:
By Type 1 failure of computability we refer to the situation where the problem in
question cannot be algorithmically solved with performance guarantees, i.e., the com-
puted output comes without error bounds specifying the distance to the true solution,
leaving room for potential failure. This has been found in diverse settings including
inverse problems, optimization, information and communication theory, and financial
mathematics [7, 15, 17–19, 24, 60]. On the other hand, in Type 2 failure a computable
solver (with performance guarantees) may exist, but we cannot algorithmically learn
it from data. There have not been many results in this direction, but it has been shown
to occur in the context of inverse problems [29] and simple neural networks [60].

1.1.2 Quantization

While modeling problems abstractly in a framework of real numbers certainly has
benefits, in many applications access to real-valued data and parameters with unlim-
ited precision is unrealistic since physical measurements generally guarantee only
some bounded accuracy. For these reasons, problems can be described by discretized
models. A typical approach in practice is to perform real-valued computation under
quantization, i.e., associating continuous ranges with a discrete set of values [6, 46,
52, 75]. For instance, quantized deep learning has been a topic of interest, comparing
its theoretical and practical capabilities to non-quantized deep learning [64, 85]. Nat-
urally, the question arises of how these quantization techniques affect the properties
of algorithmic computations, including the limitations of computability on continuous
domains. Hereby, the key property of quantization techniques and the resultingmodels
is their amenability to classical computing theory (based on exact binary representa-
tions).
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1.2 Our Contributions

This paper aims to extend the theory of computability in deep learning and highlight
the importance of ground truth descriptions in questions of computability by providing
insights from two perspectives.

• We analyze the field of classification tasks, an instance of a classic applica-
tion field for deep learning, from the computability viewpoint and highlight in
Propositions 3.3 and 3.5 that the computability of a classifier is equivalent to the
semi-decidability of its classes. Since only specific real sets are semi-decidable,
classification on the real domain is typically not algorithmically solvable, i.e., Type
1 failure of computability arises. This emphasizes the importance of studying the
computability of a specific problem independent of the employed solution strat-
egy: If a tackled problem has computability restrictions, one can not expect to
circumvent them with a deep learning approach.

• Furthermore, we study the computable realizability of training neural networks,
askingwhether a function representable by a neural network can be exactly learned
fromdata. Regarded as a parametricmodel, one key issue in deep learning is identi-
fying suitable parameters, i.e., finding an appropriate deep learningmodel, to solve
a given task. This search process—the so-called learning or training—is typically
based on data samples and constitutes the main obstacle in successfully employing
deep learning. Theorem 3.7 shows that no general learning algorithm applicable
to all (real-valued) networks exists implying that Type 2 failure is unavoidable in
this scenario, i.e., providing general performance guarantees is not feasible for the
derived solver.

• We also consider strategies for coping with the introduced failures. We show it
is impossible to predict when an algorithmic approximation of a non-computable
problemwill fail in Proposition 4.1 andCorollary 4.3.On the other hand, Theorems
4.4 and 4.5 indicate that computability limitations in the context of learning can
be avoided by relaxing exactness requirements on the learned network.

• Finally—and perhaps most importantly—we show in Theorems 4.8 and 4.9 and
Proposition 4.11 that when considering quantized versions of the previous settings,
issues of non-computability do not arise. Proposition 4.12 provides a word of
caution, stating that the quantization function itself is non-computable—we cannot
algorithmically determine which quantized values faithfully represent the original
(real-valued) problem.

Non-computability should not be understood as undermining the power of deep
learning, which has been consistently demonstrated. Rather it provides a different
perspective on fundamental problems bringing us closer to trustworthy deep learn-
ing methods in major applications such as autonomous decision-making and critical
infrastructure. In this theme, we also discuss connections to autonomous agents and
their ability to ask for human intervention to avoid failure. In particular, our non-
computability results indicate that theoretical correctness guarantees typically cannot
be provided in digital hardware computations of continuous problems, including deep
learning, and that automated detection of these limitations can not be algorithmi-
cally guaranteed. However, our positive findings demonstrate that in certain specific
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settings—primarily, if the problem domain does not reside in a continuous but discrete
domain—correctness guarantees and trustworthiness can be established for deep learn-
ing algorithms in the digital computing framework.Hence, the ground truth description
of problems has a decisive influence on the feasible performance guarantees.

1.3 RelatedWork

‘Hardness’ results in neural network training have a long tradition going back to the
90s [14, 80], where it was already shown that the training process can be NP-complete
for certain architectures. The learning of existing neural networks has also been stud-
ied in [12], where difficulties in the form of an explosion of required sample size were
shown, rather than algorithmic intractability. Similar results concerning the sample
complexity were established in the framework of statistical query algorithms in [26].
The infeasibility of algorithmically learning an existing computable neural network
(Type 2 failure) in a continuous setting has been shown for the specific context of
inverse problems in [29] and classification problems in [8]. Furthermore, [60] showed
that no algorithmcan reachnear-optimal training loss on all possible datasets for simple
neural networks. Further properties of deep learning from the computability perspec-
tive concerning adversarial attacks, implicit regularization, hardness of approximation,
and reasoning were studied in [8, 10, 43, 83].

Obtaining guarantees for successfully accomplishing a computation is not restricted
to deep learning and training. The need to understand if an algorithmicmethod behaves
in an intended manner to establish trustworthiness is a well-established concept. Clas-
sical automated verification tools range from testing, i.e., trying to falsify a system
on specific instances, to model checking, i.e., aiming to verify the model of a system
against its formal specification [28]. Testing is also the commonly employed approach
in deep learning, however, it is by design unable to establish global guarantees and
thereby increase trustworthiness. Therefore, interpretabilitymethods, which shed light
on the inner workings of deep learning by trying to explain the decision-making of
neural networks, have been proposed as a strategy to establish more trustworthy meth-
ods [54, 69, 73]. The most rigorous approach relies on verifying the accuracy and
correctness of deep learning methods without explicitly tracing internal computations
[13, 55, 67, 86]. However, the findings in [9, 20] indicate that certifying the accuracy
and robustness of deep learning in the computability framework is challenging if at
all possible—similar to the classical model checking strategies.

Exit flags provide a middle ground (between testing and verification) by indicating
(potentially) incorrect outputs of a computation given the input instance. However, it
was already observed that for optimization problems correct exit flag routines can not
exist in general [7]. In contrast, [32] analyzed the feasibility of verification methods
in a classification setting (on real numbers) and came to a positive conclusion. The
difference to our negative result in the same setting is explained by the underlying
approach, i.e., in [32] the question is posed whether formal verification systems can
be implemented given a computable classification setting. We contrast this view by
highlighting that this ideal scenario may not always be achievable. Additionally, we
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also want to mention a different perspective on classification problems in [62], where
a measure describing the stability of a classification function is presented and studied.

1.4 Outline

In Sect. 2, we introduce the applied formalisms, including computability theory and
neural networks as the main workhorse of deep learning. We present our main results
concerningType 1 andType 2 failure of computability in Sect. 3.We conclude in Sect. 4
by studying strategies to cope with computability failures, whereby quantization is a
main theme. The proofs of the theorems are provided in Appendix B.

2 Notation and Definitions

We first introduce some basic concepts and notation used in the following.

2.1 Computability of Real Functions

We begin by reviewing definitions from real-valued computability theory necessary
for our analysis. For a more comprehensive overview, see, for instance, [4, 72, 82].
We also omit elementary topics of computability theory such as recursive functions
and Turing machines. Here we refer the reader to [30].

Previous results in applied computability on the real domain introduce many dif-
ferent, although partly equivalent, versions of computation and computability. The
general paradigmdescribing digital computation on real numbers introduced byTuring
himself [78] is based on the transformation of sequences approximating real numbers
with arbitrary precision. It provides the tools to study the capabilities and limitations
of perfect digital computing.

Definition 2.1 We define the following notions of computability:

• A sequence of rational numbers (qk)∞k=1 inQ is computable if there exist recursive
functions a, b, s : N → N such that

qk = (−1)s(k)
a(k)

b(k)
.

• A rational sequence (qk)∞k=1 converges effectively to x ∈ R, if there exists a
recursive function e : N → N such that for all k0 ∈ N and all k ≥ e(k0)

|x − qk | ≤ 1

2k0
.

• A real number x ∈ R is computable if there exists a computable rational sequence
(qk)∞k=1 converging effectively to x . Such a sequence is called a representation (or
a rapidly converging Cauchy name) of x . We denote the set of all computable reals
by Rc.
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• A real vector x ∈ Rd is computable if all of its components are computable
numbers, that is, x = (x1, . . . , xd)� for x1, . . . , xd ∈ Rc We denote the set of all
computable real vectors by Rd

c .
• A real sequence (xk)∞k=1 in R is computable if there exists a computable double-
indexed rational sequence (qk,�)∞k,�=1 such that, for some recursive function e :
N × N → N and all k, �0 ∈ N and � ≥ e(k, �0), we have

∣
∣xk − qk,�

∣
∣ ≤ 1

2�0
.

Remark 2.2 All previous definitions can be extended to Rd and Rd
c with d > 1 by

requiring that each (one-dimensional) component or component-wise sequence is
computable, respectively.

Out of the various definitions of a computable real function (see [4, Appendix
2.9] for an overview) we introduce two. Borel–Turing computability can be seen
as the standard intuitive notion of computation, i.e., an algorithm approximating a
given function to any desired accuracy exists. On the other hand, Banach–Mazur
computability is the weakest common definition of computability meaning that a
function is not computable in any usual sense if it is not Banach-Mazur computable.

Definition 2.3 Given D ⊂ Rd , a function f : D → Rm
c is

• Borel-Turing computable if there exists a Turing machine M such that, for all
x ∈ D ∩ Rd

c and all representations (qk)
∞
k=1 of x, the sequence (M(qk))

∞
k=1 is a

representation of f (x);
• Banach-Mazur computable if for all computable sequences (xk)∞n=1 in D∩Rd

c the
sequence ( f (xk))∞k=1 is also computable.

Remark 2.4 For a Borel–Turing computable function, there exists a Turing machine
taking a sequence of increasingly precise approximations of the input and producing
increasingly accurate approximations of the output, whereas, a Banach-Mazur com-
putable function only guarantees that it preserves the computability of real sequences.
However, it is well known that all Borel-Turing computable functions are alsoBanach–
Mazur computable, and computable functions in either sense are continuous—that is,
continuous on Rc with the inherited topology [4]. For simplicity, we often refer to
“computable” functions rather than “Borel-Turing computable”, as this is our frame-
work’s standard version of computability. We explicitly specify whenever we apply
the notion of Banach-Mazur computability.

The main theme of this paper revolves around the failure of algorithmic computations
studied from the perspective of computability. In particular, we ask in what circum-
stances failures arise, and under what additional conditions they potentially can be
avoided. Thereby, we associate in the real domain the more intuitive term “algorithm”
with “Borel–Turing computable function” andwe distinguish two cases of algorithmic
failure:

• We say that a problem suffers from Type 1 failure of computability if it has no
computable solver, that is, for any algorithm there exists an instance of the problem
to which the algorithm is not guaranteed to provide a correct solution.
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• A problem is subject to Type 2 failure of computability if a solver cannot be
algorithmically found based on data, that is, for any learning algorithm � there
exists a problem instance s such that for any dataset X the output �(X ) of the
algorithm is not guaranteed to be a correct solver of s.

Note that Type 1 as a special case of Type 2 failure is more fundamental since a
(computable) solution cannot be learned from data if it does not exist. However, we
show in Subsection 3.2 that instances of Type 2 free of Type 1 failure exist in the
context of training neural networks.

2.2 Neural Networks

In this paper, we restrict our attention to feedforward neural networks. For addi-
tional background on (deep) neural networks theory—usually referred to as deep
learning—we point to [44]. We characterize neural networks by their structure, coined
architecture, and the associated sequence of their parameters, i.e., theirweightmatrices
and bias vectors.

Definition 2.5 Given L ∈ N, an architecture of depth L is a vector S :=
(N0, N1, . . . , NL−1, NL) ∈ NL+1. A neural network with architecture S is a sequence
of pairs of weight matrices and bias vectors ((A�, b�))

L
�=1 such that A� ∈ RN�×N�−1

and b� ∈ RN� for all � = 1, . . . , L . We denote the set of neural networks with
architecture S by NN (S) and the total number of parameters in the architecture by
N (S) := ∑L

�=1(N�N�−1 + N�).

Remark 2.6 Typically, we consider bL := 0 and denote the input dimension N0 := d.
Also, throughout this paper,we focus on the case NL = 1 for simplicity of presentation,
even though the results can be reformulated for the general case.

The architecture and the parameter then induce the network’s input–output function,
the so-called realization.

Definition 2.7 For� ∈ NN (S), D ⊂ RN0 , and σ : R → R denote by RD
σ (�) : D →

RNL the realization of the neural network � with activation σ and domain D, that is,

RD
σ (�) := TL ◦ σ ◦ · · · ◦ σ ◦ T1|D,

where � = ((A�, b�))
L
�=1 and T�(x) := A�x + b�, � = 1, . . . , L .

Parameters of neural networks are almost always the result of a learning algorithm.
Let us briefly recapitulate the learning process since it pertains to our discussion
on computability. A learning algorithm receives as input a dataset of sample pairs
(xi , yi )

n
i=1, which are usually sampled from some underlying target function f , that

is, f (xi ) = yi , and aims to find a function f̂ approximating f . In deep learning, we
typically take f̂ := RD

σ (�) for some neural network � with a fixed architecture S.
The algorithm initializes the network with typically random parameters, followed by
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an iterative optimization on a loss function L : NN (S) × (

RN0 × RNL
)n → R. A

popular choice is the mean square error

L(�, x1, y1, . . . , xn, yn) := 1

n

n
∑

i=1

∥
∥
∥RD

σ (�)(xi ) − yi
∥
∥
∥

2
,

where ‖·‖ indicates the Euclidean norm throughout the paper. Note that there exists
a homeomorphism between neural networks with architecture S and their parame-
ter space RN (S), that is, NN (S) ≈ RN (S). Thus we view the learning algorithm as
a computable function � : R

n(N0+NL )
c → R

N (S)
c , which receives a set of samples

(xi , yi )
n
i=1 and returns weights and biases of the optimized network. More precisely,

given rational sequences representing the real data the algorithm produces a sequence
representing weights and biases. Therefore, the parameters of the resulting neural
network will be computable numbers. To distinguish between networks with real
and computable parameters, we introduce the notation NNc(S) for the set of neu-
ral networks with architecture S and parameters in Rc. Again, we can establish a
homeomorphism between neural networks NNc(S) and their parameters RN (S)

c with
the inherited topology. An important property of any network in NNc(S) is that its
realization is a computable function provided that the applied activation function is
computable.

Finally, for ease of presentation of our analysis concerning Type 2 failure of neural
networks, we apply the following concise form to describe sampled data sets.

Definition 2.8 Given n ∈ N, D ⊂ Rd and f : D → Rm , we denote by Dn
f ,D the set

of all datasets of size n generated from f on the input domain D, that is,

Dn
f ,D :=

{

(xi , f (xi ))ni=1 ∈ (Rd × Rm)n | xi ∈ D, i = 1, . . . , n
}

.

For a neural network � ∈ NN (S) with activation σ we denote for short Dn
�,D :=

Dn
RD

σ (�)|D,D
.

3 Computability Limitations

Our first goal is to study and, in fact, establish Type 1 and Type 2 failure for general
problem descriptions, namely in classification and learning. Subsequently, we will
analyze approaches to cope and ideally lessen the derived failures without compro-
mising the generality of the considered problems. The two settings are chosen because
of their importance in deep learning: Classification is one of the main objectives tack-
led by deep learning, whereas learning is one key component of the method. Having
reliable, flexible, and universal learning algorithms hugely benefits the applicability of
deep learning in various fields. Thus, classification and learning are suitable choices
to highlight the consequences of computability failures.
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3.1 Type 1 Failure in Classification

A classification problem is modeled by a function

f : D → {1, . . . ,C}, D ⊂ Rd , C ∈ N,

that assigns each input x ∈ D a corresponding class c ∈ {1, . . . ,C}. A typical
example is image classification where the input domain D is for instance given by
D = [0, 255]h×w with [0, 255] and h, w ∈ N encoding color and size (height and
width) of an image, respectively. The range [0, 255] may also be quantized to obtain a
discrete input domain {0, . . . , 255}h×w—a setting studied in Subsection 4.2 to assess
the impact of the input domain on computability properties.

As described in Subsection 2.2, the goal of deep learning is to learn a function
f̂ : D ∩ Rd

c → {1, . . . ,C} based on samples (xi , f (xi ))ni=1 in D × {1, . . . ,C}
such that f̂ is close to f with respect to a suitable metric. Hence, a crucial question is
whether f̂ can be obtained from an algorithmic computation given a specific closeness
condition. Equivalently, this question can be expressed in terms of (semi-)decidability
on the input domain of f in Rd if f̂ is expected to exactly emulate f , i.e., f̂ = f |Rd

c
.

Definition 3.1 A set A ⊂ D ∩ Rd
c is

• decidable in D, if its indicator function 1A : D ∩ Rd
c → Rc is computable;

• semi-decidable in D, if there exists a computable function f : D′ → Rc, D′ ⊂
D ∩ Rd

c , such that A ⊂ D′ and f = 1A|D′ .

Remark 3.2 The notion of (semi-)decidability can be formulated in terms of algorithms
as follows: A set A ⊂ D ∩ Rd

c

• is Borel–Turing decidable in D if there exists a Turing machine M correctly
determines, after finitely many steps, whether an input x ∈ D ∩ Rd

c belongs
to A or its complement D\A.

• is semi-decidable in D if there exists a Turing machine M correctly identifies all
x ∈ A in finite time but may run indefinitely for D \ A.

Recall that computable functions are necessarily continuous onRd
c . Since indicator

functions are discontinuous on Rd
c (excluding the trivial cases Rd

c and ∅), only sets
of the type Rd

c ∪ B, B ⊂ Rd \ Rd
c , are decidable in Rd . Therefore, decidability

in Rd is a very restrictive notion that typically will not be satisfied by a classifier f .
Regarding semi-decidability, the following equivalence is immediate and also provides
a necessary condition for learning a perfect emulator f̂ = f |Rd

c
since computability

is a prerequisite for learnability.

Proposition 3.3 For a domain D ⊂ Rd and a function f : D → {1, . . . ,C}, the
restriction f |Rd

c
is computable if and only if each set f −1(i), i = 1, . . . ,C, is semi-

decidable in D.

Remark 3.4 Note that semi-decidability in D of all sets f −1(i), i = 1, . . . ,C , implies
decidability in D of each of the sets. Therefore, for f to be computable, D has to have
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a specific structure. In particular, if D ∩ Rd
c is a connected set homeomorphic to Rd

c ,
e.g., D = (0, 1)d , then f is not computable unless it is constant on D∩Rd

c . However,
in this case, the classification problem is itself trivial. Thus, a necessary condition for
computability is that the sets f −1(i) are separated to a certain degree.

Example Asimple example for a computable classification problemwith disconnected
input domain is given by f : D → {1, 2} with f −1(1) = (0, 1), f −1(2) = (2, 3),
and D = f −1(1) ∪ f −1(2). Here, a simple check of whether a given input is smaller
or larger than 1.5 is sufficient to determine the associated class of the input.

Theseobservations canbe summarized in the following conclusion,where dist(A, B) =
infa∈A,b∈B ‖a − b‖ denotes the distance between sets A and B.

Proposition 3.5 If for a function f : D → {1, . . . ,C} there exist distinct i, j ∈
{1, . . . ,C} with dist( f −1(i), f −1( j)) = 0, then f |Rd

c
is not computable.

Remark 3.6 The results in Proposition 3.3 and 3.5 imply that Type 1 computabil-
ity failure is unavoidable in sufficiently general classification problems. Indeed, a
requested property in many applications is identifying inputs not associated with the
given classes. Instances that represent a new class, not determined beforehand, or erro-
neous/distorted instances that cannot be unequivocally assigned to the given classes
maybe part of the feasible input set. Formally,we can express this setting by a classifier

f̂ ′ : D′ → {1, . . . ,C + 1}, D ⊂ D′ ⊂ Rd ,

where D′ is connected, such that f̂ ′(x) = f (x) for x ∈ D and f̂ ′(x) = C + 1
otherwise. However, we immediately observe that f ′ is not computable and the desired
property cannot be achieved.

3.2 Type 2 Failure in Deep Learning

Going beyond the previous context of classification, our next step is to study whether
algorithmic solvability can be expected in the absence of Type 1 failure. We explore
this setting in the context of training in deep learning independently of a concrete
application and show that algorithmic solvability still can not be attained in general.
The following theorem states that for any learning algorithm, there exist functions
representable by computable neural networks (i.e., not suffering from Type 1 failure)
that the algorithm cannot learn from data. This implies that there is no universal
algorithm for training neural networks based ondata, evenwhen a correct (computable)
solving network exists, i.e., deep learning suffers from Type 2 failure of computability.
More precisely, for any learning algorithm�, there exists a computable neural network
� such that given any training data set generated from �, the algorithm � cannot
reconstruct any neural network with the same realization as �.

Theorem 3.7 Let σ : R → R be a Lipschitz continuous, but not affine linear activation
function, such that σ |Rc is Banach-Mazur computable. Consider an architecture S =
(d, N1, . . . , NL−1, 1) of depth L ≥ 2 with N1 ≥ 3, and let D ⊂ Rd

c be bounded with
a nonempty interior.
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For any ε > 0, n ∈ N, and any Banach-Mazur computable function � : (Rd
c ×

Rc)
n → R

N (S)
c there exists � ∈ NNc(S) such that for all X ∈ Dn

�,D and all

�′ ∈ NNc(S) satisfying RD
σ (�′) = RD

σ (�), we have

∥
∥�(X ) − �′∥∥

2 > ε. (1)

Remark 3.8 The assumption that σ is not affine linear excludes none of the commonly
used activations such as ReLU, tanh, or sigmoid. Only functions of the type σ(t) =
at +b are not permitted. Moreover, the computability assumption concerning σ is not
restrictive since it guarantees a computable realization, a prerequisite for subsequent
algorithmic evaluation in usage.

As a direct consequence, we cannot reconstruct the original input–output function.

Corollary 3.9 Under the assumptions of Theorem 3.7, there exists no Banach-Mazur
computable function� : (Rd

c×Rc)
n → R

N (S)
c for n ∈ N such that for all� ∈ NNc(S)

there exists a dataset X ∈ Dn
�,D satisfying

RD
σ (�(X )) = RD

σ (�).

Note that the lower bound on the distance in (1) in Theorem3.7 applies to the parameter
space, i.e., weight space, of neural networks. It is known that networks with weights
far apart can still represent functions close together [71]. Despite the failure of exact
reconstruction obtained in Corollary 3.9, a neural network with the same architecture,
which approximates the desired realization to an arbitrary degree, might still exist. We
will return to this observation in Subsection 4.1.3, where we consider strategies for
coping with non-computability by relaxing the exactness condition.

4 Strategies for Failure Circumvention

Can we overcome Type 1 and Type 2 limitations described in the previous section?
We analyze different approaches to either reformulate or relax the tackled problems
thus making them less amenable to computability failures. In particular, we explore
two strategies. First, we study the effect of incorporating a reasonable error mode
(depending on a given task) in the computation. Subsequently, we investigate the
impact of moving the problem from the real to a discrete space via quantization.

4.1 Error Control Strategies

The requirement of exact emulation f̂ = f |Rd
c
of a classification function f or exact

reconstruction of neural networks as analyzed in Sect. 3may be too strict. In a practical
setting, errors may be unavoidable or even acceptable to a certain degree. In particular,
approximation of f |Rd

c
via f̂ or reconstructing an approximate network based on an

appropriate metric is a simpler task than exact emulation or reconstruction, respec-
tively. However, in both cases, we certainly would like to have guarantees either in
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the form of a description of the inputs that lead to deviations from the ground truth or
via worst/average case error bounds. Whether and to what degree such guarantees are
achievable is the subject of the following analysis.

4.1.1 Computable Unpredictability of Correctness in Type 1 Failure

A key observation in classification was that Type 1 failure, i.e., the non-semi-
decidability of the classes, is closely associated with the decision boundaries of the
classes. Informally speaking, the semi-decidability of classes hinges on the ability to
algorithmically describe the decision boundary so that inputs on the decision boundary
can be properly classified. Therefore, identifying these critical inputs or indicating that
the computation for a given input may be inaccurate would certainly be beneficial. Is
it possible to implement this identification—the so-called exit flag—algorithmically?

To study the posed question we do not restrict ourselves to classification functions
but consider a slightly more general framework. We formalize the problem for general
real-valued functions f : D → R, D ⊂ Rd . Assume we are given a computable
function f̂ : Dc → Rc, Dc = D ∩ Rd

c , typically constructed by an algorithmic
method to approximate f . Our aim is to algorithmically identify inputs x ∈ Dc such
that f̂ satisfies

‖ f (x) − f̂ (x)‖ < ε for given ε > 0.

In other words, we ask if there exists an algorithm, i.e., a computable function, �ε :
Dc → Rc such that

�ε(x) =
{

1, if ‖ f (x) − f̂ (x)‖ < ε,

0, otherwise.
(2)

One can further relax the complexity of the task by demanding that an algorithm
�+

ε only identifies inputs x for which f̂ (x) satisfies the ε-closeness condition in (2),
but does not necessarily indicate when it does not hold. For instance, �+

ε (x) may
either output zero or not stop the computation in finite time on the given input x if
‖ f (x)− f̂ (x)‖ ≥ ε. If f is a computable function, we can construct �ε for any ε > 0.
Hence, more interesting problems arise when f is non-computable and ε appropriately
small. Otherwise, choosing ε large enough, certainly still entails the existence of �ε

if f is, for instance, a bounded function. By associating �ε and �+
ε with classification

functions, we can apply Proposition 3.3 to derive the following result.

Proposition 4.1 Let f : D → R, D ⊂ Rd , and assume that f̂ : Dc → Rc, Dc =
D ∩ Rd

c , is a computable function. Define for ε > 0 the set

D<
ε :=

{

x ∈ Dc
∣
∣ ‖ f (x) − f̂ (x)‖ < ε

}

Then the following holds:
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1. The function �ε : Dc → Rc given by

�ε(x) =
{

1, if ‖ f (x) − f̂ (x)‖ < ε,

0, otherwise,

is computable if and only if D<
ε is decidable in D.

2. A computable function �+
ε : D′

c → R, D′
c ⊂ Dc, such that D<

ε ⊂ D′
c and

�+
ε = �ε|D′

c
exists if and only if D<

ε is semi-decidable in D.

Remark 4.2 Depending on the context, we might be more interested in finding the set
of inputs where f̂ fails rather than succeeds. This would lead us to the analogous
observation that the semi-decidability of the set

D≥
ε =

{

x ∈ Dc
∣
∣ ‖ f (x) − f̂ (x)‖ ≥ ε

}

determines computability of �−
ε : D′

c → R, D′
c ⊂ Dc, given by �−

ε = �ε|D′
c
with

D≥
ε ⊂ D′

c.

For a connected input domain, applying Proposition 3.5 yields the following result,
which is a direct consequence of the already mentioned fact that only trivial subsets
of Rd

c are decidable.

Corollary 4.3 Under the conditions of Proposition 4.1, additionally assume that D is
connected. Then an approximator f̂ such that D<

ε is decidable exists if and only if f
can be computably approximated with precision ε, that is, if there exists a computable
function f̃ such that

‖ f − f̃ ‖∞ < ε.

Example A similar statement does not hold if D<
ε is only assumed to be semi-

decidable. Consider the sign function sgn : R → R, which is non-continuous
on Rc and therefore non-computable, and take ŝgn(x) = 2

π
arctan(x). For a given

ε > 0 we can computably construct intervals (−∞,−x0) and (x0,∞) where
|sgn(x) − ŝgn(x)| < ε, i.e., D<

ε = (−∞,−x0) ∪ (x0,∞) is semi-decidable. In fact,
we can adjust the approximator to achieve the desired precision on a given interval
(x0,∞), x0 > 0. However, due to the discontinuity at 0, no computable function
approximating sgn on the entire real line with precision ε < 1 exists.

These results also directly apply to the classification setting as a special case of the
considered framework. By design, the classification setting even allows for stronger
statements regarding the magnitude of the error ε. In particular, requiring precision of
ε < 1

2 for the approximator f̂ of a classifier f mapping to {1, . . . ,C} is equivalent to
requiring exact emulation f̂ = f |Rd

c
. However, this scenario was already covered in

Subsection 3.1, where Type 1 failure was established. Hence, we can conclude that exit
flag computations may be beneficial in certain situations but they are not appropriate
to tackle Type 1 failure in classification.
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Instead of analyzing individual inputs, one could seek global guarantees for the
approximator f̂ such as measuring the size of the failure set, i.e., estimating the
likelihood of error on a given domain. While interesting, this approach has two key
limitations for our purposes. First, there exists no established algorithmic framework
supporting theoretical analysis in this setting (see Appendix A for potential concepts).
Second andmore important, it primarily provides a global quantitativemeasure of fail-
ure, whereas we focus on local guarantees for specific inputs. Thus, this method offers
insights into the problem behavior but does not address individual input limitations.

4.1.2 Broader Reflections

In a broader context, related research questions have been raised in fields such as
artificial general intelligence by Daniel Kahneman [40] or robotics by Pieter Abbeel
[31]: Can autonomous systems recognize when they cannot correctly solve a task or
instance and request human assistance instead ofmaking erroneous decisions? In other
words: ‘Do they know when they don’t know?’ [27, 74].

The infeasibility of general exit flag computations in Proposition 4.1, as well as
previous results on practically relevant physical problems in [16], can be viewed as
evidence on limitations of artificial general intelligence in this sense. In particular, it
provides a negative answer to the above question in certain scenarios. For example, a
self-driving car with the option of human assistance cannot be guaranteed to ask for
intervention in cases where computability limits its performance. Themain conclusion
should not be that autonomous systems are generally failure-prone since it is unclear
to what degree non-computability limits practical performance. Rather, our results
entail that strict technical trustworthiness demands [39] as well as legal requirements
(interpreted in a strict technical sense) [20] can not be met. In other words, algorithmic
verification of trustworthiness may not be able to provide sufficient guarantees so
different, less strict reliability measures, such as statistical testing, must suffice.

It is worth pointing out that our results are limited to Turing complete models of
computation, i.e., models equivalent to Turing machines, such as (idealized) digital
computers. Theoretical models have been proposed that surpass Turing computability
(so-called hypercomputation), able to process infinite-precision real numbers, which
can in some settings overcome classic computability limitations and provide in prin-
ciple trustworthiness guarantees [20, 21]. However, all currently commercially used
computing devices are (at most) Turing complete. For a discussion of the realizability
of hypercomputation, we refer to [34, 63], and references therein.

4.1.3 Problem Relaxation for Type 2 Failure

In contrast to classification, relaxing the exact reconstruction requirement yields learn-
ing benefits. The main advantage is that the solution set of networks connected to
approximate reconstruction is noticeably larger enabling algorithmic approaches to
perform the previously unattainable reconstruction task. Type 2 failure does not arise
in our learning setting on the training data if an approximation error is permitted.
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Theorem 4.4 Let σ : R → R be such that σ |Rc is computable and let S =
(d, N1, . . . , NL−1, 1) be an architecture.

Then, for any ε > 0 and n ∈ N, there exists a computable function � : (Rd
c ×

Rc)
n → R

N (S)
c such that for all � ∈ NNc(S) and X ∈ Dn

�,Rd
c
we have

∣
∣R

R
d
c

σ (�(X )) (x) − y
∣
∣ < ε for (x, y) ∈ X . (3)

Although Theorem 4.4 provides a positive computability result concerning learning it
still has certain limitations:

• The algorithm constructed to prove Theorem 4.4 serves only for theoretical anal-
ysis. It is typically not efficiently translatable into a practically usable one in
a generic problem setting. Thus, a relevant and open question is whether more
applicable learning algorithms can be constructed with similar guarantees.

• The learning algorithm � derived from Theorem 4.4 presupposes a fixed accuracy
parameter ε and dataset size n, i.e., for different choices of these parameters a
separate learning algorithm needs to be constructed.

• The reconstruction guarantee only holds on the training data. However, given
access to the training data X , the posed task could be solved without constructing
a neural network since one could explicitly implement an algorithm that on the
input (x, y) ∈ X returns y. Constructing a neural network with some prescribed
realization on the training data is expected to yield a network that performs ’rea-
sonably well’ on, i.e., generalizes to, unseen data. The learning and evaluation, as
given in (3), should ideally be performed on different data to ensure this hypothesis.

We cannot alleviate the first but resolve the second issue. Indeed, the proof of The-
orem 4.4 implies that one could generalize the algorithm � by requiring it to take
(computable) ε and n as additional inputs. In particular, the key step of the proof relies
on an enumeration argument that can be extended to incorporate ε and n as well.
Moreover, in a slightly different setting, one can connect the desired accuracy with
the input dimension and sample complexity [12].

Hence, the final issue left to consider is the generalization ability. By imposing
further conditions on the admissible networks, we can indeed ensure certain general-
ization capabilities of the networks.

Theorem 4.5 Let σ : R → R be such that σ |Rc is computable and Lipschitz continu-
ous. Fix Amax ∈ N and consider an architecture S = (d, N1, . . . , NL−1, 1).

Then, for any ε > 0 and n ∈ N, there exist computable functions� : (Rd
c ×Rc)

n →
R

N (S)
c and � : RN (S)

c → R+
c such that for all � = ((A�, b�))

L
�=1 ∈ NNc(S) with

weights uniformly bounded by Amax and X ∈ Dn
�,Rd

c
we have

∣
∣
∣
∣
R
R
d
c

σ (�(X )) (x) − y

∣
∣
∣
∣
< ε for (x, y) ∈ X�

�(�(X )), (4)

where X�
r := {(x,�(x)) | x ∈ ⋃

(xi ,yi )∈X Br (xi )}.



Journal of Fourier Analysis and Applications            (2025) 31:35 Page 17 of 32    35 

Remark 4.6 For specific classes of neural networks, a uniform lower bound δ > 0
on �(�) over the set of considered networks � can be established. Therefore, it is
possible to provide approximate reconstruction guarantees for the entire input domain
D if X�

�(�(X ))
covers D. For instance, given an equidistant data grid on D with width

δ, an approximate reconstruction guarantee holds for the entire domain.

The imposed conditions on data and networks are necessary—without them, guaran-
tees like (4) in Theorem 4.5 cannot be ensured. Besides, Theorems 4.4 and 4.5 assume
the existence of networks that realize the ground truth, limiting the remaining task
to algorithmically finding them. A natural extension is to consider training data from
an arbitrary ground truth function g : Rd → R, which may not be realizable by a
given neural network architecture. For arbitrary training samples (xi , g(xi ))ni=1, one
must first confirm that a neural network with the given architecture can approximate
g sufficiently well to employ Theorems 4.4 and 4.5. Given sufficient conditions on
the data and the ground truth function class, computability guarantees remain feasible
by considering the architecture’s expressivity, which is a well-studied field [11]. An
alternative approach is to seek an optimal network minimizing a loss function on the
training data. However, in [60], it was shown that this leads to Type 2 failure of com-
putability, even for simple networks. One possible strategy to circumvent this issue is
to relax the optimality requirement, but this problem warrants further investigation.

4.1.4 Broader Reflections

Lastly, we want to highlight the key differences between neural network training and
general classification tasks. Why do the problems entail different degrees of com-
putability failures? The crucial observation is that our considered model of neural
networks does not cover the typical (more general) neural network model applied
in classification. A classifier f̂ as considered in Subsection 3.1 is a discontinuous
function, whereas a neural network, assuming continuous activation, possesses a
continuous realization. In the context of neural network classification, a classifier
f̂ = f̂1 ◦ RD

σ (�) is composed of a neural network �—the so-called feature map—
and a (discontinuous) function f̂1 mapping from the features to the classes. The Type 1
failure of computability appears due to f̂1, with no a priori restriction on computability
of �, i.e., Type 2 failure on this level is avoidable.

4.2 Quantization Strategies

Due to real-world constraints, a simplified and quantized real number model is typ-
ically employed to implement digital computations in practice. In quantization, real
numbers are approximated by a discrete set of rationals. For instance, under fixed-point
quantization, real numbers are replaced by rational numbers with a fixed number k of
decimal places in some base system b, i.e., algorithms strictly operate on the set b−kZ.
Thus, assuming fixed-point quantization we can restrict the previous analysis without
loss of generality to classification problems onZd as well as neural networks with inte-
ger parameters and data. The crucial difference between integer computability and the
previously considered real-valued framework is the feasibility of exact computations
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so that approximative computations are not inherently necessary. The concept of exact
algorithmic computations on integers is described by recursive functions (which the
previously considered framework of Borel-Turing computable functions extends to
the real domain); we refer to [30] for more details on recursive functions and classical
computability on discrete sets.

Interestingly, quantizing the parameter does not lead to a critical degradation of
expressive power in neural networks. In particular, in the limit, the capabilities of
quantized and real networks align [22, 35, 47]. Nevertheless, in the context of the
simplest quantization technique, namely fixed-point quantization, the computability
limitations introduced in Sect. 3 are alleviated to a certain degree. In particular, we
establish that both Type 2 and Type 1 failures of computability are mainly resolved in
this setting.

4.2.1 Computability of Quantized Deep Learning

We show that under fixed-point quantization, the negation of Theorem 3.7 holds. That
is, an algorithm exists that can re-learn the exact realization of neural networks of fixed
architecture on the training data. To that end, we introduce the set of neural networks
with integer parameters.

Definition 4.7 Given an architecture S, we denote by NNZ(S) ⊂ NNc(S) the set of
neural networks with architecture S and parameters in Z.

Now, we can formulate the exact statement about re-learning neural networks.

Theorem 4.8 For any σ : R → R, any architecture S = (d, N1, . . . , NL−1, 1), and
all n ∈ N, there exists a recursive function � : (Zd × Z)n → ZN (S) such that for all
� ∈ NNZ(S) there exists a dataset X ∈ Dn

�,Zd with

RZ
d

σ (�(X )) = RZ
d

σ (�).

Despite its positive result, we can still raise two main limitations of Theorem 4.8.
First, the theory-to-practice gap in learning algorithms remains an (open) issue as in
the previous analysis. Second, Theorem 4.8 only guarantees the existence of a dataset
enabling reconstruction. Can we improve the statement to ensure reconstruction for
any dataset satisfying some (weak) conditions? Before answering the question we
want to point out a well-known fact: One cannot expect an exact reconstruction of a
neural network’s realization on the entire input domain based on an arbitrary but finite
set of data samples in general. On the one hand, networks with different architecture or
parameters may realize the same function, on the other hand, networks, whose outputs
agree on some inputs, may wildly diverge in their realization [71].

Theorem 4.9 For any σ : R → R, such that σ |Z is a recursive function, any archi-
tecture S = (d, N1, . . . , NL−1, 1), and all n ∈ N, there exists a recursive function
� : (Zd × Z)n → ZN (S) such that for all � ∈ NNZ(S) and X ∈ Dn

�,Zd we have

RZ
d

σ (�(X )) (x) = RZ
d

σ (�)(x) for all x ∈ X .
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Remark 4.10 From a data-centric perspective, Theorems 4.8 and 4.9 describe edge
cases, i.e., guarantees applicable to any test data in the former (at the cost of flexibility
in the training data) and guarantees for any training data (at the cost of flexibility in
the test data). Similar to Subsection 4.1.3, one can extend Theorem 4.9 by imposing
regularity conditions on the considered networks or relaxing the exactness condition
to provide generalization bounds. Furthermore, if quantization yields a finite input
domain one can trivially control the data set sizes to ensure exact generalization on
the considered domain.

4.2.2 Computability of Quantized Classification

Turning our attention to classification and Type 1 failure, we can distinguish between
two cases. In many applications, classification is performed on a bounded domain
D such as in image classification described in Subsection 3.1. Hence, the quantized
version of the input domain is finite so any integer-valued function on the quantized
domain is computable-one can encode the input–output pairs directly in an algorithm.

Proposition 4.11 If D ⊂ Zd is bounded, then f : D → {1, . . . ,C} is recursive.

4.2.3 Broader Reflections

In contrast to Proposition 4.11, unbounded sets typically do not appear in practical
quantized classification problems since they correspond to working on an infinite
domain. However, in such a scenario we cannot provide formal guarantees on the
computability of classifiers. Similar to the real case, the task reduces to classical
(semi-)decidability of (infinite) sets of integers, which is not algorithmically solvable
in general [30]. Hence, in both real and quantized classification Type 1 failure may
arise due to non-(semi)-decidable sets in the respective frameworks. Nevertheless,
the occurrence of Type 1 failure appears to diverge in the frameworks. Although it is
intricate to derive a formal proof to back this statement, informally it ismotivated by the
observation that non-semi-decidability is a more severe drawback in the real domain.
For instance, we have seen that non-trivial sets on Rd

c are generally not decidable
whereas such a strong claim is not valid for the integer domain.

We have shown that quantization circumvents or at least mitigates Type 1 and Type
2 failure. Does it imply that in a real-world setting, where we typically compute with
digital computers in the quantized model, Type 1 and Type 2 failures do not arise? Not
necessarily, it depends on the ground truth problem. If the ground truth is itself quan-
tized, then it typically can be directly translated into the quantized model of a digital
computer and in principle algorithmically solved. In contrast, a ground truth problem
on a continuous domain must first be converted into an appropriate quantized prob-
lem that approximates the original problem. Therefore, a crucial question is whether
the quantization process of a given problem can be carried out algorithmically with-
out computability failure. In particular, it would be desirable to provide computable
guarantees that the obtained approximation is close to the original. However, for a
non-computable ground truth problem such an algorithmic verification contradicts its
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non-computability, as the ground truth problem could then be algorithmically com-
puted/approximated using the verifier. Thus, quantization itself is a non-computable
task, which is a direct consequence of Proposition 4.1.

Proposition 4.12 Let f : R → R such that f |Rc is not computable and define for all
x ∈ Rc

f̂ (x) := f
(�x − 1

2�
)

.

Then, there exists ε0 > 0 such that for all ε ≤ ε0 the function �ε : Rc → Rc given by

�ε(x) =
{

1, if
∣
∣
∣ f (x) − f̂ (x)

∣
∣
∣ < ε,

0, otherwise

is not computable.

Appendix A (Semi-)decidability of Real Sets

In this section, we provide further background on the (semi-)decidability of subsets
of real numbers. The related definitions can be found in Subsection 2.1, in particular
Definitions 2.1 and 2.3. For more details, we refer to [23, 51, 70, 82, 88].

First, note that feasible notions of computability exist beyond Borel–Turing and
Banach–Mazur computability. A common approach is to relax the computability
requirements on the input domain. The underlying idea is to separate the mapping
from the input description leading to the following definition of computable function,
which we call oracle computability to distinguish it from the previous notions.

Definition A.1 (Oracle model) For x ∈ Rd , a sequence (qk)
∞
k=1 in Q

d such that

∥
∥x − qk

∥
∥ ≤ 1

2k
for all n ∈ N,

is called an oracle representation of x. A function f : D → Rm
c , where D ⊂ Rd ,

is oracle computable if there exists an Oracle Turing machine M such that for all
x ∈ D and all oracle representations (qk)

∞
k=1 of x the sequence (M(qk))

∞
k=1 is a

representation of f (x).

Remark A.2 Note that, unlike Borel–Turing computability, the representing rational
sequence (qk)

∞
k=1 is not required to be computable. By the density of Q, any real

number has an oracle representation and, therefore, we can study computability on the
whole real line. Intuitively, one can think of the sequences (qk)

∞
k=1 being provided to

the Turing machine by an oracle tape; for an introduction on Oracle Turing machines
see citecomputabilitybook. This model is more general, but in typical practical appli-
cations, the presence of an oracle able to approximate any real number to arbitrary
precision cannot be assumed.
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The differences in the computability notion (and the respective input domains) in
comparison with Borel–Turing computability also directly transfer to the (semi-
)decidability of sets: Only trivial subsets of Rd are oracle decidable—whereas for
Borel-Turing decidability the same statement holds for Rd

c .

Definition A.3 A set A ⊂ D ∩ Rd is

• oracle decidable in D, if its indicator function 1A : D → Rc is oracle computable;
• oracle semi-decidable in D, if there exists an oracle computable function f :

D′ → Rc, D′ ⊂ D, such that A ⊂ D′ and f = 1A|D′ .

Intuitively, oracle decidability, as well as Borel-Turing decidability, is infeasible in
general (except for the trivial cases) since there does not exist an algorithm that decides
on arbitrary input x ∈ R (via representations) whether x = 0, x > 0 or x < 0—
the crucial input is the edge case zero [72]. Hence, the best one can hope for is a
notion of decidability ‘up to equality’: Instead of relying on the characterization of
(semi-)decidability via characteristic functions, one can consider the (continuous and
computable) distance function dA : Rd → R of A ⊂ Rd defined by

dA(x) := dist(x, A) = inf
a∈A

‖x − a‖ .

The distance function allows for a given x ∈ Rd to compute how close x lies to A
although, in general, we cannot determine whether x ∈ A or x /∈ A. Therefore, a
decidability notion based on the distance function does not lead to the existence of
algorithms deciding membership for a given set even though closed sets are uniquely
determined by their distance function.

Nevertheless, for subsets of natural numbers, one can derive an interesting connec-
tion between classical decidability and the distance function [23, 88].

Proposition A.4 A subset A ⊂ N is decidable (in the classical sense), if and only if
A considered as a subset of the real numbers induces a (oracle) computable distance
function.

A similar statement also holds for semi-decidable sets onN. To that end, we introduce
a specific characterization of oracle semi-decidable sets [82].

Theorem A.5 Let V ⊂ Rd . The following are equivalent:

(i) V is oracle semi-decidable.
(ii) V is recursively enumerable open, i.e., there exists a Turing machine that can

enumerate centers ck ∈ Qd and radii rk ∈ Q>0 of open balls such that

V =
⋃

k∈N
B(ck, rk), (A1)

i.e., there exist computable rational sequences (ck)∞k=1, (rk)
∞
k=1 such that (A1)

holds.

Remark A.6 Any oracle semi-decidable set has a specific structure, in particular, it is
necessarily open.
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The observed equivalence also carries over to Borel-Turing semi-decidability by
adjusting the expression in (A1) to

V ∩ Rc =
⋃

n∈N
B(cn, rn) ∩ Rc. (A2)

To highlight the differences note that one can show under certain assumptions that an
interval (a, b) ⊂ Rwith non-computable endpoints a, b ∈ R is oracle semi-decidable
and thus also Borel–Turing semi-decidable. Moreover, [a, b] can be Borel–Turing
semi-decidable aswell for specific choices of non-computable a, b (since [a, b]∩Rc =
(a, b) ∩ Rc), whereas [a, b] is not oracle semi-decidable as a closed set.

Proposition A.7 ([23, 88]) A set A ⊂ N is semi-decidable (in the classical sense), if
and only if A considered as a subset of the real numbers is recursively enumerable
open.

Finally, we want to summarize and highlight the conclusions based on the introduced
statements.Due to the extended input domain, oracle (semi-)decidability is the stronger
condition than Borel-Turing (semi-)decidability. However, in both frameworks decid-
ability is not a practical notion on the real numbers due to the inability to decide
equality. Although semi-decidability is less restrictive, it is still rather impractical
since only open sets are amenable to semi-decidability, e.g., closed sets or sets that
are neither open nor closed do not fit the framework. Nevertheless, (semi-)decidability
on real domains based on the distance function recovers the classical theory of (semi-
)decidability on natural numbers indicating that the introduced definitions are indeed
the right ones. The difference between the two domains is that non-(semi-)decidability
does not arise due to the inability to test equality on natural numbers and is therefore
much scarcer in this setting. In comparison, non-semi-decidability on the real domain
may not necessarily be related to the inability to test inequality, however, due to this
shortcoming non-semi-decidability is likely to occur if no further assumptions are
posed on the considered sets.

Hence, one might urge for more suitable notions of (semi-)decidability on the real
numbers, which circumvent equality comparisons. For instance, a reliable description
of ’near-decidability’ indicates whether an object is in a set or not up to some limited
error. Simply relying on the distance function does not immediately entail the desired
property. In contrast, recursive approximability related to a measure μ [70] describes
the following setting: Given a parameter n ∈ N, there exists an algorithm that correctly
decides A ⊂ Rd except on some set B ⊂ Rd with μ(B) < 2−n , in which case the
algorithm still halts but with possibly incorrect output. Hence, there is a trade-off
between correctness and guaranteed termination of the computation in finite time.
Thus, the approach measures the possible error via μ. Borel–Turing semi-decidability
on the other hand ensures that an algorithm always provides the correct output once
it finalizes the computation but it may not stop for certain inputs. In other words, it
only indicates whether a point is near another point that is not in the considered set.
However, this information cannot be used to deduce whether the considered point lies
inside or outside the set.
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Further pursuing notions related to recursive approximability is certainly valu-
able and might lead to further insights; in this work, we consider the extension of
the classical (semi-)decidability definitions that lead to oracle/Borel–Turing (semi-
)decidability. These definitions describe the existence of effective (semi-)decision
programs, i.e., algorithms that necessarily compute correct outputs (or do not halt
their computations). In this sense, the output of the algorithm can be unequivocally
trusted. Moreover, the theory as well as the results in Subsection 3.1 can be extended
to spaces with less structure thanRd , e.g., to computable metric spaces withRd being
a special case thereof [23, 51].

Appendix B Proofs

B.1 Proof of Theorem 3.7

The proof of Theorem 3.7 is based on two results we present next. The key component
of the first lemma lies behind many non-computability results, such as in [29] for the
special case of inverse problems, but here we formulate a general version.

Lemma B.1 Let 
 be a nonempty set, � a nonempty set of functions from 
 to Rc,
ε > 0, and � : 
 → P(Rm

c ), where m ∈ N and P denotes the power set. Assume
there exist sequences (ι1k)

∞
k=1, (ι

2
k)

∞
k=1 in 
 satisfying

(i)
∣
∣ f (ι1k) − f (ι2k)

∣
∣ → 0 uniformly in f ∈ �. That is,

∀δ > 0 ∃k0 ∈ N ∀k ≥ k0 ∀ f ∈ � :
∣
∣
∣ f (ι1k) − f (ι2k)

∣
∣
∣ < δ;

(ii) for all k ∈ N, dist(�(ι1k),�(ι2k)) > ε.

Then, for all n ∈ N and all Banach-Mazur computable functions � : Rn
c → Rm

c there
exists ι ∈ 
 such that for all ( f1, . . . , fn) ∈ �n:

dist(�( f1(ι), . . . , fn(ι)),�(ι)) >
ε

3
.

Proof For contradiction assume that for some n ∈ N there exists a Banach–Mazur
computable function � : Rn

c → Rm
c such that for all ι ∈ 
 there exists ( f1, . . . , fn) ∈

�n with

dist(�( f1(ι), . . . , fn(ι)),�(ι)) ≤ ε

3
. (B3)

Since � is Banach–Mazur computable, it is continuous on Rn
c [82], that is,

∀η > 0 ∃δ > 0 ∀x1, x2 ∈ Rn
c : ‖x1 − x2‖ < δ ⇒ ‖�(x1) − �(x2)‖ < η.

Take η = ε
3 . For the corresponding δ there exists by condition (i). some k ∈ N such that

for all f ∈ � we have
∣
∣ f (ι1k) − f (ι2k)

∣
∣ < δ

n . This implies for all ( f1, . . . , fn) ∈ �n
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that

∥
∥
∥( f1(ι

1
k), . . . , fn(ι

1
k)) − ( f1(ι

2
k), . . . , fn(ι

2
k))

∥
∥
∥ =

√
√
√
√

n
∑

i=1

(

fi (ι1k) − fi (ι2k)
)2

≤
n

∑

i=1

√
(

fi (ι1k) − fi (ι2k)
)2 =

n
∑

i=1

∣
∣
∣ fi (ι

1
k) − fi (ι

2
k)

∣
∣
∣ < δ,

and therefore
∥
∥
∥�( f1(ι

1
k), . . . , fn(ι

1
k)) − �( f1(ι

2
k), . . . , fn(ι

2
k))

∥
∥
∥ <

ε

3
.

Together with (B3) we get

dist
(

�(ι1k),�(ι2k)
)

≤ dist
(

�( f1(ι
1
k), . . . , fn(ι

1
k)),�(ι1k)

)

+
∥
∥
∥�( f1(ι

1
k), . . . , fn(ι

1
k)) − �( f1(ι

2
k), . . . , fn(ι

2
k))

∥
∥
∥+

dist
(

�( f1(ι
2
k), . . . , fn(ι

2
k)),�(ι2k)

)

< 3
ε

3
= ε,

which contradicts condition (ii). ��
The following is a reformulation of Theorem 4.2 from [71], stating that there exist

functions representable by neural networks that are arbitrarily close in the supremum
norm but can only be represented by networks with weights arbitrarily far apart. The
norm ‖·‖scaling on the (parameter) space of neural networks is used in the mentioned
theorem because it provides a bound on the Lipschitz constant of neural network
realizations Lip(RD

σ (·)), i.e., Lip(RD
σ (�)) ≤ C ‖�‖scaling for some C > 0 and a

network �, thus connecting the parameter space and the function space.

Definition B.2 For a neural network � = ((A�, b�))
L
�=1 set

‖�‖scaling := max
1≤�≤L

‖A�‖max = max
1≤�≤L

max
i, j

|(A�)i, j |.

Lemma B.3 ([71, Theorem 4.2]) Let σ : R → R be Lipschitz continuous, but not
affine linear. Let S = (d, N1, . . . , NL−1, 1) be an architecture of depth L ≥ 2 with
N1 ≥ 3. Let D ⊂ Rd be bounded with a nonempty interior. Then there exist sequences
(�k)

∞
k=1, (μk)

∞
k=1 in NN (S) such that

(i) ‖RD
σ (�k) − RD

σ (μk)‖∞ → 0,
(ii) for any (�′

k)
∞
k=1, (μ

′
k)

∞
k=1 in NN (S) with RD

σ (�′
k) = RD

σ (�k) and RD
σ (μ′

k) =
RD

σ (μk) for all k ∈ N, it holds that
∥
∥�′

k − μ′
k

∥
∥
scaling → ∞.
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Remark B.4 It can be shown that the divergence in point (ii) is uniform in the following
sense:

∀ε > 0 ∃k0 ∀k ≥ k0

∀�′
k, μ

′
k ∈ NN (S) such that RD

σ (�′
k) = RD

σ (�k), R
D
σ (μ′

k) = RD
σ (μk) :

∥
∥�′

k − μ′
k

∥
∥
scaling > ε.

To see this, assume RD
σ (μk) ≡ 0, and for contradiction let there be a subsequence

(�′
k�

)∞�=1 inNN (S) with RD
σ (�′

k�
) = RD

σ (�k�
) and

∥
∥
∥�′

k�

∥
∥
∥
scaling

≤ ε for some ε > 0.

Then for some C > 0:

Lip(RD
σ (�k�

)) = Lip(RD
σ (�′

k�
)) ≤ C

∥
∥�′

k�

∥
∥
scaling

≤ Cε,

which contradicts Lip
(

RD
σ (�k�

)
) → ∞ in condition (ii).

From the proof in [71] it can also be seen that for a computable σ at least one such
pair of these sequences of neural networks lies in NNc(S).

Proof of Theorem 3.7 Let 
 = {

RD
σ (�) | � ∈ NNc(S)

}

. For i ∈ {1, . . . , d} and x ∈
D denote by f ix : 
 → Rc the constant operator

f ix(g) = xi

and by f(x) : 
 → Rc the operator

f(x)(g) = g(x).

Let � = {

f ix | x ∈ D, i ∈ {1, . . . , d}} ∪ {

f(x) | x ∈ D
}

and define � : 
 →
P(R

N (S)
c ) by

�(g) =
{

� | RD
σ (�) = g

}

.

By Lemma B.3 there exists a pair of sequences (gk)∞k=1, (hk)
∞
k=1 in 
 such that

‖gk − hk‖∞ → 0. Therefore also
∣
∣ f(x)(gk) − f(x)(hk)

∣
∣ → 0 uniformly in x ∈ D.

The same trivially holds for all f ix , therefore condition (i). of Lemma B.1 is satisfied.
By Remark B.4, the sequences diverge uniformly in the scaling norm and therefore

also in the Euclidean norm, meaning dist(�(gk),�(hk)) → ∞ and, in particular,
for any ε > 0 there exists k0 such that dist(�(gk),�(hk)) > 3ε for k ≥ k0. Hence,
condition (ii). of Lemma B.1 holds with 3ε.

Together, by Lemma B.1 for all n ∈ N and all Banach-Mazur computable functions
� : (Rd

c × Rc)
n → R

N (S)
c there exists g ∈ 
, such that for all

(

f1, . . . , fn(d+1)
) ∈

�n(d+1) we have

dist
(

�( f1(g), . . . , fn(d+1)(g)),�(g)
)

> ε.
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However, by construction of � and �, this entails that there exists � ∈ �−1(g),
i.e., � ∈ NNc(S), such that for all x1, . . . , xn ∈ D and all �′ ∈ NNc(S) with
RD

σ (�′) = RD
σ (�) = g we have

∥
∥�(X ) − �′∥∥

2 > ε.

��

B.2 Proof of Theorem 4.4 and 4.5

The key component of the proofs in this section relies on enumerating rational neural
networks, i.e., networks with rational parameters, and subsequently controlling the
error induced thereby.

Proof of Theorem 4.4 First, enumerate the countable set of rational neural networks
{�1,�2, . . . } of the given architecture, in particular, we can associate QN (S) with
{�1,�2, . . . }. For all �̂,�∗ ∈ NNc(S), �̂ is a computable function so that

g
�̂,�∗(x) :=

∣
∣
∣
∣
R
R
d
c

σ (�̂)(x) − R
R
d
c

σ (�∗)(x)

∣
∣
∣
∣

is computable. Assume the training data X = {(x1, y1), . . . , (xn, yn)} was generated
by a neural network �. Next, we construct an algorithm that correctly recognizes
whether g�k ,�(xi ) < ε for all i = 1, . . . , n: Compute g�k ,�(xi ) with precision (at
least) 1

2ε and subsequently check whether the magnitude of the obtained (rational)
number is smaller than 1

2ε. If so, the algorithm returns �k , if not, it continues by
increasing k ∈ N.

Moreover, by the density of rational networks, there exists a rational network �k0
such that for all i = 1, . . . , n: g�k0 ,�(xi ) < 1

2ε. Hence, the algorithm terminates
not later than the k0-th iteration, returning a correct answer. This characterizes a
computable function � satisfying the claim. ��
Extending the proof by incorporating the additional conditions yields Theorem 4.5.

Proof of Theorem 4.5 Fix some architecture S. First, observe that for arbitrary �, �̂ ∈
NNc(S) and X ∈ Dn

�,Rd
c
the following holds:

|�(x) − �̂(x)| ≤ |�(x) − �(x̂)| + |�(x̂) − �̂(x̂)| + |�̂(x̂) − �̂(x)|
≤ ‖x − x̂‖(Lip(RD

σ (�)) + Lip(RD
σ (�̂))) + |�(x̂) − �̂(x̂)|,

where x ∈ D and x̂ = argmin{xi :(xi ,yi )∈X ‖x − xi‖. Therefore, using Definition B.2
we get for arbitrary r > 0 and (x, y) ∈ X�

r

|y − �̂(x)| ≤ rC(σ, S)(‖�‖scaling + ‖�̂‖scaling) + |�(x̂) − �̂(x̂)|,
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where C(σ, S) > 0 is a computable constant depending on the architecture and the
activation function. Hence, applying Theorem 4.4 shows that for all ε̃ > 0 and n ∈ N

there exists a computable function �ε̃ : (Rd
c × Rc)

n → R
N (S)
c such that for all

� ∈ NNc(S) and X ∈ Dn
�,Rd

c
we have

∣
∣R

R
d
c

σ (�ε̃(X )) (x) − y
∣
∣ < rC(σ, S)(‖�‖scaling + ‖�ε̃(X )‖scaling) + ε̃ for (x, y) ∈ X�

r .

Restricting to input networks � with ‖�‖scaling ≤ Amax and setting

r∗ = ε − ε̃

C(σ, S)(Amax + ‖�ε̃(X )‖scaling) for some ε > ε̃

gives

∣
∣
∣
∣
R
R
d
c

σ (�ε̃(X )) (x) − y

∣
∣
∣
∣
< ε for (x, y) ∈ X�

r∗ .

Finally, for given ε > 0 and n ∈ N, set � = � 1
2 ε

and define � : RN (S)
c → Rc by

�(�) = ε

2C(σ, S)(Amax + ‖�‖scaling) .

Observing that � satisfies (4) and � is a computable function (since C(σ, S) and
‖ · ‖scaling are computable, and we may assume without loss of generality that ε and
Amax are computable) gives the claim. ��

B.3 Proof of Theorem 4.8 and 4.9

An enumeration argument similar to the ones in the previous proofs implies Theorem
4.8. In particular, the idea is to encode the target network as a single datapoint, which
can be done recursively for integer vectors representing neural networks with integer
parameters.

Proof of Theorem 4.8 Given an architecture S = (d, N1, . . . , NL−1, 1), NNZ(S) can
be associated with ZN (S), which in turn can be recursivelly encoded into Zd by a
recursivelly invertible function g : ZN (S) → Zd (see for instance [30] for details).
Then, taking �(X ) = g−1(x1) with X = {(x1, y1) . . . , (xn, yn)}, a single datapoint
of the form

(

g(�), RZ
d

σ (�)(g(�)), 0, . . .
) ∈ (Zd × Z)n can be used to reconstruct

any neural network � ∈ NNZ(S). Here we utilize the fact, that we can choose the
dataset for each network specifically. ��
By taking the training data more explicitly into account Theorem 4.9 follows.

Proof of Theorem 4.9 Given a dataset X = {(xi , yi )}ni=1 ∈ Dn
�,Zd , enumerate the

countable set of all neural networks {�1,�2, . . . } with a given architecture S, in
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particular, we can associate ZN (S) with {�1,�2, . . . }. For increasing k ∈ N, check
whether for all i = 1, . . . , n: RZ

d

σ (�k)(xi ) = yi . If so, return �k , if not, continue.
If the data was generated using a neural network � = �k0 , then the algorithm ter-

minates at the latest in the k0-th iteration, returning a correct answer. This characterizes
a (partially) recursive function � satisfying the theorem. ��
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