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A B S T R A C T

Objectives: Convolutional Neural Networks (CNNs) have long dominated image analysis in dentistry, reaching 
remarkable results in a range of different tasks. However, Transformer-based architectures, originally proposed 
for Natural Language Processing, are also promising for dental image analysis. The present study aimed to 
compare CNNs with Transformers for different image analysis tasks in dentistry.
Methods: Two CNNs (U-Net, DeepLabV3+), two Hybrids (SwinUNETR, UNETR) and two Transformer-based 
architectures (TransDeepLab, SwinUnet) were compared on three dental segmentation tasks on different 
image modalities. Datasets consisted of (1) 1881 panoramic radiographs used for tooth segmentation, (2) 1625 
bitewings used for tooth structure segmentation, and (3) 2689 bitewings for caries lesions segmentation. All 
models were trained and evaluated using 5-fold cross-validation.
Results: CNNs were found to be significantly superior over Hybrids and Transformer-based architectures for all 
three tasks. (1) Tooth segmentation showed mean±SD F1-Score of 0.89±0.009 for CNNs, 0.86±0.015 for Hy-
brids and 0.83±0.22 for Transformer-based architectures. (2) In tooth structure segmentation CNNs also out-
performed with 0.85±0.008 compared to Hybrids 0.84±0.005 and Transformers 0.83±0.011. (3) Even more 
pronounced results were found for caries lesions segmentation; 0.49±0.031 for CNNs, 0.39±0.072 for Hybrids 
and 0.32±0.039 for Transformer-based architectures.
Conclusion: CNNs significantly outperformed Transformer-based architectures and their Hybrids on three seg-
mentation tasks (teeth, tooth structures, caries lesions) on varying dental data modalities (panoramic and 
bitewing radiographs).
Clinical significance: As deep-learning-based image analysis is part of modern dentistry, practitioners and dental 
researchers should be aware of strength and limitations of modern model architectures for dental-image analysis. 
Models that demonstrate optimal performance in other domains do not necessarily constitute the optimal se-
lection for the purpose of dental imaging.

1. Introduction

Convolutional Neural Networks (CNNs) are a popular type of deep 
learning model architecture, which reached remarkable results in a 
range of different image-related tasks in dentistry [1] and the broader 
medical field [2]. Dental tasks range from the segmentation of 
anatomical structures, such as bone and teeth, as well as tooth structure, 
which is important for mapping other findings, to clinically relevant 

pathologies, such as the detection of caries lesions or periodontal bone 
loss. Segmentation, i.e. outlining pixel clouds affected by a condition or 
belonging to an anatomical structure, represents a viable approach for 
CNN-based image analysis, complementing other methodologies such as 
classification and object detection. Segmentation is particularly advan-
tageous for tasks requiring a high degree of granularity, such as caries 
diagnosis on bitewing radiographs.

CNNs follow a hierarchical approach comparable to the visual 
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system of humans, which combines simple structures to recognize more 
complex ones. Similarly, CNNs interpret images as grids of smaller re-
gions, which are successively scanned pixel-by-pixel by the receptive 
field of the CNN. First it focuses on finding simple features (e.g., edges, 
lines, textures), which are later combined to build up more complex 
patterns or objects (e.g., root canal, tooth, dentin). Learning hierarchies 
of patterns allows CNNs to efficiently process and interpret images for a 
range of tasks [3].

Notably, CNNs come with a range of inductive biases related to, for 
example, the assumption that closely located pixels are more related 
than those further apart, or to translational invariance, i.e. the detection 
of objects in an image independent of its location. These biases are on 
one hand beneficial as they convey basic concepts of images (hierarchies 
of patterns, local connectivity of pixels, invariance to object location), 
reducing computation and memory requirements and lowering the 
amount of data needed for training. On the other hand, inductive biases 
of CNNs hamper their flexibility: Patterns in data that are not captured 
under these assumptions may be neglected by the model regardless of 
their importance. One popular dental example where this behavior may 
occur is tooth segmentation (and classification) on panoramic radio-
graphs, where pixel-based masks are predicted for each tooth, with this 
individual tooth then being assigned a class (e.g. along the Universal or 
FDI scheme). This task is imperative for all automation scenarios, as it 
facilitates the mapping of other findings (like caries lesions) to teeth and 
thereby ensuring the clinical benefits of deep learning-based detection of 
pathologies. For tooth segmentation and classification, the position of a 
tooth in an image provides important information - also when teeth are 
far apart. CNNs will not lever this to its full potential but rather rely on 
the shape of the tooth and potentially neighboring teeth to recognize the 
class.

While CNNs dominated computer vision for over a decade, they have 
recently faced strong competition by Transformers, originally a state-of- 
the-art architecture from Natural Language Processing (NLP) and 
commonly known as they serve as foundation for chatbots such as 
ChatGPT (OpenAI, San Francisco, USA). In NLP, it is crucial that infor-
mation from text data is aggregated from the entire input sequence, also 
between words that are far apart in a text. Transformers are able to put 
individual words inside an input sequence into context through a 
mechanism called self-attention [4]. Notably, Transformers have been 
adopted for computer vision tasks too, originally under the name Vision 
Transformer (ViT) [5]. For this, they do not successively scan images, 
but divide them into small patches and provide these patches simulta-
neously to the model, which allows the model to capture the whole 
image at once. Further details can be found in the appendix.

Based on this, Transformer-based architectures may be more flexible 
and potentially more powerful than CNNs. Notably, Transformers often 
require large-scale datasets, which are usually scarce in the dental 
domain [6]. Transformers also come with extensive computational costs 
and memory consumption. Due to the processing of patches instead of 
pixels, they may also not be able to capture fine-grained local 
information.

In short, CNNs and Transformer-based architectures both have 
strengths and limitations. To combine the strengths of both, while 
mitigating their limitations, Hybrid architectures between CNNs and 
Transformers were proposed [7,8]. These are especially promising for 
medical image analysis as they simultaneously detect fine-grained de-
tails and capture global contexts to solve underlying tasks.

Recent studies employed Transformer-based architectures to solve 
dental use-cases, such as detection of caries and hypomineralization on 
intraoral photographs or implant positions on cone beam computed 
tomography [9,10]. However, a comprehensive comparison between 
Transformers and CNNs as well as Hybrids is missing for dental radio-
graphs. Dental radiographs differ from everyday photographs in terms of 
contrast and standardization. The efficacy of architectures developed for 
daily photographs in facilitating image analysis tasks in dentistry, such 
as diagnosing caries, remains unclear.

In the present study, we aimed to compare two CNN architectures, 
two Transformer-based architectures and two Hybrid architectures on 
three different dental image segmentation tasks with varying impor-
tance of local and global contexts: (1) A tooth segmentation task on 
panoramic radiographs based on the FDI notation: It builds the foun-
dation of tooth related image analysis. The significance of global context 
in this task is high, as the positioning of a tooth in the image is indicative 
of its identity. (2) A tooth structure segmentation task of bitewing ra-
diographs, which is enhancing the clinical relevance of caries segmen-
tation as it allows the classification of caries depth. (3) A caries lesion 
segmentation task of bitewing radiographs, the primary task on bitewing 
analysis where the local image context is relevant once more. We hy-
pothesized that Hybrid architectures would yield superior performances 
compared with other architectures over all tasks.

2. Material and methods

2.1. Study design

The overview of the study design is represented in Fig. 1. Two CNNs, 
namely U-Net [11] and DeepLabV3+ [12], two Transformer-based ar-
chitectures, namely Swin-Unet [13] and TransDeepLab [14] as well as 
two Hybrids with CNN and Transformer components, namely SwinU-
NETR [8] and UNETR [7] were trained and compared on three different 
segmentation tasks. As outlined, the first conducted task was a tooth 
segmentation task on panoramic radiographs, while the second and 
third task, a tooth structure segmentation and caries segmentation, 
respectively, were performed on bitewing radiographs. To provide a fair 
comparison, an extensive hyperparameter search was conducted for 
each model architecture on each task. The best hyperparameter con-
figurations were used to train the models on each task. Finally, the re-
sults of each network architecture were separately compared and tested 
for significant differences for all tasks.

2.2. Datasets

Three different datasets were utilized for the underlying study. We 
deliberately decided to select those datasets and tasks which provide 
different levels of spatial and positional dependencies within the images 
to observe strength and weaknesses of the utilized architectures. All data 
were collected between 2019 and 2020 during routine care até Charité - 
Universitätsmedizin Berlin with ethical approval (EA4/080/18). Ra-
diographs were recorded with machines from Dürr Dental SE (Bietigh-
eim-Bissingen, Germany) and Sirona Densply Inc. (Bensheim, Germany).

For the tooth segmentation task 1881 panoramic radiographs of 
patients with a mean±SD age of 44.3 ± 20 years and a sex ratio of 50 % 
females to males were used. The annotations provided a pixel-wise mask 
of each individual tooth according to the FDI notation. Thereby, the 
relative position of each tooth to others plays a crucial role, which may 
be leveraged by the model architectures for their decision process.

For the tooth structure segmentation task 1625 radiographic bite-
wings from patients with a mean±SD age of 35.6 ± 15.5 years and a sex 
ratio of 48 % to 52 % of females and males, respectively, were utilized. 
Annotations consisted of pixel-wise masks of enamel, dentin, root canal, 
fillings, and crowns. In this task, local neighborhoods and global, spatial 
hierarchies play an essential role as the structure of each tooth is 
consistent.

Finally, for caries segmentation, a dataset of 2689 bitewing radio-
graphs from patients with a mean±SD age of 36.9 ± 13.3 years and a sex 
ratio of 48 % females and 52 % males was utilized. This task was aimed 
to be less sensitive to spatial relationships, as caries lesions may be 
located in varying locations in the radiographs.

For the annotation of the pixel-wise masks for all tasks, one dental 
expert performed the annotation, and a second dental expert reviewed it 
regarding its validity and correctness. Training and calibration of the 
examiners was performed prior to the segmentation. Annotators were 
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general dentists with more than two years of clinical experience.
All images and masks were downsized to a resolution of 224 × 224 

before feeding it to the networks.

2.3. Training

To provide a fair comparison of the architectures, an automatic 
hyperparameter search was performed to identify appropriate parame-
ters for each model architecture on each task. The detailed description of 
the hyperparameter space is reported in the Appendix.

Training for all tasks and model architectures was conducted for 300 
epochs starting off with pretrained weights from a similar dental task. 
Training was prematurely stopped upon missing improvement in vali-
dation loss for 50 epochs. The objective function employed was a 
combination of Dice and Focal loss due to its great performance in 
medical image segmentation [15]. The AdamW optimizer [16] was 
utilized to steer the learning process of the model, as it has often been 
utilized for successful training of both CNNs [17,18] and 
Transformer-based models [19–21]. Further, a cosine learning rate 
decay was employed, which lowered the initial learning rate over the 
training period [22]. All other parameters for each architecture and task 
were taken from the results of the extensive hyperparameter search. The 
detailed values are reported in Appendix. Training was implemented 
with the software packages PyTorch 2.0 and MONAI 1.2 and was pro-
cessed on four NVIDIA A100 40 G GPUs.

2.4. Evaluation and statistical testing

All model performances were evaluated by means of the F1-score, 
which is the harmonic mean of precision (positive predictive value 
(PPV)) and sensitivity (recall). Metrics were computed and compared on 
the independent test sets of each fold. To reach unbiased values, the F1- 
score was computed from the sum of all true positives, false positives 
and false negatives [23]. Computed secondary metrics included preci-
sion sensitivity and specificity.

The results of CNNs, Hybrids and Transformer-based architectures 
were compared and tested for statistical significant differences with the 
Kruskal-Wallis test [24] and a following post-hoc Dunn’s test [25]. To 

address multiple comparisons P-value adjustment using the 
Benjamini-Hochberg method was performed [26]. The implementation 
of the statistical testing was performed with statsmodels 0.14, 
scikit-posthocs 0.7 and SciPy 1.11.

3. Results

The resulting hyperparameters selected by hyperparameter tuning 
process are reported in the Appendix and were utilized for the training 
process of the models for the different tasks. The performances reached 
by the different model architectures on the three segmentation tasks are 
reported in Fig. 2. For tooth segmentation, the mean±SD F1-Scores were 
0.89±0.009 for CNNS, 0.86±0.015 for Hybrids and 0.83±0.22 for 
Transformer-based architectures. For the tooth structure segmentation, 
F1-Scores were 0.85±0.008 for CNNS, 0.84±0.005 for Hybrids and 0.83 
±0.011 for Transformers. For caries segmentation F1-Scores were 0.49 
±0.031 for CNNS, 0.39±0.072 for Hybrids and 0.32±0.039 for 
Transformer-based architectures. Secondary metrics are provided in the 
appendix in Table S1. CNN architectures were superior over Hybrids and 
Transformer-based architectures across all tasks with statistical signifi-
cance. P-values are reported in Table 1.

Fig. 3 shows exemplary segmentation masks predicted by the 
different architectures for the tooth structure segmentation task. To test 
our hypothesis, architectures were evaluated within their groups. Sta-
tistical differences between the individual architectures were provided 
in the appendix (Tables S2–S4).

4. Discussion

The present study compared CNNs, Transformer-based architectures 
and hybrids of these for three exemplary dental tasks, tooth segmenta-
tion on panoramic radiographs, tooth structure segmentation and caries 
segmentation on bitewing radiographs. We hypothesized that Hybrids 
performed superior over all tasks; we reject this hypothesis based on our 
results. Instead, CNNs performed superior and outperformed both Hy-
brids and Transformer-based architectures over the three tasks 
employed in this study. Our findings raise the assumption that the re-
sults from other disciplines cannot simply be transferred to dentistry and 

Fig. 1. Overview of study design. Two CNNs (U-Net, DeepLabV3+), two Hybrids (SwinUNETR, UNETR) and two Transformer-based architectures (TransDeepLab, 
SwinUnet) were compared on three different segmentation tasks of teeth, tooth structures and caries lesions. For the training process of each architecture for each 
task, hyperparameters were automatically tuned. Note that the images were rescaled to equal height and width for training and testing and are shown in this rescaled 
format here.
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require an in-depth discussion.
The inductive biases of CNNs, which provide them with a core un-

derstanding of image-related concepts, were likely beneficial to solve 
the underlying tasks. Processing on pixel-level, concepts of connectivity 
between neighboring pixels and a strong focus on local contexts may 
have allowed CNNs to capture the fine-grained details of the class 
boundaries, which was specifically visible for the tooth structure seg-
mentation task as represented in Fig. 3. Caries lesion detection is a fine- 
grained task too, as the presence of a caries lesion is determined by a 
comparison of radiopacity to that of the neighboring pixels or regions. 
Further, the learning process of CNNs may be useful for tasks such as 
tooth structure segmentation, where hierarchical structures are directly 
given by the layers of the tooth anatomy (root canal, dentin and 
enamel). Further, CNNs most likely benefitted from the initialization 
with pre-trained model parameters as demonstrated in previous studies 
for the task of tooth structure segmentation [27,28]. Notably, all three 
architectures yielded lower performance for caries lesion segmentation 
than the two other tasks. Humans will similarly find the detection of 
caries lesions more difficult than segmenting teeth or tooth structures.

Despite its promising performances in other tasks in dentistry, such 
as caries detection on intraoral photographs, tooth segmentation on 
dental radiographs or tooth detection on cone-beam computed tomog-
raphy [9,29–31], we found Transformer-based architectures inferior 
compared to CNNs and, less so, Hybrids. This may have several reasons. 
While CNNs process images on pixel level with a local receptive field, 
Transformers leverage patches of images, as elaborated above. However, 
for fine-grained segmentation, these patches may not allow to capture 
the details of the segmentation. Both Transformer-based architectures 
showed limitations in the fine-grained boundaries of the segmentation 
classes as visualized in Fig. 3, where the borders of the segmentation 
masks are coarser than the predictions provided by CNNs or Hybrids. 
Reducing the patch size to capture features on a smaller scale and pro-
vide more fine-grained segmentations is possible but computationally 
extremely costly, likely limiting its implementation.

Another cause for the inferior performance of Transformer-based 
models may be our limited dataset size. Transformer-based models are 
known to be extremely data-hungry as they must learn the core concepts 
of images from scratch. In the present study sample sizes were limited 
with 1881 (tooth segmentation), 1625 (tooth structure segmentation) 
and 2689 (caries segmentation) radiographs – which is, however, not an 
exception on the lower end, but rather a common dataset size utilized in 
dentistry: According to a recent systematic review, the median training 
dataset size used in dentistry was 450 images [1]. We aimed to overcome 
the limited dataset size by employing a range of methods that reportedly 
help the Transformer-based architectures to overcome a lack of data. 
First, all models were initialized by pre-trained parameters to provide a 
core understanding of image-related concepts from the beginning. In the 
present study, this may have not been sufficient as pre-training was also 
performed on a limited dataset size. In other domains, where 
Transformer-based architectures excelled, pre-training was often per-
formed with extremely large-scale datasets like JFT-300 M (containing 

Fig. 2. Violin plot of F1-Scores achieved by the different model architectures for tooth segmentation (top), tooth structure segmentation (mid) and caries lesion 
segmentation (bottom) over a 5-fold cross-validation. The inner black boxes represent the inner quartile of the distribution with the white line representing the 
median and the black lines indicating 1.5 times of the inner quartile distribution. Convolutional neural networks (CNN) are illustrated in red, Hybrid architectures in 
green and Transformer architectures in blue. Note that the y-axis differs between plots for the best illustration for each task.

Table 1 
P-values of post-hoc Dunn’s test. Multiple comparisons were accounted for with 
Benjamini-Hochberg p-value correction. Green highlighting indicates statisti-
cally significant differences with a significance level of 0.05.

Hybrids Transformers

Tooth Segmentation CNNs 0.023 < 0.001
Hybrids  0.028

Structure Segmentation CNNs 0.004 0.001
Hybrids  0.536

Caries Segmentation CNNs 0.007 < 0.001
Hybrids  0.118
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over 300 million labeled images) [32]. Datasets of this scale are, to our 
knowledge, not available in the medical domain, which may limit the 
applicability of Transformer-based architectures in this field. Next to 
pre-training, strong augmentation methods (CutMix, MixUp and Ran-
dAugment) were employed in the present study, which have been shown 
to assist in mitigate the detrimental effects of limited dataset size when 
using Transformers [33–35]. However, we could not confirm these ap-
proaches to overcome the performance disadvantages compared with 
CNNs. Augmentation techniques have the potential to mimic the vari-
ation of real-life images as rotation, saturation or sharpness or visualize 
objects in different contexts. Radiographs, however, are highly stan-
dardized and teeth have always the same context (oral cavity), which 
might be a reason why augmentation is more beneficial in other domains 
instead [36,37].

We hypothesized that Hybrids, which combine core components of 
CNNs and Transformers, lead to superior performance, but failed to 
accept this hypothesis. We assume that the overall performance of Hy-
brids may be limited due to the Transformer components, which may 
face the same challenges as their pure counterparts. Further, Hybrid 
architectures are relatively new and best practices and techniques for 
the training process may have not yet been fully optimized.

Based on our findings, for dental use cases with a limited amount of 
data, time and computation resources available, CNNs may be prefer-
able over the other alternatives, especially for fine-grained segmenta-
tions (like segmenting caries lesions). When larger datasets or model 
parameters from training with large datasets are available, it may be 
feasible to experiment with Hybrid or Transformer-based architectures 
to leverage the global context information. As discussed, first ap-
proaches to improve training of Transformer-based models on limited 
data [34,38] are available and current research focuses on enabling 
fine-grained segmentations with Transformer-based methods, too [39]. 
The dental community should regularly evaluate the applicability, 
benefits and detriments of using Transformers combined with such 
mitigation strategies in case of sparse data.

The setup of our study comes with strengths and limitations. To our 
knowledge, this is the first holistic evaluation of CNN, Transformer and 

Hybrid architectures on different tasks in the field of dentistry. The 
selected tasks included a varying extent of hierarchical and spatial in-
formation in their respective dataset, which allowed to explore the 
performance of the model architectures under these aspects and un-
derstand, to some degree, the effects of using different architectures and 
the reasons behind differential performance. Using 5-fold cross- 
validation allowed to further gauge the uncertainty around our re-
sults, and the conducted hyperparameter search allowed training of each 
architecture in an appropriate setting. This was specifically essential, as 
ML research may be biased to configure training in favor of CNNs due to 
their previous experience. To strengthen this aspect, further methods 
were applied that specifically have been reported to boost the perfor-
mance of Transformers. Despite the efforts, we cannot claim generaliz-
ability of our finding across other data, tasks or settings. Moreover, and 
as discussed, limited sample sizes may have influenced our results. 
Notably, though, it is unlikely that research hubs in dentistry will have 
millions of labelled images of one type at hand – nor will the technical 
resources for training models on such scale be regularly available.

5. Conclusion

CNNs significantly outperformed Transformer-based architectures 
and their Hybrids on three dental segmentation tasks (teeth, tooth 
structures, caries lesions) on varying dental data modalities (panoramic 
and bitewing radiographs). The built-in inductive biases of CNNs appear 
to be beneficial for solving the underlying segmentation tasks, while 
Transformer-based architectures showed difficulties to provide fine- 
grained segmentations and likely require (pre-training with) datasets 
of larger-scale to yield improved results.
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