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Abstract
Aims and Objectives: Over the last decades, usage-based research into child language 
acquisition has shown that multi-word units play a key role in child language acquisition. This 
paper sets out to explore the role of multi-word units in the bilingual speech of two German-
English bilingual children, focusing on their code-mixing and starting from the hypothesis that 
code-mixed utterances can be accounted for with the help of constructional patterns that are in 
turn abstracted away from recurrent multi-word units.
Approach: We used the Chunk-Based Learner (CBL), a computational model developed by 
Stewart McCauley and Morten Christiansen.
Data and Analysis: We applied the CBL to longitudinal data from two children growing up 
bilingually with the same language pair (German-English) but notably different input situations, to 
detect recurrent multi-word units in the data.
Conclusions: The study shows that both monolingual and code-mixed utterances are built from 
the same constructional patterns, highlighting the crucial role of chunks in language acquisition. 
Although code-mixed utterances appear highly creative, they largely rely on fixed, formulaic 
patterns similar to those found in monolingual speech. This finding supports the usage-based 
approach, suggesting that chunk-based learning is fundamental across different language acquisition 
contexts.
Originality: Using a strictly bottom-up approach allows us to identify recurrent chunks that are 
used as “building blocks” of early child language, including, importantly, code-mixed utterances.
Significance: Our study adds to previous research emphasizing the role of multi-word units 
in early bilingual acquisition and contributes to ongoing efforts to pinpoint the way in which 
constructional patterns emerge from multi-word units in more detail.
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Introduction

In language acquisition, children must identify the basic components of their language(s), such as pho-
nemes, morphemes, and words, as well as how these elements combine to form larger structures, for 
example, inflected words and sentences. The development of children’s language use is often described 
as progressing from simple syllables to complex multi-word phrases. While this perspective highlights 
the combinatorial nature of language learning, it arguably overlooks the important role that larger pat-
terns play in helping children understand language(s) and its rules. Peters (1983) was among the first to 
propose that children utilize larger phrases during language acquisition, emphasizing the importance of 
gestalt processes. She pointed out that there is a distinction between the linguistic units analyzed by 
researchers and those that children use when they begin to speak1 (Arnon & Christiansen, 2014). By 
focusing solely on “words,” we may overlook the multi-word sequences that children extract and 
employ early in their speech. Since children do not hear adult speech neatly divided into phonemes, 
morphemes, and words, they must parse the continuous flow of speech to identify the relevant linguistic 
units. This process involves breaking down larger segments of speech into smaller, manageable units. 
Wong Fillmore (1976, 1979) explored similar ideas in the context of children’s second language acqui-
sition and observed that children learning a new language often use whole phrases or sentence frag-
ments without fully analyzing them at first. These so-called chunks serve as a kind of “entry point” into 
the language, enabling children to express themselves early on, even if they do not yet understand the 
underlying grammar. For example, they might repeat and use phrases like “Can I have?” or “I don’t 
know” without knowing how these expressions are constructed. Chunks play a vital role because they 
allow children to engage in social interactions right away, which is crucial for learning a language. As 
children gain experience, they gradually start to break down these chunks, analyze their components, 
and use them in creative ways. This process of chunk decomposition helps children to develop a deeper 
understanding of the grammar and structure of the target language. Thus, chunks act as both a practical 
tool for immediate communication and as a foundation for more advanced language skills—in other 
words, they act as building blocks for more complex and productive structures.

The idea that larger chunks are important in language acquisition has been further explored in 
usage-based theories of language learning, according to which children learn grammar by abstract-
ing and generalizing from stored multi-word sequences (Goldberg, 2019; Tomasello, 2003). Multi-
word chunks, which span across individual words, provide specific lexical phrases that children 
can use in their early speech. These chunks help them uncover grammatical relationships and pat-
terns of co-occurrence between words. Two key processes contribute to this: undersegmentation, 
where a multi-word phrase is initially learned as a single unit and later segmented into smaller 
parts, and chunking, where frequent usage leads to the merging of words into multi-word units 
(Arnon & Christiansen, 2014). Both processes suggest that children rely on these multi-word 
chunks during their language learning journey. This perspective is increasingly supported by psy-
cholinguistic studies that highlight the importance of fixed multi-word combinations in language 
comprehension and production for both, children (e.g., Arnon & Clark, 2011; Bannard & Matthews, 
2008) and adults (e.g., Arnon & Snider, 2010; Jolsvai et al., 2013). Computational modeling fur-
ther strengthens this view, illustrating that knowledge of multi-word sequences can explain chil-
dren’s real-time comprehension and production processes (e.g., McCauley & Christiansen, 2011, 
2014, 2017) and contributes to the development of abstract grammatical knowledge (e.g., Solan 
et al., 2005). While substantial empirical evidence supports the role of chunks in children’s 



Koch et al. 3

language acquisition, both in monolingual and second language contexts, questions remain about 
their role in bilingual language acquisition. Specifically, to what extent do multi-word chunks con-
tribute to the formation of mixed utterances, where a child uses both languages in one utterance, 
which are often regarded as highly creative linguistic phenomena? This question also connects to 
earlier work by Backus (2003), who demonstrated that such mixed utterances often consist of 
multi-morphemic units situated at the interface between the lexicon and grammar. Analyzing these 
elements as lexical chunks suggests that code-switching is not merely a creative act but also builds 
on routinized patterns grounded in language use.

In this paper, we investigate the role of chunks in both monolingual and mixed utterances of 
bilingual children from a usage-based perspective, using a computational model. We present an 
exploratory study employing the Chunk-Based Learner (CBL) model (McCauley & Christiansen, 
2017, 2019a) to analyze bilingual language acquisition data. Using longitudinal data from two 
German-English bilingual children, we analyze their code-mixing utterances, monolingual speech, 
and the input they receive from their caregivers. In doing so, we follow up on previous research 
reported in Koch et al. (2022b), where we investigated the bilingual speech of one child using the 
CBL model. In the present paper, we extend this approach to a second child, which allows for a 
more detailed comparison in terms of individual differences, and we offer a more detailed discus-
sion of the implications of our results for assessing the role of multi-word units in early bilingual 
language acquisition.

The CBL approach helps us determine whether the children’s utterances reflect specific patterns 
found in their input. From a usage-based perspective, we assume that children’s mixed utterances are 
constructed from patterns that are also present in their input and their monolingual utterances and that 
multi-word chunks play a central role in this. We begin with a brief overview of the usage-based 
approach, highlighting its implications for bilingual language acquisition, particularly in relation to 
mixed utterances. Next, we describe the empirical study, including the data and the CBL model 
employed. The findings are then presented and discussed, focusing on the role of chunks in mixed 
and monolingual utterances and pointing out some individual differences between the two children 
studied, while also taking a critical look at the methodology. Finally, we consider the broader implica-
tions of these results for understanding the role of chunks in bilingual language acquisition.

Bilingual acquisition from a usage-based perspective

The question of how children acquire language(s) is one of the most intensely debated topics in lin-
guistics and cognitive science (see Rowland, 2014). Consequently, a variety of theories and methods 
have been developed to address this issue. One influential approach in this field is the usage-based 
approach (e.g., Tomasello, 2003; Tomasello & Lieven, 2008), which builds upon earlier lexically 
oriented theories of grammatical development (e.g., Braine, 1976) and aligns with linguistic 
approaches that blur the line between grammar and lexicon (e.g., Langacker, 1987). Tomasello (2009, 
p. 69) summarizes the core principle of the usage-based approach with two aphorisms: “meaning is 
use” and “structure emerges from use.” In the context of language acquisition, this means that chil-
dren learn all aspects of their language(s)—including grammatical structure, meaning, and the prag-
matic dimensions of language use (e.g., Bruner, 1983, p. 18)—from the input they receive.

The usage-based approach posits that children’s language experience serves as the foundation 
for their ability to abstract linguistic patterns, using their cross-domain cognitive skills such as pat-
tern finding and intention reading (Tomasello, 2009).2 In particular, the ability to recognize pat-
terns is considered essential for language acquisition (see Tomasello, 2003, p. 34). Children are 
capable of filtering and categorizing various regularities from their input at an early age. 
Consequently, the “rules” of a language are continuously acquired through a process of 
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generalization from actual language use. The communicative contexts prevalent at the beginning 
of language acquisition support this process, as child-directed speech is often highly repetitive and 
contains many formulaic expressions (Cameron-Faulkner et al., 2003; Lester et al., 2022; Stoll 
et al., 2009; Szagun, 2019, pp. 206–238). In addition, already recognized patterns help children 
further perceive and categorize their linguistic environment (Romberg & Saffran, 2010). Thus, 
children receive rich linguistic input that enables them to discover regularities and gradually build 
their grammars. However, it is important to note that input can vary significantly from child to 
child: children have different language experiences, contexts, and conversation partners.

According to the usage-based approach, children learn language gradually, starting with indi-
vidual words and fixed word combinations, referred to as multi-word chunks (Tomasello, 2006, p. 
261). From the very beginning of language acquisition, children use such larger linguistic units. 
They combine or segment them to discover the units of their language(s) and the regularities of 
their combinations. As shown by Lieven et al. (1992), up to 50% of the first 400 multi-word utter-
ances produced by 2-year-olds are “frozen,” that is, their components are not used flexibly but 
appear in limited, fixed combinations (see also Lieven et al., 1997; Pine & Lieven, 1993). Two- and 
three-year-olds are quicker and more accurate in producing frequently occurring chunks and are 
influenced by chunk frequency when making syntactic generalizations (Arnon & Christiansen, 
2014). As such, children make use of fixed multi-word chunks, allowing them to simultaneously 
uncover co-occurrence patterns between words and grammatical relationships.

In recent decades, first steps have been taken to apply the ideas and methods from usage-based 
language acquisition research to multilingual contexts (e.g., Quick & Backus, 2022; Quick et al., 
2021; Vihman, 1999; see Backus, 2020 for an overview). While the usage-based approach does not 
make an a-priori distinction between monolingual and multilingual acquisition, certain linguistic 
phenomena occur exclusively in multilingual language acquisition and use, potentially challenging 
usage-based theory. One such phenomenon is code-mixed utterances like (1).

(1) look at the ampel, it’s kaputt. ‘look at the traffic light, it’s broken’ (Fion, 03;10.22)3

A variety of approaches and models have explored the reasons behind language mixing4 especially 
in adults. In multilingual societies, it is common for individuals to switch between their languages 
in various ways (Gardner-Chloros, 2009). Early research (e.g., Poplack, 1980) primarily focused 
on the sociolinguistic and pragmatic reasons why people—mainly adults—combine multiple lan-
guages in their speech, as well as the question of what structures and rules underlie mixed utter-
ances (for an overview of recent research approaches, see Bullock & Toribio, 2009; Gardner-Chloros, 
2009; MacSwan, 2020). The primary goal of these studies has been to uncover explanations for 
these constraints within the fundamental syntactic structures of language and the typological fea-
tures of individual languages (Poplack, 1980; see also Belazi et al., 1994; Di Sciullo et al., 1986; 
MacSwan, 1999; Myers-Scotton, 1993). These two research perspectives—one predominantly 
sociolinguistic and the other more grammar-oriented—have largely been pursued independently. 
From a usage-based perspective, however, these aspects are inseparably linked. This approach 
focuses on the constructional patterns available to speakers, how these patterns are acquired, and 
how they are used in specific (social) contexts during language interaction and acquisition.

Language is always tied to social contexts. The acquisition of words and more complex linguis-
tic constructions is not only shaped by various situations and usage contexts but also by different 
languages, each with distinct collocational patterns and frequency profiles. As Schmid (2020, p. 
343) puts it, “cotextual, situational, interpersonal, and social aspects of usage are entrenched as 
parts of routinized patterns of associations.” Thus, linguistic knowledge emerges from language 
use in specific contexts. The close connection between language(s) and social, cultural, and 
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interactional factors, which is central to usage-based approaches (see also Croft, 2009, for an early 
programmatic work in cognitive linguistics), is particularly evident in bilingual language acquisi-
tion. However, bilingual language acquisition often occurs under very different conditions and 
circumstances. Some children grow up in bilingual families, others in societies where multilingual-
ism is the norm, while some are raised in monolingual families living in an L2 society. From a 
usage-based perspective, it is important to consider how these differences affect the acquisition 
process, whether linguistic knowledge changes in response to various input situations, and to what 
extent children’s output reflects their input contexts. In bilingual acquisition, examining the inter-
action between linguistic input and children’s output should provide insights not only into the 
development of each individual language but also into how linguistic patterns appear in code-
mixing utterances.

Based on these previously discussed theoretical implications regarding the role of chunks in 
language acquisition, as well as the assumptions of a usage-based language acquisition theory, the 
present study aims to investigate the significance of chunks for bilingual language acquisition, 
focusing on two research questions:

1. Which similarities and differences can be observed in monolingual and code-mixed utter-
ances of bilingual children with regard to the use and complexity of chunks?

2. How does the role of chunks change over the course of language development, and what 
impact does the linguistic input received by the children have on this process?

Methods

Participants and data

The study is based on longitudinal corpora from two bilingual children growing up with German and 
English. Both children are experiencing simultaneous bilingual first language acquisition, with their 
parents following the OPOL (one-parent-one-language) strategy, meaning that each parent commu-
nicates with the child in a different language—one parent speaks German while the other speaks 
English. Both children lived in middle-class households in Germany and were recorded in their home 
environment during everyday interactions, such as playtime or dinner. The first child, “Fion,” is the 
second child of a German-speaking mother and an English-speaking father. Although the parents 
generally adhered to the OPOL strategy when speaking to Fion, they did not commit to a family lan-
guage and sometimes alternated between both languages when all family members were present. In 
addition, the data include utterances from Fion’s older brother, who also grew up bilingually and 
occasionally used code-mixing when speaking with Fion or their parents. From the age of 18 months, 
Fion attended a German-speaking daycare 5 days a week. Data collection took place from ages 02;03 
to 03;11, averaging about 2 hours per week, resulting in a total corpus of approximately 205 hours.5 
Fion’s input situation was initially predominantly German, which was also evident in his own lan-
guage use. As he was more proficient in German, his parents decided to increase the English input to 
support its development shortly after his third birthday. This resulted in a noticeable shift in the dis-
tribution of the two languages in his output data: while he predominantly spoke German in the earlier 
recordings, a significant portion of his later utterances in the corpus is in English. The data indicate a 
gradual return to a higher proportion of German in the following months (see the Supplementary 
Material available at https://doi.org/10.17605/OSF.IO/ZN4KF for a longitudinal overview of the lan-
guage use of both children). The second child, a girl named “Silvie,” has a German-speaking father 
and an English-speaking mother, who was Silvie’s only source of English. Her father’s English skills 
were quite limited, so the parents communicated in German. Silvie’s mother was at home with her 

https://doi.org/10.17605/OSF.IO/ZN4KF


6 International Journal of Bilingualism 00(0)

during the first year and most of the second, during which time Silvie was primarily exposed to 
English throughout the day. However, from the age of 18 months, Silvie’s input situation shifted as 
she began attending a German kindergarten for 45 hours per week, where she was predominantly 
exposed to German from that point onward. The corpus includes recordings from ages 02;04 to 
03;10, with Silvie being recorded on average 2.5 hours per week, resulting in a total of 135 hours. All 
recordings were transcribed in SONIC CHAT format (MacWhinney, 2000). The data have not yet 
been tagged for part-of-speech, but they have been manually coded for language at the utterance 
level, indicating whether each utterance is in English, German, or code-mixed. The code-mixed utter-
ances were further tagged manually on a word-by-word basis to specify the language of each indi-
vidual word. In their monolingual utterances, both children predominantly spoke German. Table 1 
gives an overview of the corpus.

Chunk-Based Learner

Usage-based theory posits that language users’ grammatical knowledge is grounded in concrete 
linguistic events. Linguistic structures are acquired and modified through their use in specific con-
texts. Methodologically, this leads to an empirical approach to studying grammatical structures. 
This approach has yielded significant insights, particularly in research on monolingual language 
acquisition (for overviews, see Behrens, 2021 and Tomasello, 2009). One of the methods employed 
in this context is the CBL (McCauley & Christiansen, 2014, 2017, 2019a, 2019b). In the present 
study, we apply this model to multilingual language acquisition. Our focus is on investigating the 
role of chunks in both monolingual and code-mixing utterances of the children and their relation-
ship to the children’s input during the bilingual acquisition process. By analyzing two longitudinal 
corpora, the study also enables the examination of inter-individual variation in the use of code-
mixing. This approach provides valuable insights into the interaction of construction patterns 
across different languages. As previously mentioned, the CBL model has been used to analyze 
similarities and differences between first and second language acquisition. Since a usage-based 
approach posits that bilingual acquisition is not fundamentally different from monolingual lan-
guage learning, as in both cases the same cognitive mechanisms are employed to acquire a reper-
toire of linguistic constructions, the CBL model should significantly contribute to understanding 
bilingual acquisition, particularly in relation to children’s code-mixing utterances.

The CBL model is based on the incremental recognition of chunks, or related multi-word units, 
using a relatively simple metric: backward transitional probabilities (BTPs). The BTP value indi-
cates how likely it is that the previous word precedes the current word. This value is calculated 
solely based on the linguistic units processed up to that point. The model tracks both frequency 
information for words and word pairs, as well as the BTPs between these pairs (McCauley et al., 
2015). In other words, the model “learns” linguistic units by being fed input word by word, recog-
nizing related structures through a bottom-up process. The choice of this metric for chunk identifi-
cation is grounded in a series of studies from experimental psychology and developmental biology, 

Table 1. Corpus overview.

Child # Child’s utterances 
(total)

# Child’s code-mixing 
utterances

# Parents’ utterances

Fion 47,812 3,492 180,292
Silvie 37,995 4,279 140,387
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which have shown that even infants as young as 8 months old respond sensitively to BTPs in word 
segmentation tasks (Pelucchi et al., 2009; Saffran et al., 2008).

The basic idea of the model can be illustrated with the following example:6 when the model 
encounters the phrase the stray dog chased the cat, it captures the frequencies of the individual 
words as well as the bigrams such as the stray, stray dog, dog chased, chased the, and the cat. It 
also calculates the BTPs, which represent the likelihood that, for instance, dog directly follows 
stray, chased directly follows the, and so on. The model’s algorithm then computes a running aver-
age of the BTPs for all previously identified word pairs. If the BTP of the current word pair exceeds 
the current average BTP value, this bigram is classified as a potential chunk or part of a chunk. 
Conversely, if the BTP value falls below the average, the model’s algorithm sets a boundary 
between the word pair. Therefore, in the example provided, if the BTP values for the stray and 
stray dog are above the average, the model recognizes the stray dog as a cohesive chunk. This 
would be added to the so-called “Chunkatory,” which contains the “learned” chunks of the model 
(McCauley & Christiansen, 2019a). If we assume that the BTP value for “dog chased” is below the 
average BTP, the CBL model will set a chunk boundary in this case (illustrated in Figure 1, where 
the chunk boundary is marked with <#>). There is no a-priori limit on the size of chunks. The key 
factor is the calculation of the BTP values: if they exceed the average, a cohesive structure is 
defined. Thus, anything situated between two boundaries—whether those are the boundaries of 
utterances or those set by the model when the BTP of a word pair falls below the running average 
BTP—is considered a chunk.

The procedure described so far is part of the “understanding side” of the model. This aspect was 
used in the present study to identify chunks in both the monolingual and code-mixing utterances of 
the children, as well as in their respective input. The second component of the model, the “produc-
tion side,” is not included in this study and will therefore not be discussed further (see McCauley 
& Christiansen, 2019a for details). We used McCauley’s CBL script, available at https://github.
com/StewartMcCauley/CBL/ (accessed on 11 November 2024), to obtain the chunking results.

Results

This section presents the results of the data analysis, combining the quantitative CBL approach 
with qualitative assessments. The focus of our analysis is on the distribution of chunks in the code-
mixing utterances and monolingual utterances and on the longitudinal development of the role of 
chunks. This also reveals interesting individual differences between the children. It is important to 

Figure 1. Simplified illustration of the Chunk-Based Learner algorithm, adapted from McCauley and 
Christiansen (2019a, p. 10). The “#” signs indicate where the algorithm identifies boundaries between 
chunks. At these points, the BTP between the lexemes p(lexeme1∣lexeme2) falls below the current 
average transitional probability (avg.tp).

https://github.com/StewartMcCauley/CBL/
https://github.com/StewartMcCauley/CBL/
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stress that the CBL model does not recognize languages; rather, it calculates chunks and word 
boundaries based on the statistical metrics described earlier. Consequently, when processing the 
input received by the children as well as the children’s output, the model does not differentiate 
between German, English, and code-mixing utterances to define cohesive chunks or word 
boundaries.

Distribution of chunks across monolingual and code-mixing utterances. First, we will quantitatively 
assess the differences between the chunks identified in the children’s code-mixing utterances and 
their monolingual utterances. Second, we will look at the results qualitatively by taking a closer 
look at the most frequent chunks.

In the first step, we compared the average number of chunks per utterance and the average num-
ber of words per chunk across the different utterance types. This allows us to check whether the 
transitional probabilities in the code-mixed utterances differ considerably from those in the mono-
lingual utterances. Figure 2 displays the average number of chunks per utterance and the average 
number of words per chunk for both children, showing that the two types of utterances exhibit clear 
differences. As Figure 2 shows, the results for both children (Fion in the upper, Silvie in the lower 
panel) are very similar. The algorithm identified a larger number of chunks in code-mixed utter-
ances than in monolingual utterances. However, chunks in monolingual utterances were on aver-
age longer, containing more words, than chunks in code-mixed utterances. To some extent, this is 
expect, as code-mixed utterances are more likely to contain very rare word combinations, leading 
to very low transitional probabilities, which entails that the algorithm will set a chunk boundary. 
Still the results provide a clear indication that there are considerable differences between monolin-
gual and code-mixed utterances that can be detected by an algorithm that is blind to the languages 
the individual words belong to.

Looking more closely at the code-mixed utterances, we see that the position of chunk bounda-
ries determined by the CBL algorithm often coincides with the position of code switches (see 
Figure 3). For Fion’s code-mixed utterances, this occurs about one third of the time (n = 1,120), that 
is, all code switches in the respective utterance coincide with chunks. This can be seen in the fol-
lowing utterances, for example, where <#> again stands for the chunk boundary assumed by the 
model:

(2) a. zeig # ice-cream. “show ice-cream” (Fion, 02;03.16)
 b. ein kleinen # shark. “a little shark” (Fion, 02;03.16)
 c. nein # a ice hockey player. “no a ice hockey player” (Fion, 02;03.16)

In 1960 cases, there is at least a partial overlap between the position of chunk boundaries and of 
language switches, that is, some but not all chunk boundaries in the utterance coincide with lan-
guage boundaries:

(3) a. jetzt gleich # this zumachen. “right now this close” (Fion, 02;10.08)
 b. I have # that werkzeug. “I have that tool” (Fion, 03;10.22)

In example (3a), the utterance begins with the German chunk “jetzt gleich,” followed by a 
switch to English with “this.” But Fion then returns to German with the verb “zumachen.” Only in 
426 code-mixed utterances, there is no overlap. In those utterances, we often find recurrent code-
mixed sequences such as time out machen “do time out” or (ein) anderer frog “another frog.” In 
Silvie’s data, the proportion of full overlaps is smaller (979 out of 4,286), but in the vast majority 
of cases (2,810), we find a partial overlap between chunk and language boundaries. The fact that 
the proportion of complete overlaps is lower for Silvie could be due to the fact that Silvie’s 
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utterances are more complex overall, as shown by the mean length of utterance (MLU) of the two 
children (see Figure 4). This will be discussed in the following section.

We will now proceed to the qualitative analysis of the data, focusing on the ten most frequent 
multi-word chunks consisting of two or more words, or of at least three words (following the 
CHAT conventions that were used in transcribing the data, contractions like I’m are counted as two 
words), identified by the CBL in the datasets of Fion and Silvie (see Table 2). The left part of Table 
2 contains the top 10 chunks for the code-mixing utterances, the right one for the monolingual 
ones. It is noteworthy that several of the identified chunks appear prominently in both the top ten 
lists for code-mixed and monolingual utterances. In Fion’s case, five of the ten most frequent 
chunks comprising two or more words are present in both types of utterances (highlighted in light 
gray in the table). For chunks consisting of three or more words, three out of ten also appear in both 
categories (shaded dark gray). A similar pattern is observed for Silvie: seven out of ten chunks with 
two or more words are used in both utterance types, while two out of ten with three or more words 

Figure 2. Mean number of chunks per utterance and mean number of words per chunk in the code-
mixed vs. monolingual data for Fion (upper part) and Silvie (lower part). The error bars show the standard 
error.
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overlap as well. This overlap highlights the interconnectedness of language use across different 
contexts and suggests that certain chunks may play a significant role in the children’s overall lin-
guistic development (see Section 4 for further discussion).

Longitudinal development and individual differences. The previous results regarding the chunk bound-
aries are based on the complete dataset, comprised of data collected over the course of several 
years; however, it may be insightful to examine the longitudinal developments more closely. In this 
subsection, we will therefore analyze how the number of chunks per utterance evolves over time. 
To be able to classify the results in the overall linguistic development of the children, we first 
looked at the development of the MLU. MLU has often been used as a measure of syntactic com-
plexity since Brown (1973). Throughout most of the study period, Silvie’s MLU is higher than 
Fion’s, with an interesting decline occurring around the time when his predominant language shifts 

Figure 3. Proportion of overlaps between chunk boundaries and language switches in Fion’s and Silvie’s 
code-mixed utterances.

Figure 4. Mean Length of Utterance (MLU) for Fion and Silvie. The MLU was calculated based on words, 
meaning the graph displays the average number of words per utterance at each age. The left graph shows 
the MLU across all utterance types, while the right graph breaks down the MLU by type (monolingual 
German and English, as well as code-mixed utterances).
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from German to English (see Figure 4). As shown in Figure 4, this pattern is especially evident in 
the code-mixed utterances, which have the highest MLU for both children. This is not surprising, 
given that the monolingual utterances contain a significant number of single-word utterances 
(Fion: 17,042 out of a total of 47,761 utterances; Silvie: 10,716 out of a total of 37,995 utterances). 
In contrast, code-mixing utterances typically consist of more than one word, with single-word 
utterances occurring only in rare cases, such as mixed compounds like “firewehr” (Fion, 02;04.22).

If we now look at the development of the chunks in the data for the two types of utterance, we 
see the following: As the children’s utterances, whether code-mixed or not, become longer on aver-
age over time, and as the model’s “chunkatory” keeps growing as it continues to process input data, 
its likelihood to detect already encountered chunks even in the code-mixed data becomes higher. 

Table 2. Top 10 chunks with 2 or more words/with 3 or more words identified by CBL in Fion’s and 
Silvie’s data.

Fion

CM 2 + words CM 3 + words Mono 2 + words Mono 3 + words

Chunk Freq. Chunk Freq. Chunk Freq. Chunk Freq.

ich will 63 ich will nicht 14 guck mal 723 i can t 71

ein sword 36 choo choo train 5 ich will 436 ich kann nicht 66

this istis 36 i want to 5 ich bin 428 i want to 49

i m 33 that s a 5 i m 265 ich weiss nicht 48

that s 33 eine sexy lady 4 das ist 244 do nt know 47

ich bin 28 i can t 4 ich habe 196 i do nt know 40

das istis 27 noch mehr orange juice 4 look at 194 was ist das 39

und dann 23 und hierhere isist 4 noch mehr 188 ich will nicht 36

guck mal 22 a builder handy 3 du bist 140 it s not 33

das ist 21 cup o tea 3 was denn 138 in the garden 28

Silvie

CM 2 + words CM 3 + words Mono 2 + words Mono 3 + words

Chunk Freq. Chunk Freq. Chunk Freq. Chunk Freq.

ich moechte 103 a little bit 10 ich moechte 483 noch ein bisschen 37

ich bin 88 in the oven 10 ich haben 342 eins zwei drei 32

das istis 87 ein eisice cube 8 das ist 333 eins zwei drei 
vier

17

ich haben 87 das ist mein 7 ich will 319 das geht nicht 15

das ist 68 in the box 6 das hier 314 noch ein stueck 13

ich habe 48 noch ein bisschen 6 guck mal 272 one two three 13

du bist 39 das ist kein 4 ich bin 263 kannst du mir 12

ich will 39 kannst du mir 4 ich kann 253 nein nein nein 12

und dann 36 on the beach 4 ich habe 183 one two three 
four

12

ich mache 33 the combine harvester 4 und dann 182 a b c 10
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This is exactly what we found (see Figure 5). The normalized number of chunks per utterance 
becomes more similar across different utterance types over time. Note that the ups and downs in 
the data can partly be accounted for by data sparsity. As both children tend to use relatively few 
monolingual English utterances (except for Fion toward the end of the investigation period), these 
few utterances have a tremendous effect on the proportions displayed in Figure 5, causing consid-
erable ups and downs. Still, the data show a few general tendencies: For both children, the normal-
ized number of chunks in monolingual German utterances remains relatively stable. Unsurprisingly, 
the code-mixed data contain more chunks than the monolingual ones, as we have already seen in 
Section 3.3.1. The number of chunks in Fion’s code-mixed utterances is subject to more variation 
than in Silvie’s utterances. In Fion’s case, the mean number of chunks per utterance goes back quite 
drastically and consistently until the age of 02;11, followed by an increase in the average number 
of chunks per utterance. This can partly be attributed to Fion’s language shift to English explained 
above, which also has ramifications on his code-mixed utterances: As Figure 5 shows, the propor-
tion of German elements in his code-mixed data decreases. This suggests that in his later code-
mixed utterances, Fion tends to insert individual German words in his otherwise English utterances, 
and a cursory qualitative look at the data lends support to this idea, as utterances like I’m going in 
my Urlaub (03;10.22) or they are want to essen (03;11.23) abound in his later code-mixed data. As 
the model encounters more novel transitions not attested in previous stages of the data, it sets more 
chunk boundaries, leading to a higher number of chunks. In Silvie’s case, the number of chunks in 
her code-mixed utterances slightly decreases over time, indicating that she is re-using some pat-
terns that the algorithm has encountered before and categorized as chunks more frequently.

Discussion

The role of chunks in children’s monolingual and code-mixed utterances

A comparison of the mean number of chunks per utterance and the mean number of words per 
chunk across the different utterance types revealed the same pattern for both children: the chunks 
identified in code-mixing utterances contain, on average, fewer words than those in monolingual 
utterances. In other words, the number of chunks per utterance is significantly higher in code-
mixing utterances than in the monolingual data. However, the number of words per chunk is likely 

Figure 5. Proportion of German elements in Fion’s and Silvie’s code-mixed data (assessed using the 
word-by-word language tags as described in the Methods section).
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to be higher in the monolingual data than in the code-mixed data. One reason for this is the method 
used: The code-mixing utterances are likely to contain many word combinations that rarely or 
never appear in the OPOL input the children received, and hence, can be expected to show a low 
transitional probability. Importantly, this observation also highlights that code-mixing is not a phe-
nomenon triggered solely by the input, that is, generated by caregivers, but an inherent attribute of 
bilingualism. Even in an OPOL setting, bilingual children produce code-mixed utterances that go 
beyond their input, combining elements from both languages in one utterance. This points to the 
active role children play in constructing their bilingual grammar and suggests that code-mixing 
reflects cognitive flexibility rather than mere imitation. It thus underscores the need to view code-
mixing as a natural and productive part of bilingual development. As a result, despite the fact that 
many high-frequency chunks attested in monolingual data also occur in the code-mixed data, the 
model encounters many “surprising” transitions, which are likely to yield BTP values below the 
average BTP value, leading the model to set a chunk boundary. Therefore, it could be expected that 
the model sets more chunk boundaries in code-mixed utterances than in monolingual ones. 
However, we believe it would be too narrow to interpret this solely as a methodological artifact. At 
the same time, as previously mentioned, this result also reflects the children’s OPOL input situa-
tion. The results show that chunks are generally present in both monolingual and code-mixed utter-
ances, and the differences in number and complexity can be well explained by the input the children 
receive. These findings directly address the research question of what differences and similarities 
can be observed in monolingual and code-mixed utterances of bilingual children regarding the use 
and complexity of chunks. The higher chunk frequency in code-mixed utterances, alongside the 
reduced complexity of individual chunks, highlights a distinct structural difference in how chunks 
are employed across the two types of utterances. An in-depth analysis of the chunks in code-mixed 
utterances has also revealed that chunk boundaries frequently align with language switches. This 
also offers a new perspective concerning code-mixing because it indicates that language mixtures 
are largely composed of fixed formulaic phrases and that individual words or specific syntactic 
features are not the primary factors driving code-mixing (Quick et al., 2021; Quick & Hartmann, 
2021). The chunks children use in their language also feed into their code-mixed utterances. Code-
mixing can therefore also be seen as a recycling process in that frequent chunks are also used to 
construct code-mixed utterances (Dąbrowska, 2014). This is also what we see in our data: the ten 
most frequent chunks appear to a large extent in both types of utterances (see Table 2).

This also suggests that code-mixed utterances can be identified as typical instances of item-
based constructions that play a key role in language acquisition according to usage-based 
approaches (Tomasello, 1992, 2003). In addition, the list of top 10 monolingual chunks in the data 
reflects each child’s input situation. Whereas Fion initially had more German input and later expe-
rienced a shift to more English input, Silvie’s input is predominantly German throughout the 
recordings. Silvie’s most frequent chunks mirror this input situation in that she mainly uses German 
chunks which are also “recycled” in her code-mixing. By contrast, Fion’s input shift also shows in 
his production of chunks, both in the monolingual as well as in the code-mixed utterances. As such, 
in both children we can see that they extract linguistic knowledge, such as chunks, from the input 
they receive and use these chunks in both utterance types.

Examining the longitudinal development of the data reveals that the difference between utter-
ance types—monolingual versus code-mixed—in terms of chunks decreases over time. As all chil-
dren’s utterances become longer on average (see Figure 4) and more chunks are detected by the 
chunkatory, the likelihood that the chunkatory will recognize chunks already identified in code-
mixed utterances also increases (see Figure 6). This applies equally to both children. However, 
comparing the two different input situations of the children reveals highly interesting results, which 
align with a usage-based approach to language acquisition. In Silvie’s case, the number of chunks 
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in her monolingual German utterances and code-mixed utterances remains relatively stable 
throughout her development. The notable fluctuations in her English utterances can be explained 
by the very limited number of monolingual English utterances in the data, which strongly affects 
the proportions observed. Regarding chunk complexity over time, her monolingual German utter-
ances also show a high degree of stability, while the complexity of her code-mixed utterances 
decreases slightly. In Fion’s case, we observe that the number of chunks in his code-mixed utter-
ances decreases (see Figure 6), while the average number of words per chunk increases signifi-
cantly from around the age of 3;3 (see Figure 7). At the same time, the number of words in his 
English chunks also shows a slight increase from this point onward. This shift can be partly 
explained by Fion’s changing input situation. Until about the age of three, his main input was in 
German. However, after his third birthday, there was a shift toward more English, due to an 
extended stay in his father’s home country and more frequent visits from his English-speaking 
grandparents, who neither spoke nor understood German. It is noteworthy that this increased expo-
sure to English also influenced his code-mixed utterances, as shown in Figure 5. This underscores 

Figure 7. Average number of chunks per utterance.

Figure 6. Normalized number of chunks per utterance over time. The ribbons show the standard error 
of the mean.
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the role of input as a key factor in first language acquisition, significantly shaping the linguistic 
elements children use to construct their utterances. Notably, this seems to apply equally to both 
monolingual and code-mixed utterances in terms of chunk usage. This observation aligns with the 
usage-based theory of language acquisition, which posits that children are initially conservative 
learners, relying heavily on fixed multi-word sequences to form their utterances, and only gradu-
ally develop more complex linguistic patterns through abstraction processes. These processes lead 
to productive schemas, allowing children to use language in increasingly productive and creative 
ways. Using the CBL model, these fixed patterns were incrementally extracted from the data in a 
bottom-up process. However, the question arises as to how cognitively plausible such an approach 
is and, consequently, how meaningful results are. This will be examined in more detail in the fol-
lowing section.

A critical evaluation of the method

As we have seen, the model yields interesting results, even though the results of the CBL algorithm 
cannot be taken at face value of course: Although the algorithm aims at modeling language acquisi-
tion in a cognitive plausible way, some of the results we obtained can be explained by the inner 
workings of the model without necessarily being very informative about the process of acquisition 
per se. For instance, the shift of Fion’s dominant language from German to English has a consider-
able impact on the results because the model is of course trained on the (predominantly German) 
input data that the corpus contains—the model cannot know about the rich English input that Fion 
received at around that time outside of the recording sessions. This limitation applies not only to 
the CBL model but must also be considered in general when interpreting corpus studies, which can 
only capture a portion of the linguistic experience that a child receives during the study period. In 
other cases, results that can be easily explained by the inner workings of the model can at the same 
time be argued to reflect learning in a plausible way. For instance, the observation that we find a 
higher number of chunks in code-mixed utterances can be accounted for by the fact that the transi-
tional probabilities between words from different languages are very low because such word com-
binations hardly occur in the input. On the other hand, however, this also reflects the children’s 
OPOL input situation, and a potential difference between monolingual and code-mixed utterances: 
while monolingual utterances often contain larger phrases that are “recycled” as entire units, code-
mixed utterances combine different patterns in new and creative ways.

Unlike other quantitative methods, such as the traceback method (Dąbrowska & Lieven, 2005; 
Koch, 2019; Koch et al., 2022a, 2022b), the CBL does not use fixed frequency thresholds. This 
means that word combinations that occur dozens of times are not treated the same as combinations 
that occur only twice. The CBL model has the significant advantage of incrementally extracting 
chunks by considering the relatively simple metric of BTPs. The CBL model thus offers the advan-
tage of defining chunks in a more cognitively plausible way through the incremental identification 
of linguistically related units. However, it should be noted that linguistic patterns are not acquired 
solely based on frequencies. In addition to frequency, salience also plays a crucial role in the for-
mation of chunks and in language acquisition more generally (Koch, 2019; Schmid, 2007), and 
should therefore be included in further investigations.

A further limitation of the model in its current implementation is its focus solely on chunks. As 
such, it cannot account for linguistic abstractions which play a key role in usage-based approaches, 
such as frame-and-slot patterns which are considered a gateway to more complexity and growing 
productivity (e.g., Lieven et al., 2009). In addition, the CBL focuses solely on the formal and dis-
tributional aspects of constructions, therefore neglecting semantic dimensions. This limitation also 
applies to other methods of pattern identification, such as the traceback method (Dąbrowska & 
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Lieven, 2005; Koch, 2019; Koch et al., 2022a, 2022b) and the dynamic network model (Ibbotson 
et al., 2019). Consequently, an open question remains regarding how semantic, as well as phono-
logical and prosodic, aspects can be more systematically integrated into the characterization of 
patterns in early language acquisition.

Finally, it is an open question to what extent models like CBL or traceback are equally informa-
tive for typologically distinct languages that differ in, for example, the rigidity of their word order 
or the way grammatical relations are encoded. Constituent order conventions could also have rami-
fications for the usefulness of applying backwards transitional probabilities: It could be hypothe-
sized that in a language in which determiners precede nouns, for example, the boy, boy is a much 
better predictor for the than vice versa, which could help explain why BTPs have been shown to 
outperform forward transitional probabilities in a number of studies (Pelucchi et al., 2009; Saffran 
et al., 2008). However, it seems plausible that the opposite may hold in a language in which the 
determiner follows the noun, such as Korean. As such, a further open question concerns the cogni-
tive plausibility of a BTP-based approach across different languages. Future studies should there-
fore take a closer look at different language pairs, and also at different input situations. For instance, 
it would be quite interesting to investigate the effect of input data from parents who frequently 
code-mix themselves. In general, a closer and more systematic investigation of the relationship 
between input and output would be another important desideratum for future studies.

All in all, the results of the CBL, explorative as they may be, provide important insights into the 
role of chunks in early (bilingual) language acquisition. They lend further support to the idea that 
both utterance types, monolingual utterances and code-mixed ones, are constructed around chunks 
and lexically fixed patterns that are based on experience.

Conclusion

The acquisition of multilingualism has long been an important topic in language acquisition 
research, and much of the research implicitly shares many of the central assumptions of the usage-
based approach. However, researchers have only recently begun to examine multilingualism from 
an explicitly usage-based, cognitive-linguistic perspective (for an overview, see Backus, 2020). 
The usage-based approach posits that cognitive processes such as pattern recognition are central to 
the language acquisition process. Accordingly, one of the primary goals of this approach is to per-
form a kind of reverse engineering of the processes at work during language acquisition: using 
quantitative methods such as the CBL employed here, the “building blocks” upon which children 
acquire language are identified. It is assumed that these “building blocks” do not fundamentally 
differ between monolingual and multilingual language acquisition. The comparison of the role of 
chunks in monolingual and code-mixing utterances has shown that code-mixed utterances are 
made up to a large extent of the same constructional patterns that can also be found in monolingual 
utterances. This is in line with the usage-based approach to language acquisition. Especially a 
closer look at the most frequent chunks attested in both monolingual and code-mixed utterances 
reveal many commonalities between the two utterance types. In general, the results are very much 
in line with the idea that speakers, and language learners in particular, continuously “recycle” utter-
ances (Dąbrowska, 2014), or, more generally, constructional patterns. Chunks in particular seem to 
play an important role here. This study provides further empirical evidence that chunks and their 
combinations are a crucial component of language acquisition, both in monolingual and code-
mixed utterances. At first glance, code-mixed utterances may seem like a challenge for a usage-
based approach, as they appear to be examples of highly productive and creative language use 
rather than formulaic speech. However, upon closer examination, it becomes clear that fixed lin-
guistic patterns also play an important role in code-mixed utterances. Just as early monolingual 
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language acquisition is largely formulaic and characterized by simple schemas that serve as gate-
ways to greater complexity, code-mixed utterances can also be understood as combinations of 
well-established chunks from different languages and/or the productive use of formulaic patterns 
with one or more open slots.

Much of the research on first language acquisition still focuses on the combinatorial aspects of 
language: the transition from words to a (presumably) abstract syntax. However, chunk-based 
learning, in which smaller chunks are combined into larger ones or larger chunks are segmented 
into smaller ones, plays an equally important role in the learning process by creating new linguistic 
units and discovering the relationships between them. Acknowledging the significance of chunk-
based language acquisition raises several open questions and also opens up new opportunities for 
examining language acquisition processes comprehensively, including both monolingual and bilin-
gual first language acquisition, as well as second and foreign language acquisition in adults.

Taken together, the findings of this study allow us to address the two central research ques-
tions outlined above. The first research question was: Which similarities and differences can be 
observed in monolingual and code-mixed utterances of bilingual children with regard to the use 
and complexity of chunks? This study has shown that monolingual and code-mixed utterances 
of bilingual children are structurally similar in that both rely heavily on recurring chunks. 
While code-mixed utterances contain more chunk boundaries and tend to be composed of 
shorter chunks, many of the most frequent chunks are shared across both utterance types. This 
suggests that code-mixing is shaped by the same item-based patterns that underlie monolingual 
speech. The second research question was: How does the role of chunks change over the course 
of language development, and what impact does the linguistic input received by the children 
have on this process? The analysis has demonstrated that chunk use is highly dynamic over 
time and closely tied to the children’s input. Changes in the linguistic environment, such as 
shifts in dominant input language, are reflected in both the frequency and complexity of chunks 
in the children’s speech. This underscores the importance of input in the development of chunk-
based knowledge and supports usage-based assumptions that language acquisition is driven by 
frequency, salience, and gradual abstraction from concrete linguistic experiences.
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Notes

1. The research reported on here focuses exclusively on spoken languages, which is why we use mono-
modal terms in the present paper, although it can be expected that most of the processes discussed here 
also play a role in the acquisition of signed languages.

2. Note that while generative approaches still regard language as an autonomous cognitive module and 
assume a genetic basis for its acquisition, even some generative approaches now emphasize the role of 
linguistic experience (see Yang, 2016).

3. Chapter 4 provides a detailed description of the corpora cited in this and the following examples. As is 
common in studies on first language acquisition, we refer to a child’s age in the format “Years;Months.
Days,” that is, 03;10.22 indicates that Fion was 3 years, 10 months, and 22 days old when he made that 
utterance.

4. The terms language mixing, code-mixing, code-switching, and so on are sometimes used inconsist-
ently. In this paper, we use mixing to refer to the use of units from more than one language in the same 
utterance.

5. For comparison, Tomasello and Stahl (2004, p. 105) suggest that a child is awake for about 10 hours a 
day, during which they produce and comprehend language structures. Therefore, recording 2 hours per 
week accounts for roughly 2.9% of the child’s awake time. However, this is a very rough estimate, and 
there are likely significant individual differences in children’s awake times.

6. The example and its description are adopted from Koch et al. (2022).
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