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Abstract
Creating a legacy is often seen as a way to circumvent mortality. At the very least, it 
is a way to ensure that someone’s ideas live on and their influence on others extends 
beyond their own lifetime. Common examples of such legacies are cultural products, 
such as books, music, or art, that one creates and leaves behind. In light of rapid 
advances in artificial intelligence research, it is conceivable that it will soon become 
possible – and, to some extent, it already is – to create a new type of legacy in the 
form of a virtual entity, such as a chatbot or an avatar, that acts as a digital replica of 
someone. In this paper, we investigate in what sense, if any, one could say that the 
original person continues to exist in their digital replica. Taking Derek Parfit’s work 
on the nature of personal identity as our inspiration and starting point, we suggest 
under what circumstances one could (and should) perceive such replicas as genuine 
extensions of one’s personhood.

Keywords  Personal identity · Digital replica · Psychological connectedness · 
Extended personhood · Parfit

1  Introduction

Since the beginning of humanity, the subject of one’s finiteness has been a topic of 
great concern. Therefore, it’s not surprising that we can find ideas across all cultures 
about how to circumvent one’s mortality. Many religions have generated ideas about 
eternal life, for example, through reincarnation or an afterlife in heaven or hell. In 
addition to such spiritual ideas, people have also found other ways to ensure that 
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some form of legacy persists after their death. This may consist in planting a tree, 
building a house, having children, producing cultural products, for example, books, 
music, art, or committing actions that are worth mentioning in historical reports.

It is indisputable that people are able to create powerful legacies. For example, 
influential books can substantially impact subsequent generations. In a certain sense, 
the authors of these works continue to exist – their ideas live on. Recent develop-
ments in artificial intelligence research suggest that there may emerge new ways to 
create long-lasting legacies based on all kinds of data that contain information about 
a particular person’s life. This could take the form of an interactive virtual entity, 
such as a chatbot or an avatar, that acts as a digital replica of someone and represents 
that person to others, possibly long after the original person’s biological death. But in 
what sense, if any, could we say that the original person continues to exist in a digital 
replica of this kind? Moreover, if enough data about individual people is collected 
and stored, it may become possible to create digital replicas of already deceased per-
sons. How should we, in such cases, describe the relation that holds between the ori-
gin (that is, the replicated person) and the newly created digital entity?

Taking inspiration from recent works by artists, roboticists, novelists, and film-
makers – some of them pure science fiction and others slightly less so – we con-
sider what kinds of replicas could be constructed in our time and in the near future 
(Sect. 2). We suggest that a replica can only genuinely prolong a person’s existence 
if some relation that constitutes what we will call personhood holds between the 
original person and their digital replica. To this end, we draw on Derek Parfit’s influ-
ential work on the nature of personal identity to see if it can shed light on how such a 
relation could be described. Put differently, we investigate whether there is a special 
kind of relation that holds between us and the digital trace that we leave behind (or 
purposefully create) about our personality, our likes and dislikes, our worldviews, 
and our character traits, out of which a digital replica of us could be constructed.

The question concerning the possibility of digitalizing people is not new, and there 
are various philosophical debates that deal with it. However, given the rapid techno-
logical developments of recent years, it seems to us an exciting enterprise to connect 
the state of research on the potential realization of digital replicas to the philosophical 
debate on the persistence of personhood. As our starting point, we use Derek Parfit’s 
account of personal identity. We will refer to some other approaches, but it is beyond 
the scope of this paper to give a comprehensive overview of all work in philosophy 
that has been recently developed on this topic. In this light, it is best to see our project 
as a contribution to an already rich and growing body of literature in this domain.

According to Parfit, our continued existence – and, by extension, the relation of 
personal identity – is best described in terms of psychological connections that hold 
between us here and now and our future and past selves. Taking some of the core 
ideas from Parfit’s work, we investigate under what circumstances we could think of 
a digital replica as an extension of someone’s personhood even when such a relation 
would not constitute a relation of personal identity (Sect. 3). Subsequently, we elab-
orate on the relation that might hold between us and digital replicas and ask whether 
this relation may serve as a sufficient reason for us to claim privileged rights not 
only with respect to the creation of digital replicas but also concerning personal data 
about our psychology, out of which a digital replica of us could be created (Sect. 4).
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2 � Visions and Reality

Artists, roboticists, novelists, philosophers, and filmmakers have been exploring the 
idea of replicas for quite some time (for an excellent and rich review, see Stokes, 
2021b). In addition to fictional genres that tell us of successful mind uploads, such 
as living in “The Matrix” or the possibility of teleportation (see, e.g., Kurzweil, 
2000, or Bostrom, 2003), some visions are closer to reality than one might initially 
think. The most referenced vision was imagined in the famous episode ‘Be right 
back’ of the Black Mirror TV series, in which Martha’s boyfriend, Ash, tragically 
dies in an accident. Grieving, Martha subscribes to a service that takes all of Ash’s 
social media posts and online communications before he died to create an interactive 
Ash chatbot for Martha to converse with. Later in the film, Martha upgrades to have 
an embodied version of Ash – a robot that looks and moves like Ash as well. Even 
though she knows that this is not her boyfriend, Martha struggles with the striking 
resemblance.1

This science fiction story inspired a real product – the Replika chatbot app.2 After 
Eugenia Kuyda’s best friend unexpectedly died in a traffic accident, she decided to 
feed all her saved online conversations with her friend into a system powered by 
artificial intelligence (AI) to create a chatbot version of her friend. The result was so 
impressive that Kuyda went on to found a company that now offers an AI-powered 
chatbot-friend to anyone. Unlike in Kuyda’s tragic story, the Replika chatbot app 
continually learns from its conversations with a user to become ever more like the 
user (Murphy, 2019). The ultimate goal of the app in the initial versions of the prod-
uct was to replicate the user in order to become the user’s soulmate.

While the original science fiction story depicted in the Black Mirror episode is 
far too futuristic in the context of present-day technology, many have started to grap-
ple with the idea of digital replicas of persons. For a philosophical exploration of 
the idea of using AI-powered replicas of deceased persons in grieving, see Stokes 
(2021a, b), Öhman and Floridi (2017, 2018), Krueger and Osler (2022), Lindemann 
(2022), Hollanek and Nowaczyk-Basińska (2024). YOV3 is one among many com-
panies presently developing such services. For numerous others, see excellent recent 
reviews by Öhman and Floridi (2017, 2018), Danaher and Nyholm (2024a), and 
Iglesias et al. (2024).

How informative the data that we leave behind on social media, search engines, 
online stores, and other platforms is about our personalities, our likes and dislikes, 
our desires, and our character traits was explored by Laokoon, a collective of Berlin-
based artists who were interested in how far one can get with constructing a dop-
pelgänger of a person using data available online about that person’s life. In their 

1  Black Mirror Season 2, Episode 1 (2013). A related idea was explored in a recent novel by Kazuo 
Ishiguro (2021), in which a robot is tasked to learn to imitate a person, a young girl who appears to be 
gravely ill, in order to subsequently be able to represent that girl to her close relatives in case they would 
outlast her when she dies.
2  https://​repli​ka.​com
3  https://​www.​myyov.​com/​index.​html

https://replika.com
https://www.myyov.com/index.html
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investigative project ‘Made to measure’, the group conducted an experiment in 
which they obtained anonymized data of a person’s Google search history from five 
years of that person’s life.4 Based on this data, they retraced the life of that person 
and re-enacted that life in a film. Using the so-gained knowledge about the person’s 
life, the group was able to establish contact with this person via a personalized mes-
sage posted on Instagram and subsequently invited her to meet and discuss the re-
enactment of her life with the actress who played the data donor’s doppelgänger in 
the film. The reconstruction of the person’s life, according to that person herself, 
was often strikingly accurate, all the way down to the fine details about how she felt 
at various points in her real life. Finally, the data donor insisted on ending the con-
frontation when, as a result of listening to her own life story re-enacted by someone 
else, her own memories began getting mixed up to the point where she could no 
longer tell the truth and fiction apart.

Art and fiction aside, similar ideas have found their way into scientific research 
projects. Hiroshi Ishiguro, a famous roboticist, anecdotally explores the idea of one 
day being able to send a robot replica of himself to give a talk at a conference while 
he gives a talk elsewhere, this way allowing him and his replica to take part in more 
events than he currently can do alone (Nishio et al., 2007; for the same idea as one 
of the purposes or benefits of creating digital replicas of persons, see also Sweeney, 
2023, and Danaher & Nyholm, 2024a). Another research group, consisting of Anna 
Strasser, Matthew Crosby, Eric Schwitzgebel, David Schwitzgebel, and Daniel 
Dennett, explored the limits and risks of creating a digital replica of a philosopher. 
They investigated how far one can get with creating a chatbot that interacts with a 
user based on the corpus of the philosopher Daniel Dennett (Schwitzgebel, 2021; 
Strasser et al., 2023).5 To create a bot that would generate interpretable textual out-
puts, the researchers trained (fine-tuned) a GPT-3 engine. As it is already quite well 
known, GPT-3 is a powerful large language model (LLM) developed by OpenAI 
that is able to generate strikingly interesting outputs. It is a complex artificial neu-
ral network that is trained on a vast amount of data to predict what the next likely 
word in a sequence will be. According to an early review of this technology, GPT-3 
is "shockingly good – and completely mindless" (Heaven, 2020). The question of 
whether an AI-powered chatbot can succeed and be of any use in representing a 
living philosopher is new, provocative, and, to some, gravely unsettling (see, for 
example, Dennett, 2023, and Strasser, 2024). So far, the inherent problems of deep 
neural networks concerning their reliability and interpretability make it questionable 
whether a machine that is tasked to predict the next likely word in a sequence may 

5  Strasser and colleagues created this digital replica, DigiDan, with explicit consent from Dennett. Their 
agreement stated that no third parties would get access to DigiDan and that DigiDan would not survive 
Dennett himself (in line with the criteria for determining the permissibility of creating digital replicas of 
persons that were recently proposed by Danaher and Nyholm, 2024a). For more on DigiDan and Den-
nett’s own take on his digital replica, see the recording of a talk at the Weizenbaum conference in Ber-
lin featuring DigiDan and an interview with Dennett by Strasser: https://​youtu.​be/​xkOCQ​HSWMbI?​si=​
yHm5P​fM76T​Vu_​oGP (accessed on September 9, 2024). Sadly, Dennett died shortly after this event. 
DigiDan was deleted as agreed.

4  https://​www.​madet​omeas​ure.​online/​en

https://youtu.be/xkOCQHSWMbI?si=yHm5PfM76TVu_oGP
https://youtu.be/xkOCQHSWMbI?si=yHm5PfM76TVu_oGP
https://www.madetomeasure.online/en
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generate output that could, with some reservations, be considered as “speaking on 
behalf of an author.” Despite that, Schwitzgebel and colleagues showed that it was 
difficult even for experts to distinguish machine-generated answers from those given 
by Dennett himself to a set of questions on various topics in philosophy; naïve par-
ticipants in the experiment (that is, those who were not philosophers) were no better 
at that than chance (Schwitzgebel et al., 2023).

With these examples in mind, it seems plausible to envisage that, with further 
developments of AI methods and ever more data about our lives being recorded, 
a reasonably accurate digital representation of our character could, in principle, be 
constructed.6 As noted and richly explored by Patrick Stokes, unlike cultural lega-
cies, such as paintings, books, or pieces of music, which can be influential but do 
not act in any way themselves, the new type of legacy could take the form of inter-
active chatbots and even robots – embodied versions of our digital replicas (Stokes, 
2021a, b). Öhman and Floridi (2017, 2018) refer to such services as belonging to 
the digital afterlife industry (DAI) and explore ethical concerns with their creation. 
Danaher and Nyholm (2024a, b) propose criteria concerning consent, value, trans-
parency, risks, and context for determining the permissibility of such services, and 
discuss how the creation of digital replicas of persons may affect the value that we 
attach to persons who are replicated. Sweeney, (2023, 2024) discusses the ethics of 
people’s use of avatars that sometimes act on their behalf and the dangers of creating 
replicas of persons without the replicated persons’ knowledge or consent, and Igle-
sias et al. (2024) explore whether digital replicas of persons are in fact able to fulfil 
the goals for which they are created. We will come back to some of these works later 
and this is certainly not an exhaustive list of the rapidly expanding literature on the 
topic. Our primary question in this paper is how one should construe the relation 
that holds between the original person and their replica. Should such a replica be 
considered a mere counterfeit of the original person, as recently suggested by Den-
nett (2023), or is there something more to it? For example, could it be an extension 
of that replicated person? If it can, what kind of extension would it be and what 
would legal and ethical ramifications of that conclusion be? In the next two sections, 
we address these questions in turn.

3 � Parfit, Personhood, and Replicas

Our starting point for thinking about these questions is Derek Parfit’s influential 
work on the nature of personal identity (Parfit, 1984). We focus on Parfit’s theory 
because it, or the key elements of it, continues to be endorsed by many thinkers 
on the topic to this day (Olson, 2024) and it presents the possibility that person-
hoods need not be restricted to biological organisms alone. It is also the key focus 
of another recent article on digital replicas of persons (Iglesias et al., 2024) and is 

6  For reviews of attempts to do that, see Stokes (2021b, pp. 125–131) and Nakagawa and Orita (2022). 
For a review of recent developments in robotics that could aid these developments, see Mazumder et al. 
(2023).
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often mentioned and discussed in related works (Cerullo, 2015; Danaher & Nyholm, 
2024a, b; Campbell et  al., 2025). However, our goal here is not to scrutinize and 
explicate Parfit’s theory in its entirety, nor is it to arrive at the best guess at what 
Parfit would have said about extending his work to the context of digital replicas, but 
to take what we see to be the most relevant elements of Parfit’s theory to the present 
topic and to develop a new proposal for what relations might and might not hold 
between persons and their digital replicas.

3.1 � Personhood without Personal Identity

One element of Parfit’s theory that we do uptake is his claim that what ultimately 
matters for our continued existence is not personal identity understood as an all-or-
nothing relation, but psychological connectedness and/or psychological continuity, 
which he calls the relation R. To see why, Parfit invites us to consider a futuristic 
thought experiment. Suppose that one day we will be able to travel by teleportation. 
Upon setting out on a journey, we will clamber into a teleportation device, enter our 
desired destination, and press the button "go". The device will then scan our body, 
destroy it, and send the scanned data to another location, where a similar device 
will recreate our body cell by cell in nearly an instant. There will be nothing to fear, 
though, for every fact that constitutes a part of what we are before the journey – our 
appearance, memories, desires, beliefs, intentions, tastes, fears, worldview, and so 
on – will be recreated in our new body. Parfit wants to convince us that because 
all facts about our psychology will be preserved and continue to exist in our post-
teleportation replicas, our replicas will essentially be us. As Parfit puts it, "being 
destroyed and replicated [will be] about as good as ordinary survival" (1984, p. 
201).7

Thus far, our continued existence could still be described in terms of the relation 
of personal identity, for if our replica is indeed a perfect copy of ourselves, then any 
fact that constitutes this relation in us before the journey would also be preserved 
in our replica after we travelled. But suppose that our future teleportation devices 
are pretty good but not flawless. Some cells of our bodies may be missed during the 
scanning process, information about them lost while it travels, or a few neurons acci-
dentally rearranged when our replicas are printed. These glitches might be minor 
and rare, so that most people would still consider teleportation an enticing mode of 
transport. And yet something about us could change in the process. If this amounted 
to a change in one’s favourite flavour of ice cream, we might not think much of it. 
But what if, due to some unfortunate rearrangement of one’s brain cells, an astro-
physicist becomes a flat Earther, a pianist loses her musical skill, or a teleported 
“Angela Merkel” becomes “Donald Trump”? It is possible to imagine cases where 
changes to one’s appearance and personality are so severe that there would be no 

7  The reason why Parfit says “about as good” instead of “as good” is that we may sentimentally value 
our old bodies. But this is just as important (or irrelevant) as feeling sentimental about an old pair of 
shoes or a spent T-shirt that one can replace with a new one. In his later writing, Parfit actually dropped 
the qualifier “about” (2012, p. 7).
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doubt about the fact that someone we knew before teleportation was no more and 
someone else – a different person – emerged in their place post-travel.

That raises a tricky question: at which point along the spectrum, from minute to 
drastic changes to one’s personhood, would the relation of personal identity cease to 
hold between someone who enters a teleportation device and someone who emerges 
from another? Parfit argues a) that this is impossible to pinpoint and b) that this can-
not depend on some trivial fact, for example, the presence or absence of some par-
ticular single brain cell. And yet, in cases that fall into the middle of this spectrum, 
some person emerges from a teleportation device post-travel. The question then is 
whether this post-travel person is the same as the pre-travel person, whether they 
are someone else, or whether they are someone in between. That opens the space to 
think about a graded notion of what ultimately matters for our continued existence 
through time. Importantly, this can provide us with a way to understand what hap-
pens in the undecidable cases – cases in which the question of whether one person 
is identical to another has no categorical answer and is, therefore, as Parfit puts it, 
an empty question.8 We agree with and adopt Parfit’s view. However, we also extend 
it by suggesting that a graded notion of what ultimately matters for survival opens 
the possibility of thinking about a graded notion of what ultimately constitutes our 
continued existence through time.

3.2 � Psychological Connectedness and Continuity

Parfit’s theory relies on what he calls the reductionist view. This is the view that there 
is no matter of fact that is separate from our brains and bodies that constitutes our 
continued existence through time. By that, Parfit, in particular, means that there is 
no soul, no Cartesian ego, or simply no further fact beyond what is customarily con-
tained within our brains and bodies that constitutes our personhood. This does not 
mean that only biological brains and bodies can constitute personhoods.9 Rather, this 
means that if we know all facts about a person’s brain and body in the usual, natural 
circumstances (the person is not a cyborg, for example), then we know all facts that 
also constitute that personhood. In and of itself, this view does not preclude the pos-
sibility that personhoods could be instantiated synthetically or perhaps even digitally.

Parfit’s reductionist view may nevertheless be seen as too restrictive from the point 
of view of other approaches to theorizing about personhood. For example, according to 
some theories, our minds are distributed across many features of the world around us, 

8  In Parfit’s theory, the relation of personal identity can be defined in terms of what ultimately mat-
ters for our continued existence (the relation R). However, the question of whether some person X at 
one point in time and some person Y at another point in time are identical is not always answerable. As 
Parfit puts it, “[i]t is not true that our identity is always determinate” (1984, p. 216). Sometimes ques-
tions regarding the relation of personal identity are empty. Parfit presents two such futuristic cases of 
branching personhood (1984, pp. 199–201, 254–255). According to him, answering an empty question 
regarding personal identity is more like a decision than a discovery. Or, as Joshua Rust, referring to van 
Fraassen, clarifies, “empty questions can only be corrected or otherwise responded to, not answered” 
(Rust, 2019, p.15).
9  Although Parfit (2012) discussed a close connection between personhoods and brains, we do not think 
that one needs to be strictly committed to the view that personhood presupposes a biological brain.
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not all of which are contained within our brains and bodies. With that, our personhoods 
may be distributed across our bodies and our environments too (Heersmink, 2017). It 
may be the case that this view is still compatible with Parfit’s, but we will not explore 
that possibility further in this paper.10 In fact, in the proposal that we are developing here 
inspired by Parfit’s view, our personhoods, or, as we will explain later, at least slivers 
of our personhoods, may indeed extend beyond our brains and bodies. The view of an 
extended mind is also the prism through which Patrick Stokes explores the possibility 
of digital replicas of persons (Stokes, 2021a, b). Conclusions that we will reach in our 
exploration of the topic will be, to a large extent, compatible with Stokes’s. We will point 
out some of those similarities (and differences) later on. For now, we return to Parfit.

According to Parfit, when we think and talk about our continued existence, 
ordinarily, two criteria seem to be important: the physical criterion – the contin-
ued existence of our physical bodies – and the psychological criterion – the con-
tinued existence of our psychology (our memories, desires, beliefs, intentions, and 
so on). In the usual, natural circumstances, the two criteria go hand-in-hand. The 
continued existence of one’s physical body is necessary for the continued exist-
ence of one’s psychology. But in unusual and unnatural circumstances, as in Parfit’s 
thought experiment with teleportation, the two can come apart.

Parfit argues that what ultimately matters for our continued existence is captured 
by the psychological criterion alone. In particular, it is the psychological connected-
ness that we hold towards our past and future selves. If there are many psychologi-
cal connections, the psychological connectedness is strong. If there are only a few 
psychological connections, the psychological connectedness is weak. Our continued 
existence, in this sense, is a graded matter. Sometimes more of whatever makes us 
us persists from one time to another and other times less. Importantly, as time goes 
by, our personhood – the “stuff” that makes us us – can gradually change to the 
extent that we become truly different persons from those we were before.11 Utter-
ances such as “I am now a different person from the one I was ten years ago” should 
not necessarily be thought of as mere metaphors – they can be stating facts.12

10  In his later writing, Parfit (2012) suggested that personhoods “reside” or are constituted only in spe-
cific parts of our bodies, namely brains. For example, personhoods do not “reside” in fingernails even 
though fingernails are parts of bodies. However, personhoods can be intricately related to our wider bod-
ies and things beyond. Indeed, as Parfit pointed out, we often use pronouns “I” and “me” to refer to 
things beyond our bodies, for example, one might say that they were splashed with mud by a passing car 
when it was only their trousers that were splashed (2012, p. 20).
11  With personhood we refer to what is constituted by what Parfit calls the relation R: the “psychological 
connectedness and/or psychological continuity, with the right kind of cause” (1984, p. 262) where “the 
right kind of cause” is, in fact, “any cause” (p. 287).
12  On the one hand, if the psychological connectedness between a person now and her predecessor ten 
years ago is sufficiently weak, they can be treated as distinct persons. On the other hand, they may be 
linked by what Parfit calls an overlapping chain of strong psychological connectedness. For example, at 
every point throughout the ten-year period, a person may be strongly psychologically connected to her 
one-month younger and older self. This overlapping chain of strong psychological connectedness – psy-
chological continuity – between the person now and her predecessor ten years ago suggests that they can 
be treated as the same person. Parfit seems to be open to both conclusions, but he might also regard the 
question of whether these are two instances of the same person to be empty. See, in particular, his discus-
sion of the example involving a nobleman who undergoes a significant change of character throughout 
his lifetime (1984, pp. 327–329) and his discussion of the different ways in which questions regarding 
personal identity may be empty (p. 260).
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What precisely psychological connectedness consists and does not consist of is 
not clear cut, neither in Parfit’s original work, nor in our further exploration of his 
theory here. Take it to contain a collection of psychological features that one usually 
associates with and considers to be a defining feature of someone’s personal (though 
not physical) characteristics. These will include beliefs about the world, hopes and 
desires, behavioural and emotional dispositions, memories and outlooks, and simi-
lar. As we will discuss shortly, a crucial question will be whether psychological con-
nectedness necessarily entails one’s ability to consciously experience psychological 
and mental states. Instead of answering that question, we will consider how possible 
answers to it change what digital replicas of persons are or can be.

3.3 � Slivers of Personhood, Consciousness, and Replicas

Taking these ideas from Parfit’s theory on board, brings us to our original question: 
what connection would we hold to a digital replica of us if it were possible to create 
one based on data about our psychology? Would such a replica be entirely independ-
ent of our personhood and, hence, have nothing to do with our own existence, or 
would it be an extension of our personhood and thus a part of what we are? Taking 
the position that the physical criterion is not what matters and that personhood is 
graded, these questions are no longer silly.

It is important to note here that, in light of the more recent debate about the role 
of embodiment for a variety of human cognitive abilities, we may need to revisit 
the importance of the physical criterion in the constitution of one’s personhood (for 
opposing views in this debate, see, for example, Goldinger et al., 2016, and Farina, 
2021). We will not go into that debate here. Instead, we will side with Parfit’s idea 
from his later writing, where he suggested that persons are best thought of as (usu-
ally) embodied parts of human beings. The point is that while personhood is usually 
constituted in one’s brain, it may nevertheless be closely and intricately related to 
one’s wider body (Parfit, 2012, p. 20). This relation may be so intricate that severe 
changes to that body may affect one’s personhood to a great extent.13 We leave the 
question to what extent that does or can happen to another occasion. For now, we 
will just add that the importance of embodiment will not render the rest of our anal-
ysis irrelevant since a digital replica of someone may also be embodied (it could, for 
example, be a robot).14

According to Parfit, our continued existence through time is best understood and 
described in terms of degrees of psychological connectedness. As we said earlier, 
he rejects the idea that we always stand in an all-or-nothing identity relation with 

13  We thank Hong Yu Wong for this suggestion.
14  Iglesias and colleagues discuss a renewed emphasis on the importance of the physical criterion based 
on an argument that most people would likely prefer continued existence in their “old” physical bodies 
over continued existence as body-less or robotic digital entities (Iglesias et  al., 2024). We believe that 
Parfit would respond to this by suggesting that intuitions that underlie this argument, similarly to what 
he argued concerning the intuition that we stand in an all-or-nothing identity relation with our potential 
future and past selves, are wrong.
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our potential future and past selves (for an alternative view that retains the possibil-
ity of an all-or-nothing relation of personal identity and what that means for digital 
replicas of persons, see Campbell et  al., 2025). Focusing on the question of what 
ultimately matters for the continuation of our personhood and taking the view that 
personhood is graded, we can describe a “personhood spectrum.” At one end of the 
spectrum, only slivers of one’s personhood are extended through time (only few psy-
chological connections hold). At the other end of the spectrum, one’s personhood 
extends in near totality (many psychological connections hold). In the former case, 
we treat the two (weakly psychologically connected) “selves” as separate persons. 
In the latter, we treat them as instances of the same person. With that summary, we 
turn to our question.

First, consider a digital replica that retains everything that there is to be retained 
about our psychology. This is deliberately vague. What we mean is that the replica 
“carries” all facts about our psychology that, taken together, ultimately constitute 
our personhood. This may even include the ability to consciously experience mental 
states, but we will return to this in more detail shortly. If, from the point of its crea-
tion, it truly carried all facts about our psychology in the sense we just described 
– meaning that a strong psychological connectedness holds between us and the rep-
lica – such a fully-fledged replica would truly be an extension of our personhood in 
near totality.

Of course, the prospect of us being able to create such replicas is as far-fetched as 
the prospect of inventing teleportation.15 So let us consider less sophisticated repli-
cas instead. For example, let’s suppose that, unlike humans, such digital replicas do 
not consciously experience any psychological or mental states. Nevertheless, they 
are able to use vast amounts of information about our psychology to independently 
perform certain tasks based on that information. Importantly, our psychological 
states (our likes and dislikes, beliefs, worldviews, and so on) causally determine how 
such entities “represent” the environment with which they interact and what (speech 
or other) acts they perform, with their ultimate goal being to perform acts that we 
would perform ourselves. In a sense, our beliefs and desires, along with other psy-
chological mental states, shape the “beliefs” and “desires” of these replicas, even 
though, unlike us, they are incapable of consciously experiencing those mental 
states. For instance, an advanced chatbot powered by artificial intelligence (AI) that 
is tasked to represent some real human in a conversation is a good candidate for 
being what may be called a “zombie” replica of this kind.16

The answer to the question of what connection holds between a person and her 
zombie replica is more nuanced. If the ability to consciously experience psychologi-
cal and mental states is a necessary requirement for being psychologically connected 
to anyone or anything, then a zombie replica would not constitute an extension of 

15  However, see Kurzweil (2000) or Cerullo (2015) for a more optimistic outlook on this prospect.
16  Personalized AI-powered recommendation engines, which we increasingly use in our day-to-day lives, 
are a good example of how vast amounts of information about our psychology can causally determine 
what digital entities do, with their ultimate goal being to do that which we would do ourselves. While 
these systems do not watch movies, listen to music, read books, or click on websites, they recommend 
options that they predict we would choose ourselves (Schrage, 2020).
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our personhood. It might be able to mimic some things about us that make us us, but 
it would not constitute any form of our (partial or total) continued existence. This 
is in line with a point recently made also by Iglesias and colleagues, who argued 
that most digital replicas of persons will not be able to extend subjective personal 
experiences of their replicated persons (Iglesias et al., 2024). If, on the other hand, 
the ability to consciously experience psychological and mental states is a part of, 
but not a necessary requirement for being psychologically connected, then a zombie 
replica could, in principle, constitute an extension of our personhood. And this is 
so irrespective of how weak the psychological connectedness between us and such 
a replica may be. As long as some psychological connection holds between us and 
it, some of what constitutes us us would be present in the replica. And with that, at 
least a sliver of what we call personhood would be extended to a zombie replica as 
well. By sliver we here mean a tad of what psychological connectedness consists of 
– a little of what makes us us – but not enough for it to constitute a continuation of 
the person. Of course, a fully-fledged replica would be much more psychologically 
connected to its origin than a zombie replica, and a basic zombie replica would be 
less connected than an advanced zombie replica (for most advanced versions, the 
difference between a fully-fledged and a zombie replica may even be difficult to tell; 
Sandberg, 2014).

We will not settle the question of whether having the ability to consciously expe-
rience psychological and mental states is a necessary requirement for being psycho-
logically connected here (for a review of arguments in both directions in the debate, 
see Pernu, 2017). Parfit himself did not elaborate on this in great detail, even though 
he does talk of subjects of experiences and streams of consciousness throughout his 
book, and all Parfit’s examples concern human beings and, hence, presumably also 
conscious beings. In his later writing, Parfit is more explicit about this when he sug-
gests that “any conscious being that can think about itself, and its identity, is … a 
person” (2012, p. 23). However, without a further argument, by itself this doesn’t 
imply the reverse: that every person is necessarily a conscious being. Be that as it 
may, Parfit would certainly agree that losing one’s ability to consciously experience 
psychological and mental states would amount to losing something crucially impor-
tant of what matters to us deeply when we think about our own survival over time.17

Relatedly, Stokes, in his exploration of the topic, suggests a fruitful distinc-
tion between personhoods and selves. While we might be able to speak of contin-
ued existence in our zombie replicas (e.g., in the way that we proposed above) as 
persons, we would not be able to exist in them as selves. The latter is the domain 
of conscious experiences: only selves can anticipate future conscious experiences, 
consciously experience mental states, and subsequently recall past conscious experi-
ences from their lives (Stokes, 2021a, b). According to Stokes, we thereby simul-
taneously continue to exist in zombie replicas as persons and do not continue to 
exist in them as selves. The idea that digital replicas of deceased persons would be 
constitutive of personhoods has also been suggested earlier by Öhman and Floridi 

17  We thank an anonymous reviewer of our paper for this point.
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(2018). This is similar to the conclusions that we reached earlier with Parfit’s theory 
as our starting point. The difference is that, following Parfit, we did not distinguish 
between personhoods and selves. Everything is rather captured by a single metric: 
psychological connectedness. If consciousness is a necessary requirement to be psy-
chologically connected to anything or anyone, then not even slivers of personhoods 
could be extended to zombie replicas. If, on the other hand, consciousness is only a 
part of what it means to be psychologically connected, then zombie replicas could, 
in principle, extend personhoods or slivers thereof. And if consciousness itself is 
graded, that adds an additional impetus for personhood to be graded too. Our read-
ing and extension of Parfit’s work, therefore, offers a distinction between a broader 
and a narrower interpretation of personhood depending on what role consciousness 
plays in its determination. However, as we said, we will not expand on the role of 
consciousness further here. Instead, we will consider one other way in which a rep-
lica may play a role in extending one’s personhood.

3.4 � Replicas that Mediate Extensions of Personhood to other Persons

Parfit argued that even after his physical death (which happened in 2017), some 
future psychological experiences would continue to be related to Parfit’s own experi-
ences before he died. There would be memories about his life, thoughts that would 
be influenced by his, and actions taken upon his advice. As Parfit put it, “[m]y death 
will break the more direct relations between my present experiences and future expe-
riences, but it will not break various other relations” (1984, p. 281). It is not entirely 
clear whether by “more direct relations” Parfit meant all psychological connections 
that there may be. However, consider his reflection on how his theory of what ulti-
mately matters for our continued existence changed his view of death (1984, p. 281):

When I believed that my existence was such a further fact [i.e., a fact that 
constitutes one’s personal identity], I seemed imprisoned in myself. My life 
seemed like a glass tunnel, through which I was moving faster every year, and 
at the end of which there was darkness. When I changed my view, the walls of 
my glass tunnel disappeared. I now live in the open air. There is still a differ-
ence between my life and the lives of other people. But the difference is less. 
Other people are closer. I am less concerned about the rest of my own life, and 
more concerned about the lives of others.

Inspired by this view, we next consider the possibility that, following one’s phys-
ical death, many (perhaps most) psychological connections to any experiences of 
future persons are immediately broken, but some may nevertheless persist. In other 
words, a tad of psychological connectedness (a sliver of one’s personhood) can con-
tinue to hold between a person before her physical death and someone else who con-
tinues to exist.

In explicating his theory, Parfit talks of direct psychological connections as the 
necessary ingredient of psychological connectedness. For example, between an 
entity X today and an entity Y twenty years ago, there may be direct memory con-
nections “if X can now remember having some of the experiences that Y had twenty 
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years ago.” Other such “direct psychological connections are those which hold when 
a belief, or a desire, or any other psychological feature, continues to be had” (1984, 
p. 205). The way we see it – and what we suggest here – is that similar psychological 
connections could hold also between an entity X and some other entity Y, so long 
as the relevant psychological features of X are causally linked to the psychological 
features of Y. Instead of cases in which psychological features “continue to be had,” 
we can consider cases in which those psychological features are “otherwise causally 
connected,” for example, when one’s beliefs and desires (indirectly, but neverthe-
less causally) shape the beliefs and desires of their offspring, or when the beliefs 
and desires of an influencer shape the beliefs and desires of their followers. More, 
of course, needs to be said about when thereby causally connected psychological 
features actually constitute an extension of slivers of X’s personhood. For example, 
the desires and beliefs of X may cause the desires and beliefs in Y, but the desires 
and beliefs of Y may be entirely different from those of X. Perhaps, as a result of 
being exposed to X’s desires and beliefs, Y comes to the conclusion that they com-
pletely disagree with X’s worldview. Or perhaps Y deliberately forms their desires 
and beliefs in opposition to those held by X. These cases would not constitute an 
extension of X’s personhood, or slivers thereof, to Y. It would rather be a case where 
X’s personhood merely influenced the personhood of Y. In order for X’s personhood 
to be extended to the personhood of Y, Y should genuinely and sincerely adopt the 
desires and beliefs of X. It may also be required for the desires and beliefs thereby 
acquired by Y to directly or indirectly come from X. In other words, Y should learn 
and adopt those mental states from X rather than come to form similar desires and 
beliefs entirely independently from X. We will not offer a more detailed account of 
these considerations here but simply suggest that it is possible in this manner for 
one’s personhood, or slivers thereof, to extend to other beings beyond one’s physical 
death.

To Parfit, the above realization was a “liberating, and consoling” experience 
(1984, p. 281). To us, this brings up another interesting possibility regarding the 
relationship between us and our digital replicas. Even if the ability to consciously 
experience psychological and mental states is a necessary requirement for being 
psychologically connected, a zombie replica, while not itself being an extension of 
our personhood, may act as a medium through which psychological connections are 
established and maintained between us and other persons. And this is so irrespective 
of how weak the psychological connectedness between us and other persons thereby 
established is. As long as our psychological states, mediated by an advanced zombie 
replica, can shape and influence the psychological states of other persons, a sliver of 
our personhood may be extended to other conscious beings (Fig. 1).

If this makes any sense at all, you may wonder whether digital replicas would be 
unique in being able to mediate psychological connections between persons in this 
way. We think this need not be the case. A book can play a mediating role of this 
kind too. Of course, this does not mean that those of us who, after reading Reasons 
and Persons (1984), become influenced by Parfit’s worldview truly become Parfit. 
But this does suggest that a sliver of Parfit’s personhood may indeed be extended to 
those who study and are affected in psychologically relevant ways by his work.



	 J. Karpus, A. Strasser 25  Page 14 of 23

In two noteworthy ways, a significantly advanced chatbot replica of someone 
would nevertheless differ from a book as far as their roles as mediums through 
which personhoods may be extended are concerned. They have to do with how and 
to what extent a chatbot and a book can mediate one’s personhood to others.

The first concerns the type of data about someone’s personhood that is collected 
in and communicated to other persons by these mediums. A book may or may not 
contain rich information about the author’s psychological and mental states before 
that information can be communicated to and psychologically affect a reader. Dif-
ferently from a book, a chatbot replica that is purposefully designed to serve as an 
accurate representation of someone’s character (in order to “speak” on behalf of that 
person) would be deliberately fed as much data about that person’s psychology and 
mental states as can be mustered (as also noted by Öhman & Floridi, 2017). As 
such, a chatbot replica, by its design, may often be better “equipped” than a book to 
mediate someone’s personhood to other persons.

The second difference concerns the way in which a chatbot replica and a book 
perform their mediating roles. A book always presents to us its author’s message 
in words chosen by the author. Those words are then interpreted by us. We might 
disagree with others on what the correct interpretation of the author’s message is 
and our views about that may change through time. Differently from this, in a con-
versation with an advanced AI-powered chatbot, the chatbot could present to us the 
origin’s (that is, the replicated person’s) message in words that the origin may have 
intended to use (or even choose words that it deems most appropriate in the context, 
e.g., use simple expressions when communicating with children, or switch to the 
native language of its conversation partner). Importantly, part of the interpretation 
of what the origin may have intended to communicate to us will be performed by 
the chatbot replica itself (for a discussion of this point, see also Danaher & Nyholm, 
2024b). For this reason, there are grounds to be particularly concerned about how 
well the chatbot mediates one’s personhood to other persons. The strength of psy-
chological connections that it establishes and mediates between the origin and oth-
ers will depend on how it interprets what the origin’s message may have been. Since 
part of what is directly communicated and what is left to be interpreted by others 
lies outside of the origin’s control, a chatbot replica will play a significantly different 
mediating role from one that a book can do.18

All that said, aren’t the conclusions that we reached so far bonkers? If writing a 
book can extend slivers of one’s personhood, should we next consider whether parts 
of Jesus and Muhammad in fact continue to exist in those who follow their teach-
ings? We might instead take this to mean that, by considering what can follow from 
Parfit’s theory as our starting point, we have constructed a reductio ad absurdum 
argument: since the conclusions are absurd, our starting point (or some step in our 
deductive exploration of the core elements of Parfit’s view) must have been false. 
This is a tenable position. However, if we take it, we will have to readdress some of 

18  The fact that spoken conversation allows one to communicate ideas in a much richer way than is 
possible through written text (that is also of relevance here) was discussed already a long time ago, for 
example, in Plato’s Phaedrus (Plato, 1982).
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Parfit’s original challenges. For example, we may need to delineate more rigidly the 
notion of personhood or reintroduce and, hence, explicate in more detail the relation 
of personal identity as a defining feature of our continued existence. One possibil-
ity is to explore further the idea that the ability to consciously experience mental 
and psychological states may be a necessary condition to be a person. Another is 
to introduce the idea of autonomy as a necessary feature of personhood in addition 
to psychological connectedness. In order for an entity to have personhood, it may 
be necessary that it can autonomously form its own mental states (beliefs, desires, 
intentions, worldviews, and so on). If digital replicas of persons are never able to 
reach this level of autonomy, they will not constitute an extension of our person-
hood. That said, this would still make it possible for digital replicas to mediate psy-
chological connections between fully autonomous beings.19

Another option is to bite the bullet and accept the worldview in which slivers of 
other personhoods continue to exist in us and slivers of our own personhood extend 
to other persons. In Parfit’s metaphor, which we referred to earlier, this is the view of 

PREMISES

- reductionism is true

- psychological criterion matters for continued existence

- physical criterion does not matter for continued existence

- continued existence is determined by the relation R

- the relation R constitutues personhood

- personhood is graded

- a fully-fledged replica constitutes an extension of personhood
CONCLUSION 1
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Fig. 1   Summary of the argument so far

19  We thank Kai Spiekermann for bringing our attention to the idea of autonomy. For related arguments, 
see also Stokes (2021b, pp. 133–134), Schroer and Schroer (2014), and Campbell et al. (2025).
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a life in the open air where the walls of the glass tunnel disappeared. That said, we 
can accept this worldview without drastically changing most of what we are accus-
tomed to in terms of how we think about and treat distinct persons in our daily lives. 
It may simply be the case that, in order to qualify as the same person, the psycholog-
ical connectedness that holds between temporal instances of that person must be suf-
ficiently strong. And while slivers of one’s personhood may indeed extend to other 
persons, they remain mere slivers and do not constitute a person.

If we choose to bite this bullet, a conclusion that we will have to accept is that 
grey areas concerning the question of whether an extension of one’s personhood 
qualifies also as a continuation of the person (as opposed to an extension of mere 
slivers of that personhood) will be bound to remain grey. At one end of the spec-
trum, psychological connectedness will be sufficiently strong to undoubtedly con-
stitute a continuation of a person. At the other end of the spectrum, it will be weak, 
constituting a mere sliver of someone’s personhood. But in between, there will be 
cases where the question of whether there is a continuation of a person will, as a 
matter of fact, not have a categorical answer. In Parfit’s words, the question will be 
empty. We can imagine cases of sufficiently advanced AI-powered digital replicas of 
persons falling into this “in-between” category (Fig. 2).

4 � Ethical and Legal Considerations

Even on the assumption that the ability to consciously experience psychological and 
mental states is not a necessary requirement to be psychologically connected, psy-
chological connectedness between persons and their digital replicas will most likely 
be weaker than that between a person at two different points in time (at least that is 
what we and many others, e.g., Danaher & Nyholm, 2024b, envisage; Fig. 2). Nev-
ertheless – and this includes cases where digital replicas merely mediate slivers of 
personhood – ethical and legal questions will arise with respect to creating digital 
replicas of persons. Among many others, there will be those that concern the owner-
ship of data that goes into the creation of a replica, the origin’s approval of a rep-
lica’s creation, and the authorship of whatever replicas produce. There may also be 
unwelcome consequences of people overestimating or underestimating the degree 
of psychological connectedness that actually holds between the original person and 
a replica with which they interact. There is already rich and fast-growing body of 
literature on the ethics of digital replicas of persons. For many important ideas and 
arguments, see Sandberg (2014), Öhman and Floridi (2017, 2018), Stokes (2021a, 
b), Krueger and Osler (2022), Lindemann (2022), Danaher and Nyholm (2024a, b), 
Hollanek and Nowaczyk-Basińska (2024), Sweeney (2023, 2024), and further refer-
ences within those works. This list itself is not exhaustive and we will not attempt 
here to review all ethical matters that arise – and that need to be discussed – when 
one considers whether to create a digital replica of someone. In our discussion here 
we will only mention a few points that we believe are novel and ought to be consid-
ered in addition to those already discussed in prior works.
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4.1 � Copyright and Data Privacy

From a legal perspective, the use of copyright-protected data is extensively regu-
lated. However, in the case of new technologies, such as the training of deep neural 
networks, existing regulations for the most part do not currently prohibit the use 
of copyrighted content. For example, large language models, such as those used to 
develop ChatGPT, are often trained on copyrighted data. Motivated by this gap in 
regulation, a legislative consultation was initiated in the UK to address concerns 
about the extent to which artificial intelligence (AI) systems may be trained on cop-
yright-protected data.20 In the USA, cases have been brought to court concerning the 
use of people’s copyrighted material as training data (in 2023 the Writers Guild of 
America went on strike for similar concerns).21 There is an urgent need to develop 
regulatory frameworks for dealing with copyrighted material that is used in the 
development of AI technologies in general. This is reflected in the European Union’s 
AI Act that puts forward transparency requirements of all General Purpose AI sys-
tems, which include compliance with the EU copyright law and the requirement to 
publish detailed summaries of the content used for training AI systems.

So far, we have imagined replicas that communicate the opinions and views 
of replicated persons. Their function, however, may extend beyond just that. A 
digital replica that is capable of composing music in a manner that is similar to 
the way music was composed by the original (that is, the replicated) person may 
infringe copyright laws because copyrighted material is used as training data in 
its creation. This will apply to any type of digital replica that uses the origin’s 
copyrighted creative output to perform its task. Future research and resulting leg-
islative decisions should clarify under what conditions it would be acceptable, for 
example, to train potential replicas of persons on the works of an author without 
that author’s (or the copyright holder’s) prior explicit permission to do so.

The second important legal area that will need to be reviewed is that which 
governs data privacy. Considering the vast amount of data that people leave 
about themselves online (the scandals involving Cambridge Analytica in the UK 
revealed the richness of the data available about our lives on social media plat-
forms), it appears that data privacy is not a major concern to many. Although the 
investigative artists behind the above-mentioned art project ‘Made to measure’ 
(see Sect. 2) had to obtain their anonymous data donor’s consent to run the exper-
iment, it is a fact that vast amounts of data about our character traits and psychol-
ogy are constantly collected and stored in various databases to which we grant 
these rights by accepting (often mindlessly) their respective terms and conditions.

While this may lie beyond what is (or ought to be) protected by copyright laws, 
we should nevertheless ask ourselves whether we would want to have a legally 

20  https://​www.​gov.​uk/​gover​nment/​consu​ltati​ons/​artif​icial-​intel​ligen​ce-​and-​intel​lectu​al-​prope​rty-​call-​for-​
views/​artif​icial-​intel​ligen​ce-​call-​for-​views-​copyr​ight-​and-​relat​ed-​rights
21  The comedian Sarah Silverman (and others) recently sued OpenAI for the fact that ChatGPT was 
trained on copyrighted material extracted from their books (https://​apnews.​com/​artic​le/​sarah-​silve​rman-​
suing-​chatg​pt-​openai-​ai-​89270​25139​a8151​e2605​3249d​1aeec​20). For coverage of the Writers Guild of 
America strike, see https://​en.​wikip​edia.​org/​wiki/​2023_​Write​rs_​Guild_​of_​Ameri​ca_​strike.

https://www.gov.uk/government/consultations/artificial-intelligence-and-intellectual-property-call-for-views/artificial-intelligence-call-for-views-copyright-and-related-rights
https://www.gov.uk/government/consultations/artificial-intelligence-and-intellectual-property-call-for-views/artificial-intelligence-call-for-views-copyright-and-related-rights
https://apnews.com/article/sarah-silverman-suing-chatgpt-openai-ai-8927025139a8151e26053249d1aeec20
https://apnews.com/article/sarah-silverman-suing-chatgpt-openai-ai-8927025139a8151e26053249d1aeec20
https://en.wikipedia.org/wiki/2023_Writers_Guild_of_America_strike
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protected right to decide whether data about our psychology may be used to create 
a digital replica of us in the future. When creating a replica of a living person, the 
person’s consent, of course, could be sought beforehand (creating a digital rep-
lica of themselves might even be something that many would fancy). That would 
not be possible, however, with deceased persons. Danaher and Nyholm (2024a) 
suggest that, mirroring existing copyright protections, deceased people’s or their 
representatives’ say in how their personhoods are used or developed may weaken 
over time. This may be a tenable position. However, if one’s digital replica truly 
constitutes an extension of one’s personhood (and even if it merely mediates the 
extension of one’s personhood to other persons), we may have stronger grounds to 
demand the right to have a say concerning the use of data about our psychology, 
from which a digital replica of us might be created, than the grounds available to 
us today based on concerns regarding data privacy alone (for related discussion, 
see also Jurcys et al., 2024). For other works on the idea that people ought to have 
some meaningful control over what happens with their postmortem reputation has 
been discussed in the context of chatbots that are created to represent deceased 
persons to help their living relatives and friends with grieving, see, for example, 

A
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D

a person

a person

slivers of

personhood

slivers of

personhood

?

Fig. 2   The “bite the bullet” worldview. The thickness of lines indicates the strength of psychological 
connectedness. Dashed lines are associated with cases where it is not clear whether psychological con-
nectedness constitutes a mere sliver of personhood or what we would ordinarily call an extension of a 
person as a whole. In the middle of the diagram is a person at three different points in time. A-C. Slivers 
of this personhood are extended to other persons. The extension is direct (A) or mediated by a book (B) 
or a chatbot replica of the person (C). D. The personhood is extended to a fully-fledged or a “zombie” 
chatbot replica (the latter if the ability to consciously experience psychological and mental states is not 
a necessary requirement for being psychologically connected). Whether this constitutes a mere sliver of 
personhood or an extension of the person is unclear
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Harbinja (2017), Öhman and Floridi (2018), Hollanek and Nowaczyk-Basińska 
(2024).

4.2 � Responsibility

Another issue concerns questions regarding responsibility. As soon as we take our 
digital replicas to be extensions of our personhood, we have grounds to claim own-
ership (or at least partial ownership) over whatever they produce. But that comes 
hand-in-hand with accepting the responsibility for the effects of what they produce 
too.22 At the very least, this should apply to persons who have explicitly consented 
to the creation of digital replicas of themselves (Danaher & Nyholm, 2024a, also 
discuss this point). Whether this should extend to cases of digital replicas created 
without the consent of the replicated persons is a more difficult question. It may be a 
stretch to demand the origin to be accountable for whatever their digital replica pro-
duce when they did not consent to the replica’s creation. This is especially so if the 
replica was purposefully created not to be the most accurate extension of the origin’s 
personhood, which may be due to someone’s commercial considerations (Öhman 
& Floridi, 2017), defamation, intent to misinform or manipulate others (Danaher 
& Nyholm, 2024a), or acts of pure hate or revenge (Sweeney, 2024). However, the 
stronger the psychological connectedness between a digital replica and the replicated 
person, the more inclined one might be to attribute (at least partial) responsibility to 
the replicated person, irrespective of whether they gave their consent to the creation 
of the replica or not. This seems rather repugnant and is particularly worrisome in 
cases in which replicated persons are still alive. Perhaps, to be held responsible for 
an event, it is insufficient for one’s personhood to be merely causally connected to 
that event. We will not say more on and will not settle this matter here. For now, we 
merely raise this question to be addressed in future work.

Additionally, since psychological connectedness and personhood are graded (as, 
following Parfit, we argued in Sect. 3), responsibility and accountability for what-
ever replicas produce may either have to be graded too, or might come into play 
only when psychological connectedness between digital replicas and their origins 
is sufficiently strong. If the latter, there will be cases in which questions concerning 
the replicated persons’ responsibility and accountability will not have categorical 
answers (Fig. 2).

Lastly, the persons who produce digital replicas will have to be considered too. 
After all, most digital replicas will not be produced by the replicated persons them-
selves and companies that produce them will play a crucial role in determining 
what those replicas can and cannot do (Öhman & Floridi, 2017). Even if person-
hoods are primarily or solely constituted by the psychological criterion, they may 
be intricately tied to our bodies (see Sect. 3.3). Similarly, digital manifestations of 
our personhoods may be intricately tied to our digital “bodies” – the infrastructure 
that enables the realization of our digital replicas (Jurcys et al., 2024). As such, the 

22  The idea that personhood has forensic implications can be traced back to John Locke (Gordon-Roth, 
2020).
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co-responsibility of the actual designers and producers of digital replicas will have 
to be delineated as well.

4.3 � Should Replicas be Distinguishable from their Origins?

Imagining that we might in the future be able to create replicas that are easily mis-
taken for real (replicated) persons, for example, in communications online, would it 
be acceptable to treat them as representing the replicated persons’ views? As men-
tioned earlier, we envisage that the relation of personhood that holds between ori-
gins and their digital replicas will most likely be weaker than that between a person 
at two points in time. Therefore, we recommend that it should always be made clear 
that the replica is only a partial extension of a person, or that it constitutes an exten-
sion of mere slivers of one’s personhood, and that it should be expected to produce 
statements (or other forms of output) that are sometimes very different from what its 
origin may have actually stated themselves. Related matters are already considered 
in the European Union’s AI Act. For example, it is required that all artificially cre-
ated or manipulated images, audio or video content (“deepfakes”) must be clearly 
labelled as such. A similar approach could be taken to regulate people’s interactions 
with digital replicas of persons (Danaher & Nyholm, 2024a, make a similar point).

The concern here is that those who interact with someone’s digital replica might 
attribute too much or too little psychological connectedness to the relation between 
the replicated person and their replica than actually should be the case (a similar 
point was made by Hollanek & Nowaczyk-Basińska, 2024). To avoid potential con-
fusions and inaccurate ascriptions of acts or statements that replicas produce to the 
personhood of their origins, replicas should in some meaningful way disclose to oth-
ers not only their digital nature, but also the strength of psychological connected-
ness that holds between them and the origins whose views they represent. It will not 
be easy to determine that precisely because digital replicas will be meant to inter-
pret what the origins may have intended to communicate or do in specific situations 
(Sweeney, 2023, discusses such epistemic gaps in more detail).

5 � Conclusion

AI-powered tools have been used to create “new” songs by Nirvana and Amy 
Winehouse (Daly, 2021), was consulted to complete Beethoven’s unfinished 10th 
symphony (Elgammal, 2021), and taught to compose chorales in the style of Bach 
(Hadjeres et al., 2017). In light of the arguments developed in this paper, would 
these late artists, had they been alive today, have grounds to claim ownership of 
these AI-enabled creations? Should we care about whether these artists would 
approve of the new music created in their name?

It seems to us that the answer to both questions might well be “yes.” If the AI-
powered replicas of the late artists are sufficiently psychologically connected to 
their origins, then, in principle, a part of what they were able to produce today 
presumably belongs to their origins as well. If, on the other hand, these replicas 
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merely act as mediums through which psychological connectedness can be estab-
lished between the original artists and listeners of the newly generated music, the 
success of psychological connections thereby established depends on how well 
the mediums do (or did) their job.

This is not to say that the late artists (or their representatives) would win a law-
suit brought to court on some such grounds. After all, any psychological connec-
tion that holds between them and these emergent AI-powered mediums might be 
so weak that the slivers of personhood that are thereby extended are not worthy of 
a deeper investigation. But it does seem to us that the late artists’ representatives 
could bring Parfit’s book to a courtroom and demand their cases to be heard. In 
principle, the matters concerning the extent of psychological connections estab-
lished in these ways and whether they constitute mere slivers of one’s personhood 
or lie within the grey area that is less clear will have to be debated and settled in 
courts.
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