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Abstract 
Advancements in artificial intelligence (AI) have 

enabled AI systems to take on increasingly active roles 
in creative work, ranging from supportive augmentation 
to full automation of creative output generation. This 
raises important questions about how such systems 
affect individuals’ role identity in their work. Drawing 
on Role Identity Theory (RIT), we propose that 
perceived ownership mediates the relationship between 
AI mode and role identity. We conducted an interaction-
based online experiment (n = 400) in which participants 
completed a creative task supported by either an 
augmenting or automated AI system. The results show 
that augmentation (vs. automation) increases perceived 
ownership, which in turn enhances creative role 
identity. Our findings contribute to a better 
understanding of human-AI collaboration by 
highlighting the psychological mechanisms through 
which AI systems shape creative role identity. 

 
Keywords: AI, Ownership, Role Identity, Creative 
Work. 

1. Introduction  

As generative AI enters the workflows of writers, 
journalists, and designers, it does not just change what 
they do – it changes who they are at work (e.g., 
Amankwah-Amoah et al., 2024; Benbya et al., 2024; 
Chen & Chan, 2024). What once felt personal, 
expressive, and uniquely human is now partially or 
entirely produced by AI. Texts are written, images 
created, headlines suggested, often with minimal human 
input (Riemer & Peter, 2024). For creative 
professionals, this shift is not merely about speed or 
productivity. It touches on something deeper: their sense 
of authorship, contribution, and identity (Mirbabaie et 
al., 2022; Mirbabaie et al., 2021). In creative work, 
people do not just complete tasks but often invest 
personal meaning into the output. Authors care about 
what they create and even more when the task feels 

meaningful (Allan et al., 2019; Deuze, 2007). A 
powerful speech, an investigative article, and a visual 
story are not just deliverables but expressions of voice, 
judgment, and intent. When AI takes over parts of that 
process, the lines between ‘my work’ and ‘machine 
work’ blur, and with it, the psychological experience of 
being the creator (Epstein et al., 2023). 

In many domains, technology does not wait for 
roles to change formally – it reconfigures them mid-task 
(Jarvenpaa & Klein, 2024). A journalist relying on 
automated drafts may find themselves editing rather 
than composing. A musician experimenting with 
generative AI tools may go from performing notes to 
prompting algorithms. In such moments, the role being 
enacted shifts, not in a contractual sense, but in how 
individuals experience their contribution.  

At the heart of this transformation lies a tension 
between augmentation and automation: systems that 
support human effort and those that replace it (Berente 
et al., 2021; Deutsch, 1949; Diederich et al., 2022). 
While automation offers efficiency, it may reduce user 
agency and ownership. Augmentation, by contrast, 
enables individuals to remain authors of their work, 
even in the presence of AI support. This design 
distinction is more than technical: it shapes how people 
engage with creative tasks and perceive their role in the 
process (Dennis et al., 2023). 

Yet, not all tasks are perceived equal. The degree to 
which people care about authorship, control, and 
contribution is often tied to how meaningful the task 
feels (Deci & Ryan, 2000). When a task is perceived as 
significant, the question of ‘who did what’ becomes far 
more relevant. In trivial or routine tasks, AI taking over 
may feel convenient. However, in meaningful tasks, AI 
taking over may feel like displacement (De Vreede et 
al., 2021).  

Despite the increasing presence of AI in creative 
workflows, we know surprisingly little about how such 
systems affect individuals’ identity within their roles. 
Much of the existing research on AI in organizational 
contexts is shaped by a delegation and efficiency 
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perspective, examining how tasks or responsibilities are 
transferred to AI systems and how this affects 
workflows and roles (Baird & Maruping, 2021; Fügener 
et al., 2021; Stelmaszak et al., 2024). Many studies 
focus on AI in decision-making, particularly its role in 
supporting or substituting human judgment (e.g., Strich 
et al., 2021). While there is a considerable body of 
knowledge on specific design elements of AI systems, 
especially stemming from the human-computer 
interaction (HCI) field, such as their perceived human-
likeness or social roles (Dennis et al., 2023; Diederich 
et al., 2022; Moussawi et al., 2021), these studies 
typically retain a system-centric perspective. In contrast, 
our study foregrounds the human experience in AI-
assisted creative work. As we still lack a nuanced 
understanding how creative collaboration with AI 
affects people psychologically, we examine how 
creative collaboration with AI reshapes users’ sense of 
meaning, identity, and psychological ownership. This 
shift moves the focus from task logic to emotional and 
psychological dynamics. It leads us to the central 
research question: 

How does AI in creative tasks impact role identity? 
We approach this question through the lens of Role 

Identity Theory (RIT) (Burke, 2009) and draw on Self-
Determination Theory (SDT) (Deci & Ryan, 2000) as a 
complementary framework. We conducted an 
interaction-based online experiment (cf. Berinsky et al., 
2012) using a creative writing task. The study varied 
both the mode of AI assistance (automation vs. 
augmentation) and the perceived meaningfulness of the 
task, allowing us to explore identity-relevant effects in 
a creative work context. We propose that the mode of 
AI assistance shapes individuals’ identification with a 
creative role by affecting their sense of psychological 
ownership. Furthermore, we argue that high task 
meaningfulness amplifies these effects, as identity 
concerns are likely to be more salient when the task feels 
meaningful. In doing so, we contribute to the literature 
on human-AI collaboration by shifting the focus to 
identity-relevant psychological processes. Our study 
advances the theoretical understanding of how AI 
system design influences not only what people do but 
who they feel they are while doing it. 

2. Theoretical foundation 

2.1. Human-AI collaboration in creative tasks 

The relevance of AI in creative domains has grown 
significantly with recent advances in generative models. 
Large language models, for instance, can produce 
naturalistic and coherent text indistinguishable from that 
of humans (Chen & Chan, 2024). As a result, AI systems 
have begun to function as collaborative partners rather 

than mere tools, increasingly participating in tasks that 
require judgment, expression, and interpretation 
(Amankwah-Amoah et al., 2024; Benbya et al., 2024). 
Unlike rule-based systems of the past, these models 
offer adaptive support, dynamically responding to user 
input and even anticipating creative direction (Dwivedi 
et al., 2023). In line with common distinctions in HCI, 
we conceptualize AI systems as interactive, task-
embedded technologies distinct from AI agents, which 
can operate autonomously and proactively (Russell & 
Norvig, 2016). 

A critical variable in human-AI collaboration is the 
design logic underlying the AI’s role. One central 
distinction is whether the AI system is designed to 
automate or augment human effort. Automation-based 
systems execute tasks independently, increasing 
efficiency but often reducing user involvement and 
control (Craig et al., 2019; Harari et al., 2022; Lee et al., 
2019). Augmentation-based systems, on the other hand, 
support users without replacing them. They enhance 
rather than substitute human input (Moussawi et al., 
2021). Previous research has often examined how users 
respond to proactive vs. reactive AI assistance (Diebel 
et al., 2025; Kraus et al., 2021). This distinction refers 
primarily to the initiation of interaction. It often involves 
a temporal dimension but does not necessarily account 
for shifts in task responsibility or role configuration 
between humans and AI. However, the augmentation–
automation paradigm focuses on how the AI 
contributes: whether it displaces or enhances the user’s 
creative agency (Raisch & Krakowski, 2021). 

This distinction is especially significant in creative 
contexts, which differ fundamentally from routine or 
operational tasks. Creative work is inherently open-
ended, iterative, and self-expressive, often lacking 
clearly defined success criteria or procedural steps 
(Hesmondhalgh & Baker, 2008). The user's active 
engagement and subjective judgment are central to the 
process. Therefore, the involvement of AI in these tasks 
raises not only technical and practical considerations but 
also psychological and social ones – particularly 
regarding authorship and the perceived value of one's 
contribution.  

2.2. Role identity formation 

To understand how individuals see themselves in 
their roles, this study draws on RIT (Burke, 2009; 
Stryker, 1980). This theory holds that role identities 
emerge when individuals enact social roles and begin 
defining themselves in terms of the meanings and 
expectations associated with them. Unlike more stable 
identity constructs such as occupational or professional 
identity, role identity is situational and dynamic, 
reflecting how individuals interpret their behavior in a 
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given context. It is constructed through interaction, 
reinforced by social feedback, and maintained through 
consistent self-perception (Burke & Reitzes, 1981). 
Role identities become salient when individuals 
perceive their actions as meaningful expressions of a 
role, such as a creator, decision-maker, or contributor, 
and when these actions are subjectively aligned with 
their sense of self (Nelson & Irwin, 2014; Reay et al., 
2017). 

Yet, the internalization of a role identity does not 
happen automatically. It requires that the individual 
experience the role as psychologically significant. At 
this level, SDT offers important insight. According to 
SDT, individuals are more likely to internalize values, 
roles, or goals when their basic psychological needs for 
autonomy, competence, and relatedness are fulfilled 
(Deci & Ryan, 2000). These needs shape motivation and 
performance and how people understand themselves 
through their activities (Gagné & Deci, 2005). 
Environments that support autonomy by offering 
meaningful choice and foster competence by enabling 
individuals to feel effective lay the groundwork for such 
internalization. 

One psychological mechanism that links need 
satisfaction to internalization is psychological 
ownership – the feeling that something is “mine” (Pierce 
et al., 2001). Prior research has shown that 
psychological ownership arises through three key 
pathways: control over the task, self-investment, and 
intimate knowing of the object or outcome (Pierce et al., 
2001; Van Dyne & Pierce, 2004). These pathways 
correspond closely to SDT’s needs for autonomy and 
competence (Avey et al., 2009; Mayhew et al., 2007), 
and several studies have empirically linked need-
supportive environments to stronger ownership 
experiences. In this view, ownership represents the 
affective and cognitive bond people form with a task or 
outcome when it aligns with their motivational needs. 

While SDT and psychological ownership are well 
established, the link between ownership and role 
identity formation remains underexplored. Most prior 
work has examined ownership of job attitudes, 
commitment, or performance (e.g., Pierce & Jussila, 
2011; Van Dyne & Pierce, 2004) rather than its potential 
role in shaping the self-concept. This study builds on the 
premise that ownership may act as a cognitive-affective 

gateway to identity formation. When individuals feel 
that a task or outcome genuinely belongs to them, they 
may also begin to see themselves in terms of the role 
they enacted to create it. 

3. Hypotheses development  

Building on the theoretical framework outlined 
above, we develop a research model that explains how 
the design of AI systems shapes individuals’ 
identification with the roles they enact during creative 
tasks. Central to this model is the concept of 
psychological ownership, the subjective feeling that a 
task or outcome is “mine” (Pierce et al., 2001). We 
conceptualize automation and augmentation as two 
distinct designs of AI systems for collaboration 
(Diederich et al., 2022) that act as situational cues, 
influencing how much control and competence users 
experience. These experiences, in turn, shape the 
emergence of ownership and subsequent role identity. 
We further consider task meaningfulness as a moderator 
that strengthens identity-related effects: When a task is 
perceived as socially significant, its potential to become 
part of one’s self-concept increases (Burke & Reitzes, 
1981; Pratt et al., 2006). The resulting research model is 
illustrated in Figure 1. 

The design of AI systems plays a critical role in 
shaping users’ experience of agency and authorship in 
creative tasks. From an RIT perspective, individuals are 
more likely to internalize a role when they experience 
their contribution as meaningful and self-relevant 
(Burke, 2009). At the same time, SDT (Deci & Ryan, 
2000) suggests that such internalization is fostered when 
tasks support autonomy and competence. Empirical and 
conceptual work has shown that automation-oriented 
systems often constrain user input, reduce perceived 
control, and suppress authorship, thus undermining the 
salience of the enacted role and weakening role identity 
formation (Craig et al., 2019; Harari et al., 2022). These 
effects are amplified when AI systems act uninvited or 
exhibit superior competence, triggering experiences of 
self-threat and role displacement (Adam et al., 2024; 
Harari et al., 2022). By contrast, augmentation-oriented 
systems allow for user-led engagement and creative 
contribution. Users retain more control over the process 
and experience the AI as a partner rather than a 

Design of AI system 
Augmentation (vs. automation)

Perceived ownership

Role identity

Task meaningfulness
H2

H1

H3

Figure 1. Conceptual model 
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substitute, reinforcing their role as active contributors 
and increasing the likelihood of role internalization 
(Memmert & Tavanapour, 2023). Leyer and Schneider 
(2021) demonstrate that managers working with 
augmenting AI report greater task variety and higher 
autonomy, conditions conducive to role identification. 
Similarly, Raisch and Krakowski (2021) argue that 
augmentation sustains human agency and strengthens 
alignment with professional identity. Taken together, 
when users experience AI as empowering rather than 
replacing them, they are more likely to internalize and 
identify with the creative role they enact: 

H1: The use of augmentation AI (vs. automation AI) 
strengthens the role identity in creative tasks. 

While augmenting AI can strengthen role identity 
by supporting autonomy and competence, we argue that 
this effect also operates indirectly through the 
experience of psychological ownership. Unlike 
objective ownership, which is formal and externally 
defined, psychological ownership is a subjective, often 
implicit feeling that something – such as an idea or 
creative output – belongs to oneself (Pierce et al., 2001). 
It enables users to develop a personal connection to their 
role and task, particularly in creative contexts where 
outcomes are intangible and self-expressive (Rosso et 
al., 2010). Whether such ownership emerges depends on 
how AI systems structure the user's involvement. 
Augmentation-oriented designs maintain user control 
and enable meaningful input – conditions supporting 
ownership (Anthony et al., 2023; Schwartz & Te'eni, 
2024). In contrast, automation may limit users’ 
perceived influence, reducing their sense of 
responsibility and connection. Initial studies suggest 
that users working with augmentation-based systems 
may experience stronger authorship and involvement 
(Moussawi et al., 2023). Psychological ownership 
provides a motivational and affective link between 
action and identity: it helps translate task involvement 
into role identification (Pierce & Jussila, 2011). We 
therefore hypothesize: 

H2: The relationship between the design of the AI 
system (augmentation vs. automation) and role identity 
is mediated by psychological ownership. 

The extent to which the AI system design shapes 
users’ psychological experience does not depend on 

system features alone; it also hinges on how meaningful 
the task is perceived. Task meaningfulness refers to the 
subjective experience that a task is significant, 
purposeful, and worth doing (Hackman & Oldham, 
1976; Rosso et al., 2010). From a role identity 
perspective, meaningful tasks are more likely to be 
internalized as they enhance the personal relevance of 
the role being enacted (Burke & Reitzes, 1981; Pratt et 
al., 2006). We propose that task meaningfulness 
moderates the psychological effects of AI system design 
on perceived ownership, as described in H2. When 
individuals perceive a task as personally or socially 
significant, they care more about how it is done and who 
can claim authorship (Bunderson & Thompson, 2009; 
Rosso et al., 2010). Under such conditions, the 
distinction between automation and augmentation 
becomes more salient: users are more likely to respond 
negatively when AI replaces, rather than support, their 
creative agency. Memmert and Tavanapour (2023) 
show that users adjust their sense of responsibility 
depending on the task's meaning. When a task invites 
personally meaningful input, users are more inclined to 
assert ownership over the output – creating stronger 
cognitive and affective links between task and identity. 
Task meaningfulness thus heightens the psychological 
salience of ownership in AI-supported work. Therefore, 
we hypothesize: 

H3: The indirect effect of augmenting AI on role 
identity via psychological ownership is stronger when 
task meaningfulness is high (vs. low). 

4. Method 

4.1. Experimental design  

The experimental design is visualized in Figure 2. 
We conducted an interaction-based online experiment 
to simulate a realistic creative workflow and foster 
immersive role engagement in journalism (Witschge et 
al., 2019). It serves as a representative creative context 
due to its emphasis on idea generation, narrative 
construction, and expressive autonomy. Rather than 
presenting a passive vignette, participants actively 
assumed the role of a journalist and completed a short 
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writing assignment using an AI system. This setup 
allowed us to investigate identity-relevant processes in 
a contextually grounded, task-based human-AI 
collaboration.  

Introduction. Upon entering the experiment, 
participants received general information and basic 
instructions for the study, including a note that desktop 
participation was required due to the writing task. 
Journalism was selected as the creative domain because 
it is both broadly accessible and representative of real-
world AI adoption. Participants were then introduced to 
the journalistic setting and completed an initial attention 
check to ensure engagement. 

Scenario. Participants were randomly assigned to 
one of four experimental conditions in a 2×2 between-
subjects design, crossing task meaningfulness (low vs. 
high) and AI mode (augmentation vs. automation). They 
were shown a custom-built web interface designed as a 
“Journalist Command Center,” mimicking the layout of 
a digital newsroom. This interface displayed their 
assigned writing task, which was either “pineapple on 
pizza” (low meaningfulness) or “teacher shortage in 
schools” (high meaningfulness). The topics were 
selected to ensure both a clear contrast in perceived 
meaningfulness and broad accessibility: The teacher 
shortage represents a societally relevant issue 
commonly used as high-meaningfulness in prior 
research as it is broadly relatable and identity-relevant. 
In contrast, the pineapple-on-pizza topic lacks societal 
relevance but is easy to engage with for all participants. 
Participants were also informed about the type of AI 
support they would receive: either writing with the help 
of an AI assistant (augmentation) or having the AI 
generate a first draft based on keywords (automation). 
To ensure that any observed effects could be attributed 
to the experimental manipulations, all other aspects of 
the experience were held constant across conditions. 
The scenario had to be viewed for at least 45 seconds 
before participants could proceed. 

Interaction. Participants completed the writing 
task on a custom-built web app where they interacted 
with an AI system connected via API to OpenAI’s GPT-
4o Mini. In the augmentation condition, they first wrote 
their article independently and could then use the AI to 
revise or enhance it. In the automation condition, they 
submitted a few keywords and received a draft article 
from the AI, which they could subsequently edit. 
System prompts were implemented according to the 
condition to ensure participants could not bypass the 
intended procedure. In the augmentation group, if 
participants entered only keywords or bullet points, the 
chatbot requested a complete draft of around 100 words 
in their own words. If the input appeared AI-generated, 
indicating that participants might have used an external 
tool, the system responded with a message such as: “To 

provide tailored feedback, I need a rough draft written 
in your own words. Feel free to keep it imperfect; I’ll 
help refine it.”. Unlike models of full automation that 
entirely remove human agency (e.g., Raisch & 
Krakowski, 2021), our automation condition still 
required user input to initiate the process. The AI did not 
act autonomously but relied on minimal human 
guidance, while the main creative work shifted toward 
the system. All user inputs and outputs during the AI-
supported writing process were logged in a MongoDB 
database to verify that participants in the augmentation 
condition actively engaged in writing themselves. 
Figure 3 shows the journalist command center: At the 
top, we see the manipulation for high task 
meaningfulness, and the bottom shows the interaction 
environment for the augmentation group. Participants 
drafted their article in the left-hand field, used the AI 
tool to enhance their text, and then submitted a final 
version. While the interface was visually identical for 
the automation group, they received different 
instructions specifying how to interact with the AI.

 
Figure 3. Example stimulus and user interface 

Measurement. After completing the writing task, 
participants continued to the post-task measures which 
we describe in more detail in the following.  
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4.2. Operationalization of constructs 

All constructs were measured using validated scales 
from prior research and carefully adapted to the creative 
journalism context of our study. Table 1 shows our main 
measures for the dependent and mediator variables and 
manipulation checks. All items were measured on a 7-
point Likert scale.  

Table 1. Measures 

Dependent 
variable 
Role 
identity  
(α = 0.95) 

I felt like I was part of the journalism 
profession. 
I felt proud to take on the role of a journalist. 
I found myself thinking like a journalist.  
I felt a sense of identification with the 
journalism profession.  
I felt a strong commitment to being a 
journalist.  

(adapted from Farmer et al., 2003)  
Mediator 
Psycho-
logical 
ownership 
(α = 0.96) 

I felt like the article I wrote was mine. 
I felt a strong sense of ownership over the 
article I created.  
I felt personally connected to the article I 
wrote. 
I felt responsible for the outcome of the article. 
I felt proud of the article.  
The article felt like a product of my own 
efforts. 

(adapted from Van Dyne & Pierce, 2004)  
Manipulation 
Check 
Perceived 
Task 
meaning-
fulness 
(α = 0.95) 

The journalistic task was very important.  
The work I did on the journalistic task was 
meaningful to me. 
The journalistic task itself was worthwhile.  
The journalistic task mattered to me.  
I felt that the journalistic task had a positive 
impact. 

(adapted from Morgeson & Humphrey, 2006)    
Manipulation 
Check 
Perceived 
AI Invasive-
ness 
(α = 0.72) 

The AI system seemed to fully automate the 
journalistic task.  
The AI system was primarily assisting me, not 
replacing me.  
I felt that I had control over the article’s 
content. 
I was the main author of the final article.  

(adapted from Kimon et al., 2021) 
 Additionally, we measured participants’ 

journalistic background, prior experience with AI tools, 
age, gender, education, employment status, and country 
of residence as control variables. To validate the 
experimental manipulations and measures, we 
conducted a pilot study with a student sample (n = 124), 
which provided evidence for the internal consistency of 
scales and initial trends in treatment effects. 

5. Results 

5.1. Sample description and model-free results 

We recruited 400 participants from Prolific (~51% 
male, median age 39). Prolific is widely used in 

behavioral research due to its high data quality and 
demographic transparency (Palan & Schitter, 2018). We 
applied several screening criteria to ensure data quality 
and relevance for our writing-based creative task. 
Participants were required to (1) be at least 18 years old, 
(2) speak English as their first language, (3) reside in the 
United Kingdom, aligning with the national framing of 
the writing task, and (4) hold at least an A-level, high 
school diploma, or undergraduate degree to ensure 
sufficient writing competency. We filtered participants 
based on a minimum approval rate of 95% and 
employed Prolific’s built-in quota sampling to obtain an 
even gender distribution. All participants provided 
informed consent prior to participation and were 
compensated at £8,18/hr. In addition, we offered 
incentive-based compensation: the ten best articles were 
rewarded with an additional £5 bonus. 

Participants were randomly assigned to one of the 
four experimental conditions. Randomization was 
handled through Qualtrics survey allocation settings. 
Group sizes ranged from 95 participants in the 
augmentation/high meaningfulness condition to 103 
participants in the automation/low meaningfulness 
condition. The groups did not differ significantly in their 
compositions of age and gender. The median 
completion time for the study was 11 minutes. 

We conducted independent sample t-tests to assess 
whether our manipulations of AI-mode (augmentation 
vs. automation) and task meaningfulness (high vs. low) 
were recognized by participants. Results show a 
significantly lower mean value of AI-invasiveness in the 
augmentation conditions (MAugmentation = 2.79, 
SDAugmentation = 1.21 vs. MAutomation = 4.27, SDAutomation = 
0.93, t(398) = -13.68, p < 0.01) and a significantly 
higher value of the task meaningfulness measure in the 
high task meaningfulness conditions (Mhigh_meaningfulness = 
5.11, SDhigh_meaningfulness = 1.37 vs. Mlow_meaningfulness = 4.61, 
SDlow_meaningfulness = 1.60, t(398) = -3.39, p < 0.01). This 
indicates that the manipulations worked as intended. 
Regarding our dependent variable, we find, consistent 
with H1, that role identity is significantly higher in the 
two groups that received the augmentation AI mode 
rather than the automation AI mode (MAugmentation = 5.14, 
SDAugmentation = 1.25 vs. MAutomation = 4.37, SDAutomation = 
1.62, t(398) = 5.28, p < 0.01). Similarly, our mediating 
variable psychological ownership is higher in the 
augmentation groups (MAugmentation = 5.45, SDAugmentation = 
1.12 vs. MAutomation = 3.97, SDAutomation = 1.71, t(398) = 
10.15, p < 0.01). 

5.2 Moderated mediation analysis 

We examined the direct effect of AI mode on role 
identity by running an OLS regression with and without 
control variables (dummy variables for task 
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meaningfulness, male gender, high education, and a 
journalistic background). We found a significant 
positive effect of AI augmentation on role identity in the 
model with (b = 0.7671, SE = 0.1454, p < 0.01) and 
without (b = 0.7609, SE = 0.1430, p < 0.01) control 
variables. Thus, our results support our first hypothesis 
(H1) regarding the positive effect of AI augmentation 
on role identity.  

We continued to examine our theorized mechanism 
and conducted a mediation analysis following the 
bootstrap approach for conditional indirect effects by 
Hayes (2017) (PROCESS model 7 with 5,000 bootstrap 
samples and 99% confidence intervals). We examined 
the effect of our independent variable, the design of the 
AI system, on our dependent variable, role identity, and 
the mediating role of psychological ownership on this 
effect. Additionally, we examined the moderating role 
of task meaningfulness on the indirect effects on role 
identity. Figure 4 shows the results of the moderated 
mediation analysis. 

We did not find a direct effect of AI mode on role 
identity in the moderated mediation analysis. Instead, 
we found a significant positive effect of AI 
augmentation (vs. automation) on psychological 
ownership (b = 1.5182, SE = 0.2036, p < 0.01) and a 
significant positive effect of psychological ownership 
on role identity (b = 0.6561, SE = 0.0380, p < 0.01). The 
results are robust when controlling for male gender, high 
education, and a journalistic background. Thus, the 
effect of AI mode on role identity in our model is fully 
mediated by psychological ownership, supporting our 
second hypothesis (H2). Accounting for task 
meaningfulness as a moderator, we did not find a 
significant interaction effect of task meaningfulness and 
AI mode on psychological ownership or role identity. 
We, therefore, found no support for our third hypothesis 
(H3), which suggested that the meaningfulness of the 

task moderates the indirect effects of AI design on role 
identity.  

6. Discussion  

This study explored how the design of AI systems 
and the perceived meaningfulness of creative tasks 
shape users' role identity in AI-supported work. We find 
that how AI systems are designed, specifically whether 
they augment or automate user input, significantly 
influences how users identify with the role they enact 
during a creative task. This effect unfolds through the 
experience of psychological ownership. Surprisingly, 
task meaningfulness did not moderate these effects as 
expected.  

These results align closely with key assumptions of 
RIT (Burke, 2009), which posits that individuals define 
themselves through the roles they enact – especially 
when those roles are experienced as personally 
meaningful and self-relevant. In our study, participants 
working with augmenting AI could retain agency, make 
creative decisions, and shape the output – conditions 
under which enacted roles are more likely to become 
psychologically salient and internalized (Pratt et al., 
2006; Reay et al., 2017). From a psychological 
perspective, these conditions correspond to the basic 
needs for autonomy and competence as described in 
SDT (Deci & Ryan, 2000), which support the 
internalization of externally guided actions into the self 
(Gagné & Deci, 2005). Rather than acting as passive 
supervisors of an automated system, users experienced 
themselves as authentic contributors. This subjective 
sense of authorship is central to forming role identity in 
creative domains.  

The mediating role of psychological ownership 
further clarifies how design becomes relevant for 
identity formation. Ownership is not just about 

Design of AI system 
(Augmentation = 1, Automation = 0)

Perceived ownership

Role identity

Task meaningfulness
(High = 1, Low = 0)

b = 0.6561***
(0.0380) 

b = 1.5182***
(0.2036) 

n.s.

n.s.

Standard errors in parantheses
* p < 0.1

** p < 0.05
*** p < 0.01

Conditional Indirect Effects
Automation à Ownership à Identity

Low Meaningfulness: b = 0.9961, 95% CI: [0.7234, 1.2928]
High Meaningfulness: b = 0.9336, 95% CI: [0.6401, 1.2333]

Index of Moderated Mediation: -0.0626, 95% CI: [- 0.4453, 0.2931]

Figure 4. Results of the moderated mediation analysis 
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perceived control; it reflects a deeper connection 
between the self and the product (Pierce et al., 2001). 
Our study uniquely positions psychological ownership 
as a meaningful construct in AI-mediated creative tasks. 
While prior research has examined ownership in stable 
organizational roles, long-term projects, or material 
work outputs (Pierce et al., 2001; Van Dyne & Pierce, 
2004), our findings show that ownership can also 
emerge in transient, digitally mediated interactions. In 
such settings, especially when creative control is shared 
between humans and AI, psychological ownership 
becomes a key mechanism for sustaining a sense of 
personal authorship and integrating the enacted role into 
the self.  

Interestingly, while the AI system design had clear 
and significant effects, task meaningfulness did not 
moderate these relationships as hypothesized. This is 
surprising in light of RIT, which suggests that 
meaningful tasks increase the psychological salience of 
enacted roles, making them more likely to be 
internalized as part of the self. One possible explanation 
lies in the temporal constraints of the experimental 
setup. With a median duration of eleven minutes, the 
tasks may not have allowed meaningfulness to unfold as 
a deeply felt experience. Prior literature has emphasized 
that meaningfulness is not purely cognitive but also 
affective and experiential (Rosso et al., 2010; Steger et 
al., 2012); it grows through reflection, resonance, and 
sustained engagement, none of which may fully develop 
in a single session, short-form writing task. Another 
explanation may lie in the difference between topical 
and personal meaningfulness. While our manipulation 
used socially relevant topics (e.g., teacher shortage), it 
is possible that these topics were not personally salient 
for all participants. Meaningfulness is subjective; it 
emerges from the issue at hand and how individuals 
connect it to their own values, goals, and experiences 
(Bunderson & Thompson, 2009). 

7. Theoretical and practical implications 

Our study advances the theoretical understanding of 
human-AI collaboration in two ways. First, it 
contributes to the emerging perspective that AI systems 
not only shape how tasks are performed but also how 
individuals understand themselves through the roles 
they enact. Drawing on RIT (Burke, 2009; Stryker, 
1980), we show that AI can influence users' role identity 
by altering the conditions under which creative actions 
become self-defining. Our study demonstrates that 
augmenting AI systems, which preserve autonomy and 
invite user-led decisions, fosters environments where 
creative roles are more likely to become psychologically 
salient and internalized. This perspective allows us to 
conceptualize human-AI interaction not merely as 

functional coordination but as a site of identity 
construction, where creativity serves as a medium for 
role identity formation. Second, we establish 
psychological ownership as a central mechanism 
through which system design translates into identity 
outcomes. While prior research has linked ownership to 
material resources or long-term projects (Pierce et al., 
2001; Van Dyne & Pierce, 2004), we show that it also 
plays a crucial role in short, digitally mediated, and 
expressive tasks. When users experience control, self-
investment, and authorship, even in transient AI-
supported interactions, they are likelier to feel that the 
output is “theirs,” enabling a stronger connection 
between task and self. This expands the conceptual 
reach of ownership and highlights its value in explaining 
how technology design shapes the formation of creative 
self-understanding. 

For practitioners, our findings underscore the 
importance of creating systems that invite interaction, 
respect creative autonomy, and maintain users’ role as 
the originators of content. This has tangible relevance 
for AI deployment in journalism, marketing, design, and 
media production. In these domains, the integration of 
generative AI can raise concerns about loss of voice, 
creative displacement, or deskilling. Our study suggests 
that these risks can be mitigated through systems that 
augment rather than automate, therefore being 
experienced as empowering. Organizations seeking to 
implement AI in creative workflows should go beyond 
questions of accuracy and efficiency and consider how 
design choices influence how people feel about their 
work and themselves while doing it.  

8. Limitations and future research 

We acknowledge the limitations of our study. First, 
we focus on role identity, the momentary psychological 
connection individuals form with a role during task 
engagement (Reay et al., 2017). Although the design 
included realistic interaction and task simulation, it 
remains limited to a short-term setting. Participants 
completed a one-time writing task, which may have 
constrained deeper experiential immersion and the 
development of more enduring identity processes. As 
suggested by SDT, the psychological impact of AI use 
likely depends on its contextual embeddedness within 
broader organizational structures. Future research 
should, therefore, examine long-term (professional) 
identity formation over time and in real-world 
organizational environments. 

Second, although the experimental task was 
situated in a journalistic context, the study does not 
target journalists as a professional group. Instead, it 
examines how individuals temporarily adopt and 
experience a creative role within a simulated work 
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setting. This design choice prioritizes generalizability 
and experimental control over professional specificity. 
Future studies could extend this work by involving 
actual journalists or other creative professionals to 
explore how existing and specific role identities interact 
with AI-based task structures. 

Third, our operationalization of task 
meaningfulness focused on topic relevance and 
perceived importance. While manipulation checks 
confirmed the intended distinction, it is possible that 
personal significance or value congruence was not fully 
activated in the experimental setting. Future studies 
could incorporate such measures to understand better 
how person-task fit influences ownership and identity 
formation in AI-supported creative work. 
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