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four continents, investigates how AI narratives are constructed in different
cultural contexts and how they influence public opinion. Different metho-
dologies are used to explore AI’s media representations, political implica-
tions, and impact on various industries. Looking at both leading global
actors such as the US, the EU and China, which are driving AI advance-
ments, and countries and regions that are more deeply affected by AI’s
massive adoption, this collection contributes to de-westernising commu-
nication research by deepening our understanding of the challenges and
opportunities posed by AI at global level as well as in different geo-
graphical contexts. 
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Navigating AI Narratives: Exploring Folk Theories 
about AI in Brazil

by Maximilian Eder & Anna Luiza Palhano Lhamby

1. Introduction

Artificial intelligence (AI) has received extensive media attention
in recent years, partially focused on the rapidly transforming field of 
context-sensitive natural language processing and machine learning. While 
AI and algorithm-based technologies are often framed as either a boon 
or bane by news media and in political discourse (see, e.g., Köstler & 
Ossewaarde, 2022; Nguyen & Hekman, 2024), research about peoples’ 
actual perspectives and understanding of them remains limited.

At the same time, accurately assessing how individuals make sense of 
such narratives and how much individuals know about AI and algorithm-
based technologies remains a significant challenge in communication 
research (Gandini et al., 2022). The concept of algorithmic folk theories 
is a valuable framework for researching the narratives and debates 
surrounding such technologies to fully understand how people perceive 
such influential technologies in their daily lives. Against this background, 
this study explores how young people in Brazil perceive, understand, and 
reflect on AI to comprehend what intuitive, informal folk theories they 
form.

This study defines AI as «an umbrella term for a range of technologies 
such as automated statistical data analysis, machine learning, and 
natural language processing» (Deuze & Beckett, 2022: 1914). Such a 
conceptualisation also includes algorithm-based technologies, as although 
they are analytically distinct concepts in general, some algorithmic 
systems can be classified as AI (Latzer & Just, 2020).

Siles et al. (2023) and Ytre-Arne and Moe (2021) have highlighted 
the cultural sensitivity of forming folk theories. At the same time, there 
is a persistent tendency «to assume that conclusions about the power of 
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algorithms in the Global North apply unproblematically everywhere else» 
(Siles et al., 2023: 57; see also Milan & Treré, 2019; Silva, 2019). Against 
this background, this study follows the argument that cultural influences 
shape AI narratives, and as such, «[u]nderstanding how AI will develop 
requires […] an understanding of the many sites in which its story is 
unfolding» (Cave & Dihal, 2023: 5).

With this research, the authors also follow the call for a de-
Westernisation of communication research (Waisbord & Mellado, 2014) 
and the inclusion of other cultural perspectives. In general, this study aims 
to provide insights into the Brazilian discourse on AI and explore the 
cultural narratives around it. 

With the identification of folk theories about AI, this study contributes 
to the field of human-computer interaction and critical studies about AI in 
two ways: first, insights are provided into how people make sense of AI 
and interact with the technology. Second, they contribute to the growing 
literature on how technology is used and perceived in the Global South 
with a Brazilian perspective that analyses the issue beyond AI narrative 
universalism.

2.	 Literature review

2.1.	 Algorithmic folk theories

The recent rapid growth of cross-disciplinary studies focusing on how 
people perceive AI and algorithm-based technologies and their knowledge 
about them has led to somewhat ill-defined and theoretically overlapping 
concepts. They often focus on social media platforms and search engines 
(for an overview, see Oeldorf-Hirsch & Neubaum, 2025) rather than the 
broader topic of AI, most likely due to the opaque nature of the term. 
However, one concept that has been particularly influential in this specific 
field of research is folk theories.

Algorithmic folk theories derive from individual experiences, cultural 
teachings, and social interactions, which help people to intuitively 
simplify complex issues (Liao & Tyson, 2021; Ytre-Arne & Moe, 2021). 
The concept originates from so-called intuitive theories, as described by 
Gelman and Legare (2011). One common element is that intuitive theories 
well embody cognitive biases that influence perception and behaviour, 
meaning they «are not neutral or passive snapshots of experience» (Gelman 
& Legare, 2011: 380). Against this background, algorithmic folk theories 
are defined as «intuitive, informal theories that individuals develop to 
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explain the outcomes, effects, or consequences of technological systems, 
which guide reactions to and behaviour towards said systems» (DeVito et 
al., 2017: 3165; see also Eslami et al., 2016: 2372).

Situated within this strain of research is also the concept of algorithmic 
imaginaries (Bucher, 2017), as they both emphasise the interplay of one’s 
perception of AI or algorithms and culture. However, Ytre-Arne and Moe 
(2021) have argued that, unlike algorithmic imaginaries, «folk theories 
of how media work are not necessarily abstract, but rooted in everyday 
experience» (811) and go beyond guiding behaviour. Instead, they include 
«making sense of experiences, generating inference and steering learning 
about the world» (ibid.).

As this chapter aims at exploring the broader understanding of 
AI, the concept of folk theories instead of imaginaries will be applied 
following Siles et al. (2020): «[F]olk theories matter […] because they 
help to broaden our understanding of how users make sense and relate to 
datafication processes in daily life» (12). Moreover, folk theories provide a 
framework to account for individual, potentially contradictory experiences 
with technology against the background of «the uncertainty and instability 
inherent in human understandings of complex systems» (DeVito, 2021: 4).

2.2.	Current folk theories about AI and algorithms

Given that there are signs of an algorithmic divide with disparities in 
awareness and knowledge about AI and algorithm-based technologies (e.g., 
Bentley et al., 2024; Wang et al., 2024), it remains difficult for certain 
socio-demographic groups to make sense of their engagement with AI. 
Therefore, folk theories are instead formed retrospectively (López et al., 
2024) and «sometimes complement each other, sometimes exist in tension 
with each other, and sometimes contradict each other» (Pohl & Goldkind, 
2023: 250). Moreover, there is also a need for more representation of the 
Global South when it comes to studies on folk theories about AI, with only 
a few studies being conducted.

Siles et al. (2020) explored folk theories among users of the audio 
streaming platform Spotify in Costa Rica. On the one hand, the platform 
is anthropomorphised as a social being that provides recommendations. On 
the other hand, it is viewed as a resource-rich system and computational 
machine offering personalised content through tailored training on user 
data.

In a recent study, López et al. (2024) explored users’ perceptions of 
AI in algorithm-mediated public services in Chile. Users viewed AI as an 
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all-knowing entity (i.e., «mighty puppeteer») capable of monitoring actions 
and interconnecting data sources to make decisions. While they expressed 
concern about privacy and potential risks, they accepted the inevitability 
of these technologies with varying levels of trust. This acceptance may be 
related to privacy fatigue, where users feel helpless and unable to control 
their data in digitised contexts.

The concept of (algorithmic) folk theories has also been previously 
applied to studies conducted in the US, Norway, and China. 

French and Hancock (2017) identified four primary folk theories about 
Twitter and Facebook’s news feed in the US through a factor analysis of 
metaphors. Two folk theories are associated with positive sentiments and 
the belief that the feed’s content is prioritised according to their interests. 
In contrast, two other folk theories are related to negative sentiments. 
The participants believe that algorithms overstep boundaries by utilising 
personal data to serve companies’ interests and that their operational 
process is opaque and challenging to regulate.

In a representative survey in Norway, Ytre-Arne and Moe (2021) 
showed that algorithms are perceived as confining, reductive, intangible, 
and exploitative. At the same time, they are perceived as an integral part 
of media experiences and, due to their practicality, impossible to avoid. 
As such, irritation emerges as a central emotional response to algorithms. 
Furthermore, the authors have argued that there is no digital resignation in 
the context of algorithms, as people are still emotionally engaged.

Xu et al. (2024) analysed Chinese university students’ perceptions of 
AI and robots through metaphor nomination, factor analysis, and semantic 
analysis. The findings suggest that people attribute human characteristics 
to AI and robots, perceiving them similarly to forming impressions of 
humans. People perceive AI as somewhat uncontrollable, while robots are 
perceived as something under their control, comparing them to aeroplanes 
and cars. The findings further imply that social cognitive processes shape a 
person’s perceptions of these technologies.

Other studies have focused on specific aspects of folk theories. 
Karizat et al. (2021) identified folk theories regarding LGBTQ users’ 
identity construction on the social media platform TikTok. These theories 
mainly highlight attempts of algorithmic resistance, used to counteract 
the algorithm’s perceived suppression of content related to their – among 
others – LGBTQ identity, political, and social justice group affiliation.
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3.	 The case of Brazil

Brazil, as the largest country in Latin America, a group of countries 
sharing cultural and linguistic features, poses a particularly relevant case 
when considering the social realities surrounding the perception of AI 
and algorithm-based technologies. While Brazil holds about 40% of all 
AI companies in Latin America (Sanchez-Pi et al., 2021) and internet 
penetration has notably increased all over the country, with now nearly 
80% of Brazilian households having internet access (Regional Center for 
Studies on the Development of the Information Society, 2023), a first-level 
digital divide persists regarding limited access to digital technologies 
and digital literacy (Gabardo et al., 2023; Nishijima et al., 2017; Pedrozo, 
2013).

According to a study by Gillespie et al. (2023), a majority of Brazilians 
express positive emotions towards AI and 71 % of the participants believe 
the benefits of AI outweigh the risks. At the same time, whether AI can 
be trusted is controversial. Moreover, a recent report by the Brazilian 
Academy of Sciences (2024) states: «Brazil still lacks comprehensive 
mastery of this essential technology to analyse the results of the models 
and their implications, as well as to effectively critique the applications 
developed using this technology» (29).

4.	 Research question

As stressed by Chubb et al. (2024: 1108), there is a growing interest in 
academia and beyond in non-anglophone cultural narratives of AI. Given 
the gap in research on algorithmic folk theories in general and the Global 
South in particular, the authors aim to explore the cultural narratives of 
folk theories about AI in Brazil of young people through a qualitative 
study. With current developments regarding generative AI in mind and 
against the background of critical algorithmic studies, this study poses the 
following research question: What are the existing folk theories about AI 
among young people in Brazil?

5.	 Method

This study draws upon two group discussions, commonly referred to 
as focus groups, with ten Brazilian undergraduate students between the 
ages of 21 and 23 years on two days in May 2024 (Table 1). Such smaller 
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so-called mini groups (Roller & Lavrakas, 2015: 105) allow for more 
in-depth information, mainly when conducted online (Lobe & Morgan, 
2021). Overall, this research approach fosters participant interactions and is 
helpful for research involving attitudes, emotions, and experiences (Kühn 
& Koschel, 2018: 24-25; Roller & Lavrakas, 2015: 112). Therefore, not only 
is the method fitting to answer the research question but it has also notably 
been applied to previous studies on folk theories on different issues (i.e., 
Holvoet et al., 2022; Siles et al., 2020; Wilner et al., 2021). The participants 
belong to Generation Z, who have grown up in technologically mediated 
environments and are generally open to technological advancements (Chan 
& Lee, 2023).

Table 1 - Participants

Duration Participant Gender Age

Group 1 100 minutes P1 Female 23
P2 Female 22
P3 Male 22
P4 Male 22
P5 Male 23

Group 2 104 minutes P6 Female 22
P7 Female 22
P8 Female 22
P9 Male 23
P10 Male 21

Drawing on the framework for group discussions proposed by Kühn 
and Koschel (2018), a conversation guide was developed to guide the 
participants during the discussion. The guide contains four sections, each 
with different questions to nudge participants into talking about their 
feelings and thoughts toward AI (Table 2). The questions are deductively 
derived from previous studies (i.e., DeVito, 2021; Siles et al., 2020; Ytre-
Arne & Moe, 2020).
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Table 2 - Focus group discussion guide

Example questions Stimulus

Section 1: 
Awareness, use, and 
definitions

–	 What is the first thing that 
comes to mind when talking 
about AI?

–	 How would you define it if you 
were to explain it to a friend?

–	 How do you think it decides to 
show you something?

–	 How regularly do you think you 
interact with it?

Section 2: 
Opinions and feelings

–	 What do you think about those 
magazine covers? How do they 
make you feel?

–	 Which one represents more of 
your personal opinion towards 
AI?

Section 3: 
Bias and ethics

–	 What do you think the author 
Cathy O’Neil means with this 
quote: «Algorithms are opinions 
embedded in mathematics»?

–	 How do you feel about it?

Section 4: 
The future

–	 Do you see positive or negative 
consequences in how companies 
and platforms use AI?

The focus groups were held synchronously in the participants’ native 
language on the video conferencing platform Zoom, which provides 
the advantage of a fast and agile audio and visual data collection 
process. Following the remarks by Heiselberg and Stępińska (2023), the 
participants were advised to find themselves a quiet environment with no 
other visible distractions. Head- and microphones were also suggested 
to make sure others could clearly hear all participants’ voices. Each 
conversation was transcribed with SmartCAT. Following the approach by 
Ytre-Arne and Moe (2021), an inductive thematic analysis was conducted 
with MAXQDA.
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6.	 Findings

After an in-depth analysis of transcripts, five folk theories of AI in 
Brazil could be identified: (1) AI is a constant duality, (2) AI is explainable, 
just not in detail, (3) AI is inevitable and inescapable but sometimes 
unnoticeable, (4) AI is about power, (5) AI is what we make out of it.

6.1.	 Folk theory 1: AI is a constant duality

The first folk theory is about the constant duality of AI. Overall, the 
participants mentioned several aspects of AI if asked what first comes to 
mind when thinking about it, mostly related to specific applications (e.g., 
Spotify, ChatGPT). The participants stressed the usefulness of AI-based 
technologies in making life easier and more convenient for themselves and 
society in general. At the same time, when asked about future perspectives 
regarding AI, the participants presented many reasons why society should 
be fearful: job losses and influence on trust in news media to feelings of 
powerlessness towards AI. One participant explained:

I believe that all innovation comes with areas where a lot of jobs will be created. 
But unfortunately, a lot of jobs will be lost too, and I think that is where the fear 
that many people have comes from (P5).

Moreover, participants had strong opinions on how AI has been framed 
in and by the (news) media. Many participants stated that they not only 
had noticed a duality in how such technologies are portrayed but were also 
able to identify attempts at exaggerating the negative aspects of AI and 
fear-inducing content, as one participant from the first focus group stated:

I think that some of this fear comes from dramatic magazine covers or movies, 
for example, that “I, Robot” movie, where robots take over everything (P4).

Overall, participants named as many positive as opposing arguments 
towards advancing AI presence in society. Although they have been aware 
of the potential downsides of AI and algorithm-based technologies in 
general, the duality of the issue is instead an occasion-based subject, and 
they only consider the bigger picture if nudged towards critically reflecting 
on it.
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6.2.	Folk theory 2: AI is explainable, just not in detail

The second folk theory is that AI is explainable, just not in detail 
to the participants. They self-reported to have a basic understanding of 
what AI-based technologies are and how they function. All participants 
stated they use social media platforms and streaming services nearly 
daily (e.g., Spotify, Netflix), making them arguably familiarised with 
such technologies and algorithms within certain application areas. At the 
same time, the explanations of how such technologies work are slightly 
superficial. For example, a participant explained it the following way:

I think that the way most AI works is that, somehow, it trains through a lot of 
data much quicker and more efficiently than any human being. […] So, it receives 
information, a lot of information, processes it somehow, kind of trains based on it, 
and with that, it gives you the answer that you want (P5).

At the same time, the inner working process of AI-based technologies 
like data acquisition and processing remains unknown to the participants. 
Moreover, several of them stated that they perceive their knowledge about 
such mechanisms as sufficient. For example, one participant stated:

I mean, I am certain I liked something on purpose because I knew I wanted it. I 
knew that if I interacted with it, it would start giving me more of it. So, I did it 
and was really aware of it. So, I do try to use it in my favour (P1).

6.3.	Folk theory 3: AI is inevitable and inescapable but sometimes 
unnoticeable

The third folk theory is about AI being viewed as inevitable and 
inescapble with concerns from the participants about its omnipresence in 
everyday life. While the participants use AI-based technologies, they stated 
that this is not necessarily a choice actively made, nor is it apparent during 
their use. One participant explained her perception as follows:

I think it is inevitable. There is no way you can say: “Oh, we are not going to use 
it anymore”. I think it is impossible to stop it. There is no way. Not even if we 
wanted to (P6).

However, AI is noticeable for most of the participants when using 
specific applications they are familiar with (e.g., ChatGPT) and processes 
occur they do not approve like if advertisements are shown or content is 
presented, they are not interested in, as stated by one participant:
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I think it’s striking on Instagram when you stumble upon a post and enter a 
certain section, and then out of nowhere, a thousand things pop up in relation to 
that topic, and I’m just not interested. […] I end up trying to retrain my algorithm 
to remind him that I do not like it (P6).

Additionally, some participants believed that AI’s omnipresence would 
considerably impact opinions and trust in news media. When asked if 
helplessness would correctly summarise their perceptions, one participant 
immediately answered: «Totally» (P8).

6.4.	Folk theory 4: AI is about power

The fourth folk theory revolves around the idea that AI is about 
power. In this context, participants specifically mentioned Meta and 
Alphabet with their platforms (i.e., Instagram and YouTube). They felt 
that such companies overlooked their well-being and leveraged AI-based 
technologies for profit. One male participant explained:

They will try to get you to stay on their platform for as long as possible in order 
to generate as much money as possible, which is usually the aim of companies, 
right? Maximise earnings (P5).

The participants also felt an overarching feeling of helplessness as they 
did not possess the knowledge and power to counteract these companies’ 
decisions. At the same time, they do not shy away from staying connected 
to social media or using AI. They also did not feel the need to gain more 
AI-related knowledge.

6.5.	Folk theory 5: AI is what we make out of it

The fifth folk theory is that AI only does what it has been programmed 
to do, and the individual user is responsible for the outcome. At the same 
time, the participants anthropomorphised AI-based technologies, viewing 
them as a part of society.

Such a perception became especially apparent when the participants 
explained what AI is and how it works. One male participant explained it 
that way:

It is more like a person to me. A person who is learning perhaps very quickly, 
who is seeing new things and learning very quickly and using and filtering useful 
information like a brain (P4).
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The participants recognised AI and algorithm-based technologies as 
powerful tools but also as a mirror of society, with biases being inherent 
to such technologies. Participants knew about this issue, stating they had 
heard some examples and recognised it as a problem. For example, one 
participant stated: 

I do not think AI is going to strengthen any kind of prejudice. Obviously, if you 
do not pay attention and […] let a lot of people create algorithms that are biased, 
then it might end up leading to greater risks. However, I think it is a thing that’s 
already known today, and people are getting better at it (P2).

7.	 Discussion

AI has become a powerful tool that has started to shape daily lives. At 
the same time, the technology remains opaque and ambiguous, surrounded 
by social and economic promises (Hirsch-Kreinsen & Krokowski, 2024). 
Against this background, it is imperative to critically reflect upon people’s 
intuitive sense of and affective feelings about them.

Building upon previous studies on algorithmic folk theories from the 
Global South and beyond, this study explored how young Brazilians make 
sense of AI and interact with the technology. Five folk theories about AI 
could be identified through two group discussions.

The first two folk theories relate to established narratives propagated 
by global popular culture, which have also been identified in previous 
studies (e.g., DeVito, 2021; French & Hancock, 2017; Sartori & Bocca, 
2023). For instance, while the participants tend to express positive views 
regarding the potential of AI-based technologies, they also talk about 
potential negative connotations (e.g., job loss or even fear of distrust in 
news media). Moreover, the participants see a continuing trend regarding 
certain narratives, including a tendency in news media stories to 
exaggerate the negative aspects of AI, which «distract the public from 
understanding the current capabilities of the technology, which, while 
entertaining, may also be disproportionate and disruptive» (Chubb et al., 
2024: 1111). Overall, the group conversation is mainly limited to the topics 
and views of one dominant narrative. This finding leads to the conclusion 
that dominant narratives from the West also find their place amongst the 
folk theories constructed by young people in Brazil.

Although the participants were all digital natives with high levels of 
digital technology usage, they only showed some awareness of its inner 
workings. Swart (2021) analysed the relationship between young people 
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and algorithms with the same observation: «[I]ntuitive and experience-
based insights […] do not automatically enable young people to verbalize 
these, nor does having knowledge about algorithms necessarily stimulate 
users to intervene in algorithmic decisions» (1). Considering the importance 
of understanding AI and algorithm-based technologies to be able to 
navigate algorithmically driven spaces and successfully receive valid 
information mindfully (Cotter & Reisdorf, 2020; Gruber & Hargittai, 
2023), such reckoning calls for more research into how to increase AI 
literacy amongst the population.

Comparing these findings with the third and fourth folk theory, the 
participants seem to perceive AI as an omnipresent force that operates 
subtly in the background of daily life, reflecting a growing concern about 
the pervasive nature of AI technologies (e.g., Davidson, 2023). Indeed, 
despite AI regulation gaining momentum with the Brazilian national AI 
strategy and parliamentary discussions on an overarching AI law (Belli 
et al., 2023), participants expressed concerns about the motivations of big 
tech companies to prioritise profit over users’ well-being, leveraging AI to 
maximise engagement and revenue.

These concerns extend to notions of a loss of control, a frequent 
AI-related theme (Cave & Dihal, 2023). The participants’ feelings of 
helplessness and lack of agency in the face of these powerful entities 
highlight AI’s ethical challenges, particularly in data privacy and the 
concentration of power in the hands of a few corporations. Despite 
recognising their exploitative potential, they continued using AI-driven 
platforms, which presents a paradox. This finding points to a broader 
societal dilemma where convenience and connectivity are often prioritised 
over ethical considerations (Willems et al., 2023).

The final folk theory suggests a perception of AI as both a reflection 
of human society and a tool that can be shaped by human intentions, 
following the notion by Bucher (2017): «While algorithms certainly do 
things to people, people also do things to algorithms» (42). Participants 
anthropomorphised AI, viewing it as a learning entity akin to a person 
while recognising that AI systems mirror societal biases. This dual 
perception aligns with research on AI as a socio-technical system that 
embodies values and biases (Ferrer et al., 2021; Sartori & Theodorou, 
2022).

In sum, the findings from this study indicate familiar narratives in 
folk theories about AI and algorithms, which are culturally anchored 
discourses (Cave & Dihal, 2023; Chubb et al., 2024; Ferrari, 2020). Silicon 
Valley’s technological imaginary defines technologies’ roles in society 
and social change. Amongst other things, it «portrays digital technologies 
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as inherently free, democratic and supportive of personal autonomy» and 
promotes «the idea that the market, with its endless supply of technology, 
is the place for the improvement of people’s lives – not government» 
(Ferrari, 2020: 121-122).

Overall, understanding how users engage with algorithmically 
generated content is crucial for the future: as technology gets increasingly 
entangled with daily life, people must be prepared to face all the challenges 
and consequences this may pose. By understanding people’s current 
perspectives and engagement with such technology, policymakers can 
strategise and empower them to critically reflect upon such technologies.

The study also has some limitations. As with all qualitative studies, 
the findings are not representative and do not allow general conclusions 
about a larger population to be drawn. This limitation is especially true 
given that all participants belong to the same social class, have similar 
digital literacy levels, and belong to the same generation. Additionally, 
the discussion about AI in Brazil is related to questions about racial 
interference (King, 2023). It needs to be stated that the participants all 
self-identify as white, limiting the conversation to this group’s experience 
with AI exclusively. Following the recommendations by Roller and 
Lavrakas (2015: 108), the groups have been homogenous as participants 
might feel more comfortable sharing their experiences with others from 
similar backgrounds. Lastly, the online setting can make it difficult for the 
moderator to ask follow-up questions for every participant’s response.
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