












ITDs) but the sides of the ITD functions
would be affected differently from those
during strychnine applications. Blocking
inhibition with strychnine would broaden
the coincidence window by expanding it to
more ipsilateral leading ITDs, which in
turn would increase neuronal response
rates mainly at ITDs to the left of the orig-
inal best ITD (Fig. 7B). This prediction is
consistent with our findings shown above.
In contrast, tonic glycine application in-
duces constant hyperpolarization in the
neurons, which in turn would not only
mask the timing of the endogenous inhibi-
tion, but, at the same time, only a smaller
fraction of the net PSP would exceed
threshold for binaural coincidence, effec-
tively cutting off the declining tail of the
contralateral net PSP. Hence, the accom-
panied shift in ITD tuning would be pre-
dominately created by decreased response
rates at the right-hand side of the ITD
function (Fig. 7C).

To test these hypotheses, we used ion-
tophoresis to tonically apply glycine onto
MSO neurons while presenting pure tones
at BF with varying ITDs. Because the neu-
rons were very sensitive to glycine applica-
tion, we carefully controlled the amount of
glycine so that the neurons were not si-
lenced but their spike rate was lowered.
This was successfully achieved in 11 of 12
peak-type neurons tested. In one neuron
(data not shown), a slight reduction of
spike counts was correlated with only a
marginal shift in best ITD. Here, appar-
ently, drug application was not strong
enough to yield any quantifiable effects. In
9 of the 11 cells with clear drug-induced
effects shown in Figure 5, tonic glycine ap-
plication caused a significant shift of the
ITD function toward the left ( p � 0.05,
Watson’s U 2 test). Expressed in phase dif-
ferences to normalize for frequency, overall the best IPDs during
glycine application were significantly smaller than the control
best IPDs ( p � 0.01, one-sided paired Student’s t test). The mean
difference between control best IPD and the best IPD for glycine
condition for 11 cells was 0.10 � 0.10 (SD) (Fig. 5, scatter plot;
supplemental Table 1, available at www.jneurosci.org as supple-
mental material). In contrast, the average difference between
control (n 	 11) and recovery best IPD (n 	 8) was only 0.02 (SD,
�0.03). Hence tonic application of glycine caused ITD functions
to shift to smaller or more negative best ITDs. Three neurons
were additionally tested with a NaCl solution (1 M) with pH 3,
similar to the pH of the drug solutions, to control for possible
effects of acidity changes in the extracellular medium on IPD
functions. In all cells tested, NaCl application alone did not cause
a shift of IPD functions (average difference in best IPD, 0.003)
(Fig. 5, black lines) (Watson’s U 2 test, p � 0.2), confirming that
the drug-induced changes in IPD tuning were specific.

Glycine strongly reduced the ongoing components of the re-
sponses. As a consequence, most neurons only responded during
the initial 10 ms of a stimulus. Therefore, we analyzed the spikes

after the initial 2 ms of the response as ongoing component,
which, following our results shown above (Fig. 1F), seems to be
an appropriate alternative approach. This way we could analyze
significant ongoing responses during glycine application in four
cells. Analogous to strychnine, the shifting effect of glycine was
also apparent for the ongoing responses alone (Fig. 5, top row,
dashed lines) ( p � 0.05, Watson’s U 2 test; n 	 3). Ongoing
responses remained phase-locked during glycine application,
displaying an average VS of 0.58. A detailed example for the effect
of glycine is shown in Figure 6. The raster plots show highly
synchronized discharges to pure-tone stimulation (630 Hz) for
both onset and ongoing responses for control conditions and
during application of glycine.

We showed above that both strychnine and glycine applica-
tion induced left shifts in the overall ITD sensitivity. These find-
ings do not confirm the hypothesis of endogenous glycinergic
inhibition acting tonically (Zhou et al., 2005). Instead, the data
are in line with the predictions made by the timed inhibition
hypothesis (Fig. 7). Specifically, the timed inhibition hypothesis
holds that, under normal conditions, ipsilateral stimulation

Figure 4. Ongoing response is sensitive to strychnine application. A, Dot raster display of one neuron stimulated with pure
tones at BF (700 Hz). Shown are responses for 10 repetitions at ITDs between �1 ms without (left; control) and in the presence of
strychnine (right). Time axis refers to start of stimulation; stimulus duration was 100 ms (including 5 ms rise/fall time). Spikes that
fell into the time window for ongoing response (gray rectangle) are shown in blue and red for control and strychnine condition,
respectively. Spikes within the first 10 ms of each spike train were discarded and are shown in black. B, ITD functions for ongoing
response only, derived from spikes shown in color in A. Compared with control condition (blue line), the response distribution
during strychnine application (red line) was significantly shifted toward the “left” (red asterisk). Several minutes after the strych-
nine application was terminated, the best ITD was shifted back to more positive ITD values (to the “right”; recovery, gray line). The
gray bar marks “physiological range” of ITDs. C, The mean phase angle of the phase-locked ongoing responses was also affected
by blocking inhibition. At contralateral leading ITDs in the range of �100 to �400 �s, neuronal responses phase-locked to
significantly smaller mean phase angles during strychnine application (dashed red line; left y-axis) than under control condition
(dashed blue line); hence, during blockade of inhibition, the response occurred slightly earlier in each pure tone cycle. Phase-
locking was high before and during strychnine application (solid blue and red lines, respectively; right y-axis). *p � 0.05; **p �
0.001.
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evokes essentially a pure EPSPipsi. However, contralateral stimu-
lation evokes not only an EPSPcontra but also an IPSPcontra with
shorter onset latency preceding the EPSPcontra. The summation of
the IPSPcontra and EPSPcontra generates a contralaterally evoked
PSP with two components, an early hyperpolarization followed
by a depolarization (Fig. 7A1). Therefore, the net excitation is
delayed and binaural coincidence of the EPSPipsi and contralat-
erally evoked net excitation only occurs for stimulations with the
contralateral sound leading (Fig. 7A2). Consequently, the peak of
the IPD function is at positive values (Fig. 7A3).

The changes in IPD functions caused by blocking inhibition
with strychnine or tonically enhancing inhibition with glycine
can be explained by the effects of the drugs on the delays imposed
on the net excitation by contralaterally evoked inhibition. The
effects of blocking inhibition with strychnine are straightforward
because strychnine simply eliminates the IPSPcontra; hence the net
excitation (Fig. 7B1, PSPcontra) is now advanced in time and
broadened compared with the net excitation in the control con-
dition (Fig. 7B1, arrow). Therefore the IPD functions are shaped
only by the coincidence of the contralateral and ipsilaterally
evoked EPSPs (Fig. 7B2). Thus, the IPD function is shifted to the
left, mainly by expanding on the left-hand side (ipsi ear leading)

(Fig. 7B3, arrow), just like the contralateral EPSP expanded on
the left-hand side compared with the control net excitation (Fig.
7A2).

The tonically applied glycine, however, greatly reduces or even
eliminates the efficacy of the IPSPcontra because the membrane
potential is already at a hyperpolarized value (Fig. 7C1, black
arrow and orange dotted line). Thus, the PSPcontra is reduced in
overall amplitude but also advanced compared with the control
condition. Coincidence of the PSPcontra and the ipsi EPSP is now
also occurring at IPDs near 0 cycles, analogous to strychnine
application (Fig. 7C2). However, the induced reduction of the
EPSP amplitude has a pronounced impact on the right-hand side
of the IPD function (Fig. 7C1, arrow), because the more negative
PSP is insufficient for reaching binaural threshold at large con-
tralateral IPDs. Hence the combination of these two effects (the
advancing of the EPSPcontra in time and the pronounced ampli-
tude reduction) results in a left-shifted IPD function that is nar-
rowed on the right-hand side and has overall reduced spike rates
compared with control (Fig. 7C3). Note that constant hyperpo-
larization by glycine alters the membrane conductance of the
cells. This could lead to additional accelerations of the PSP kinet-

Figure 5. Tonic inhibition shifts the best ITD toward 0 ITD. ITD functions for pure-tone stimulation at BF (provided at top left of panels) for 11 neurons are shown before (solid blue lines) and during
tonic glycine application (solid orange lines). During glycine application, response distributions were significantly shifted in 9 of 11 cells (filled asterisks). Shifts of best ITDs were also present in the
ongoing responses (dashed blue and orange lines for control and during application, respectively). The solid black lines in the bottom panels show the ITD function during application of NaCl solution
with similar acidity as the glycine solution, pH 3. “Physiological range” of ITDs is marked by gray bars. The scatter plot in the bottom-most right panel summarizes the shifts in best IPD for all 11
neurons.
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ics that would even add to the narrowing
effect of tonic glycine application.

Together, the timed inhibition hypoth-
esis predicts that during strychnine appli-
cation IPD function should broaden at the
left-hand side, whereas tonic glycine appli-
cation should mainly induce a narrowing
of the right-hand side of the IPD function.
We normalized the IPD functions of all
cells presented in Figures 3 and 5 to their
respective control and averaged them
within conditions (for details, see figure
legends). Intriguingly, the mean IPD func-
tions for control, strychnine, and glycine
conditions closely resemble the qualitative
predictions of the timed inhibition sce-
nario (Fig. 7D1,D2): During strychnine
application, the mean IPD function
broadened mostly to the left-hand side,
whereas glycine application restricted the
mean IPD function mainly on the right-
hand side of the control function. This
qualitative result could also be statistically
verified by normalizing all IPD functions
individually (thereby ignoring the drug-
induced overall change in spike rate) and
testing for significant differences at each
IPD presented. For the population of cells
tested with strychnine, normalized re-
sponse rates were significantly higher dur-
ing drug application compared with con-
trol conditions for IPDs composing the
left-hand side ( p � 0.001, one-sided Stu-
dent’s t test), but not for IPDs on the right
side of the original best IPD ( p � 0.5, two-
sided Student’s t test) (for details, see Ma-
terials and Methods). Accordingly, com-
pared with control conditions, normalized response rates were
significantly lower during glycine application for IPDs compos-
ing the right-hand side ( p � 0.0001, one-sided Student’s t test),
but did not change for IPDs on the left side ( p � 0.3, two-sided
Student’s t test) (for details, see Materials and Methods). To-
gether, these results strongly support the hypothesis of endoge-
nous glycinergic inputs being well timed, discrete events as illus-
trated in Figure 7A and are inconsistent with a nonspecific, tonic
effect of inhibition.

Discussion
There are three main findings in the present study: (1) The ITD
tuning of gerbil MSO neurons is coherent with the idea that ITDs
are encoded via a population rate code: Best ITDs depended on
the neuronal BFs and were mostly outside the “physiological
range” of ITDs, whereas most of the steepest slopes of the ITD
functions fall within this range. (2) Blocking glycinergic inhibi-
tion with strychnine enhanced the spike rates and retuned ITD
sensitivity by significantly shifting response distributions of MSO
neurons toward 0 ITD and slopes out of the “physiological
range.” (3) Tonic application of glycine reduced the spike rates
but at the same time also induced shifts of the ITD functions
toward 0 ITD, albeit with characteristics different than those ob-
served by strychnine application.

Basic ITD properties
MSO neurons responded preferentially to contralateral leading
ITDs, corroborating previous findings from both the MSO
(Goldberg and Brown, 1969; Crow et al., 1978; Yin and Chan,
1990; Spitzer and Semple, 1995) and higher, subcortical struc-
tures (McAlpine et al., 2001; Hancock and Delgutte, 2004; Siveke
et al., 2006, 2007). Such positions of the peaks of the ITD func-
tions result in their slopes being positioned within the physiolog-
ical range of ITDs (McAlpine et al., 2001; Harper and McAlpine,
2004). Importantly, these data corroborate the hypothesis that
the population of MSO neurons encode various locations along
the azimuthal plane by a monotonic modulation of their output
rate along the slopes of their ITD function (McAlpine and Gro-
the, 2003; Palmer, 2004).

The fraction of neurons we found to respond only to the onset
of stimuli was high, which could partially be attributable to anes-
thesia. Kuwada et al. (1989) showed prominent effects of anes-
thesia on neuronal response characteristics in the rabbit mid-
brain. However, a recent study in the gerbil found that
anesthesia-induced changes of temporal response characteristics
were restricted to higher auditory centers (Ter-Mikaelian et al.,
2007). Possibly the high percentage of onset responses reflects a
behavioral relevance, because many natural signals have promi-
nent onset components. To date, the relative contributions of
onset and ongoing components for low-frequency sound local-
ization is a matter of debate (Buell et al., 1991; Akeroyd and

Figure 6. ITD sensitivity of ongoing response is equally sensitive to glycine application. A, Dot raster display of one neuron
stimulated with pure tones at BF (630 Hz). Responses for multiple repetitions of ITDs between �1653 �s without (left; control)
and during glycine application (right) are shown. Time axis refers to start of stimulation; stimulus duration was 50 ms (plus 5 ms
rise/fall time). Spikes that fell into the time window for ongoing response (gray rectangle) are shown in blue and orange for
control and glycine condition, respectively. The first 2 ms of spike trains were discarded and are shown in black. B, ITD functions for
ongoing response only, derived from spikes shown in color in A. ITD tuning was shifted significantly toward the left (orange
asterisk) during glycine application (orange line) compared with control condition (blue line). After glycine application was
terminated, the best ITD immediately shifted back to the right (recovery; gray line). The gray bar marks the “physiological range”
of ITDs.
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Bernstein, 2001; Best et al., 2004). Impor-
tantly, at the level of the MSO, both onset
and ongoing components exhibit similar
ITD sensitivity and this ITD sensitivity is
equally dependent on glycinergic inhibi-
tion (see below).

Obtaining ITD functions at multiple
intensities changed overall response rates
but resulted in either no or only small
shifts in best ITDs. These findings are in
line with previous reports from the dog
MSO as well as the cat midbrain (Goldberg
and Brown, 1969; Yin and Kuwada, 1983).
Interestingly, in their seminal work in
1969, Goldberg and Brown argued that the
invariance of best ITD with intensity is
closely linked to inhibitory influences. It
therefore seems conceivable that the hy-
perpolarizing inhibitory inputs in the
MSO help to convey intensity robustness
of ITD sensitivity by defining the binaural
coincidence window and preventing out-
of-phase responses, which otherwise in-
crease in likelihood at higher intensities
(Reed and Durbeck, 1995). Such gain con-
trol is also present in the avian analog of
the MSO; however, it is achieved by tonic,
GABAergic inputs providing depolarizing,
shunting inhibition (Yang et al., 1999;
Burger et al., 2005; Dasika et al., 2005).

Pharmacology
Because it is inherently difficult to record
from MSO cells (Guinan et al., 1972), our
sample size with pharmacology is small.
However, in all cells in which firing rates
were increased by antagonizing glycinergic
inhibition with strychnine, the left side of
the ITD functions shifted markedly to-
ward 0 ITD. Similarly, whenever glycine
application reduced firing rates, correlated
shifts in the right-hand side of the ITD
functions were observed. Importantly, in
all neurons with an ongoing response, ITD
functions were shifted by application of
glycine or strychnine. Thus, onset and on-
going components seem to be tuned via
the same circuitry and synaptic properties.
It follows that glycinergic inhibition is an

Figure 7. Predicted and measured shifts of IPD tuning during strychnine and glycine application. A, Control condition. A1,
Contralateral PSP (black line). The basic principle of the timed inhibition hypothesis is that the contralateral IPSPcontra (light blue
dashed line) precedes the contralateral EPSP (brown dashed line) on a cycle-by-cycle basis. This causes a delay of the contralat-
erally induced net excitation (shaded area under black line). A2, Binaural interaction (blue) of the net contra PSP (black) with the
EPSPipsi (gray) at different IPDs. Maximal coincidence of the net excitations from both ears occurs for contra leading IPDs (right-
most column of panels) compensating for the inhibition-induced delay of the contralateral excitation. A3, Resulting IPD function:
yellow-, light brown-, and dark brown-filled circles correspond to the three stimulus conditions shown in A2. B, Effect of strych-
nine application. B1, Experimentally blocking the timed inhibition with strychnine results in a net contra PSP that is identical with
the contralateral EPSP (brown line; compare with brown dashed line in A1). Hence the net contra PSP is advanced in time and
broadened (indicated by red arrow) compared with the control condition (dashed black line). B2, Maximal binaural coincidence
during strychnine application occurs at IPDs near 0 cycles (middle column of panels). Ipsilateral leading IPDs also create suprath-
reshold net binaural PSPs (left column of panels) because of partial overlap of ipsi and contra excitation. This results in overall
increased response rates and a broadening of the IPD function on the left-hand side, shifting the peak toward 0 IPD (B3). C, Effect
of tonic glycine application. C1, Tonic glycine application induces a tonic hyperpolarization (black arrow and orange dotted line),
which has two important effects. First, the timed inhibition is masked; hence the net PSPcontra is not delayed but, second, reduced
compared with the strychnine condition. Compared with control condition, this reduction has the most pronounced impact at the
declining tail of the PSP (indicated by orange arrow). C2, This causes EPSPipsi and PSPcontra to coincide at IPDs near 0 cycles with
only a small fraction of the net binaural PSPs exceeding threshold. C3, Compared with control conditions, the right-hand side of

4

the IPD function is highly reduced causing a left shift of the
overall IPD function (orange arrow). D1, D2, These qualitative
predictions are summarized in D1 and are consistent with the
results in our population data as depicted in D2, showing the
average normalized spike rates of control (n 	 15), strychnine
(n 	 6), and glycine (n 	 11) condition (shown by asterisks,
diamonds, and filled circles, respectively). For averaging, re-
sponses were binned in IPD widths of 0.125 cycles. Average
normalized IPD functions were derived from these mean val-
ues by Gaussian fits. The R 2 values of the fits were 0.92, 0.98,
and 0.92 for the control (blue), strychnine (red), and glycine
(orange) conditions, respectively.
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important mechanism for tuning ITD functions in the mamma-
lian MSO.

There are at least two ways in which inhibitory inputs could
interfere with coincidence detection of binaural excitation, both
causing the contralateral inputs to be functionally delayed. One
possibility was proposed by Zhou et al. (2005) and assumes both
tonic inhibition and dendritic asymmetry [i.e., that the axons of
MSO cells originate from the lateral dendrites (which receive the
ipsilateral excitatory inputs) (Smith et al., 1993)]. The basic idea
is that tonic inhibition delays the propagation of EPSPs from the
contralateral input to the spike-initiating zone but does not affect
ipsilateral EPSPs. However, most MSO cells are not asymmetric
(Scott et al., 2005) (our unpublished observations). Additionally,
our experiments showed that glycine application did not enhance
the effect of endogenous synaptic inhibition, as the model would
suggest, but reduced it.

A second hypothesis, proposed by Brand et al. (2002), is that
precise timing of the inhibitory inputs relative to the excitatory in-
puts shifts the coincidence window as explained in Figure 7. The
hypothesis predicts not only the shifting of ITD functions to more
ipsilateral ITDs for both strychnine and tonic glycine application but
also that different sides of the ITD functions are changed by glycine
compared with strychnine. We emphasize that the glycine-induced
shifts are not attributable to receptor desensitization, because spike
rates were lowered throughout glycine application; hence the cells
were hyperpolarized. Theoretically, because of the additional open-
ing of chloride channels, this hyperpolarization might have acceler-
ated the kinetics of the sound-evoked PSPs. However, synaptically
evoked EPSPs measured in the gerbil MSO in vitro are essentially as
fast as the underlying EPSCs (Magnusson et al., 2005; Scott et al.,
2005) leaving not much space for additional acceleration. Also, we
emphasize that the acceleration of PSP kinetics by tonic hyperpolar-
ization would affect ipsilateral and contralateral inputs equally,
hence would cause a narrowing of the ITD function but cannot
account for the observed shifts. Turecek and Trussel (2001) de-
scribed presynaptic glycine receptors that enhance neurotransmis-
sion in the calyx of Held. In principle, presynaptic glycine receptors
could also be present in the MSO, which might be affected by the
glycine application. However, glycinergic inputs to the MSO are re-
stricted to the somatic area and are absent in the dendrites (Kapfer et
al., 2002). Hence, presynaptic, glycine-mediated effects would affect
the inhibitory inputs and would counteract the postsynaptic effects
of glycine iontophoresis. Therefore, we regard this as an unlikely
explanation.

Thus, our data strongly favor the scenario involving well timed
inhibition. This scenario includes two critical features: One feature is
the specificity in the relative onset of inhibition and excitation,
whereas the other is the time course of the inhibition. With regard to
timing, the scenario incorporates contralateral inhibitory inputs that
arrive a few hundred microseconds before the contralateral excita-
tory inputs. Our data support this feature because the inhibition-
induced delay in the mean phase angle of the response that was
exposed by strychnine application (Fig. 4C) was exactly in this range.
Moreover, the MNTB and its MSO inputs exhibit extreme special-
izations for exact timing and speed of transduction (Kapfer et al.,
2002; von Gersdorff and Borst, 2002). For instance, it is well estab-
lished that the MNTB-mediated inhibition via the even longer path-
way to the lateral superior olive coincides or even precedes the exci-
tation via the much shorter ipsilateral pathway (Grothe and Park,
1995; Tollin and Yin, 2005). Most importantly, in vivo recordings in
the bat MSO revealed contralateral inhibition to have the capacity to
arrive simultaneously or even precede the contralateral excitation
(Grothe, 1994; Grothe and Park, 1998). Finally, artificial, simulta-

neous stimulation of both the excitatory and inhibitory inputs from
the contralateral side in vitro resulted in full spike suppression in
�80% of gerbil MSO neurons (Grothe and Sanes, 1993). Hence the
MNTB pathway is able to compensate for the delay because of the
additional synapse. The second feature is the exact time course of
the inhibitory inputs, which in the model acted on a cycle-by-cycle
basis. Although we could not measure the time course of inhibition
directly, our findings indicate such a phasic interaction of inhibitory
and excitatory inputs. Notably, our sample for pharmacological ma-
nipulations is restricted to neurons with CFs �1200 Hz, which rep-
resents the dominant frequency range of MSO cells (Yin and Chan,
1990; Spitzer and Semple, 1995). We cannot exclude the possibility
that the effect of inhibition as described above is restricted to this
frequency range and that inhibition is not fast enough to tune ITD
sensitivity at higher frequencies. Interestingly, in our total sample of
MSO recordings, we found several ITD-sensitive cells with higher
CFs (up to 4800 Hz), but their BFs were all �1200 Hz. In vitro studies
on isolated glycinergic currents and potentials determined kinetics
that, although very fast, were on average not fast enough to follow
each stimulation cycle at higher frequencies (Smith et al., 2000; Mag-
nusson et al., 2005). However, the effective period of glycinergic
inhibition determined in MSO brain slice experiments using multi-
ple inputs was �1 ms (Grothe and Sanes, 1994). Recently, it was
shown in MNTB membrane patches that the kinetics of glycinergic
inhibition is accelerated by the corelease of GABA (Lu et al., 2008).
Hence, it is currently unclear how fast inhibition can act in vivo and
how fast it would have to be to make our scenario feasible [note that
Brand et al. (2002) only aimed for proof of principle, not for assess-
ing the kinetics required].

The present data provide strong evidence for glycinergic inhi-
bition as a key factor in setting functional delays of the binaural
excitatory inputs, but it is important to note that glycine might
act in concert with other factors that could cause internal delays
of the MSO inputs (cf. Joris and Yin, 2007). These factors include
axonal length (Jeffress, 1948; Smith et al., 1993; Beckius et al.,
1999), cochlear delays if frequency tuning of the different inputs
do not exactly match (Shamma et al., 1989; Joris et al., 2006), or
differences in myelination or axonal diameter. Additional re-
search is needed to address these questions using more sophisti-
cated manipulations such as experimentally induced decorrela-
tion of the phase-locked inhibitory inputs.
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