A General control mechanism of energy flow in the excited state of polyenic biochromophores
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Quantum dynamics in photobiology is a highly controversial subject of modern research. In particular, the role of low-frequency vibrational coherence of biochromophores has been intensely discussed. Coherent control of polyenic chromophores, like carotenoids and retinoids, has been showing that the manipulation of such low frequency coherences may play a crucial role in the evolution of excited population and therefore in the efficiency of photosynthesis. However, no precise control mechanism has been derived. In order to clarify this open question, we combined quantum dynamical modelling with a sensitive experimental technique, namely Pump-Degenerate Four Wave Mixing (Pump-DFWM). In this work we investigate in detail the internal conversion channel of \( \beta \)-carotene, an important polyenic chromophore, under multipulse excitation and focus on the role of the non-adiabatic coupling between excited-state potentials and the internal energy loss. Our control mechanism is based on the interference between wavepackets in the excited state, which leads to a transient evolution of the vibrational population dependent on the relative phase between excitation sub-pulses. Such a transient evolution can affect the branching ratio between competing channels in the excited state. Therefore, our results are able to rationalize pulse shapes found in a whole class of coherent control experiments involving polyenic biochromophores, like in light harvesting complexes and in bacteriorhodopsin.

1 Introduction

Understanding ultrafast energy flow in the excited state of biological chromophores is an important step in the technological utilization of photosynthesis. The efficiency of the transformation of light into chemical energy is mainly determined by the competition between the ultrafast energy loss and reactive channels.\(^1,2\) In this regard, intramolecular deactivation processes in the excited reactive states of donor molecules are not desirable and should be identified and possibly suppressed for an efficient photosynthesis.

The identification, however, of such deactivation and reactive channels in biomolecules and how they interplay to make photobiological processes highly efficient are still a challenge in time-resolved spectroscopy.\(^3-5\) Nature through evolution has been exploiting efficient energy transfer mechanisms by selecting ultrafast processes
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between acceptor and donor chromophores to minimize the effect of interaction with the bath. Unfortunately, such a short time scale leads to a very narrow experimental time window where the desired dynamics can be detected. An additional challenge is posed by the transition dipole moments of the involved states: often reactive excited states show strong light absorption from ground state but none or weak excited state absorption. Such weak transition dipoles can make the probing of the respective reactive states particularly demanding. Furthermore, even when these issues are not the main concern or can be avoided, the ultrafast dynamics of photobiological processes are often difficult to disentangle: Transient data may not just contain contributions from degrees of freedom decisive for the reaction itself, but may also include contributions from, e.g., spectator vibrational modes or unconnected energy relaxation.

A modern method to circumvent the issues discussed above and, therefore, assist the investigation of the initial ultrafast steps of photosynthesis is based on the combination of time-resolved spectroscopy and tailored excitation. In this field, specially shaped laser fields can select or suppress a transient spectral signature, leading potentially to the identification of all internal degrees of freedom directly involved in an energy transfer reaction.

In this context, the ultrafast energy transfer and losses in biological complexes involving a main chromophore with polyenic structural design are still intensely debated. A major point regards the role of reactive vibrational modes. The excitation of natural as well as artificial light harvesting complexes with different carotenoids showed that deactivation and, in one case, energy transfer can be controlled with tailored pulses in form of a sequence of pulses (multipulse excitation—see Table 1 for optimal and anti-optimal sub-pulse separations). More recently, an independent experiment on the isomerization of retinal showed a similar dependence on the multipulse excitation. The optimal pulse shapes obtained in these control experiments suggested a general mechanism where low

<table>
<thead>
<tr>
<th>System</th>
<th>Natural Light Harvesting Complex LH2</th>
<th>Artificial Light Harvesting Complex</th>
<th>Bacteriorhodopsin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromophore</td>
<td>Rhodopin glucoside ((N = 11))</td>
<td>(\beta)-carotene derivative ((N = 10))</td>
<td>All (\text{trans})-retinal ((N = 6))</td>
</tr>
<tr>
<td>Chromophore structure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sub-pulse separation optimal</td>
<td>N.A.</td>
<td>300 fs ((110 \text{ cm}^{-1}))</td>
<td>145 fs ((230 \text{ cm}^{-1}))</td>
</tr>
<tr>
<td>Sub-pulse separation anti-optimal</td>
<td>210 fs ((160 \text{ cm}^{-1}))</td>
<td>200 fs ((166 \text{ cm}^{-1}))</td>
<td>215 fs ((155 \text{ cm}^{-1}))</td>
</tr>
</tbody>
</table>
frequency modes play a crucial role in the evolution of excited population. However, the dynamical details of the excitation mechanism remain unclear. Historically, multipulse excitation has been interpreted in a “child-on-a-swing” picture, where the vibrational wavepackets temporally in phase with the sub-pulse separation will be promoted while out-of-phase vibrational wavepackets will be suppressed.\(^\text{16}\) In spite of this mechanistic explanation, this model misses an important point: Although out-of-phase vibrational wavepackets are suppressed by an appropriately spaced multipulse, it still bears the same linear spectrum as a Fourier-limited pulse. Therefore, the respective vibrational levels are still populated even if no wavepacket is formed.\(^\text{17,18}\) This is an important aspect given that energy flow in the excited state will take place even if vibrational coherence is weak.

Another open question concerns the electronic state of origin of the observed wavepacket. Via impulsive stimulated Raman scattering, a sufficiently broadband excitation pulse may generate wavepackets either in the electronic excited-or in the ground-state. In the case of a multipulse excitation, as in control experiments for polyenic chromophores, this can lead to different interference effects between the wavepackets generated by each sub-pulse of the sequence because Franck–Condon modes may have different frequencies in each potential surface. Therefore, the “child-on-a-swing” picture does not give any mechanistic explanation for how the interference between these wavepackets may lead to a modulation of energy transfer or loss in the excited-state. Moreover, the nature of the interplay between excited state lifetime and sub-pulse separation remains elusive. Sub-pulse separations much longer than excited-state population lifetime or the electronic coherence time should not have any effect on the molecular dynamics since the system already relaxed before the next sub-pulse arrives at the sample. In situations where strong control over population loss/energy transfer is observed but the sub-pulse separation is on the order of excited population or coherence time, it is not apparent whether the “child-on-a-swing” picture is applicable as it fails to describe the quantum nature of the process.

In order to address this fundamental question about the control of energy flow in biochromophores, we combined quantum dynamical modelling with a very sensitive experimental technique, namely Pump-Degenerate Four Wave Mixing (Pump-DFWM).\(^\text{19-23}\) Within this method, the multi-beam DFWM acts as a Probing Sequence (PS) which is free of ground state contributions since Pump-DFWM exploits excited state resonances missing in the static absorption spectrum. In this work we investigate in detail the internal loss channel of \(\beta\)-carotene, an important polyenic chromophore, under multipulse excitation and focus on the role of the non-adiabatic coupling between excited-state potentials and the internal energy loss.

2 Experimental details

Theoretical approach\(^\text{24}\)

\(\beta\)-carotene, and carotenoids in general, present two low-lying excited states, namely \(S_2\) and \(S_1\) states.\(^\text{3}\) The \(S_2\) state is the first one-photon allowed electronic state. In nature and artificial systems, the competition between \(S_2\)–\(S_1\) relaxation and the energy transfer between the \(S_2\) state and acceptor molecules (e.g. (bacterio-) chlorophylls or purpurins) is a decisive step for the photosynthetic efficiency. While the energy transfer is described as a dipole–dipole interaction ( Förster energy transfer), the mechanism of internal relaxation is still not fully understood. In spite of the controversial presence of additional electronic states between \(S_2\) and \(S_1\) states, we have chosen to describe the coupling between \(S_2\) and \(S_1\) states without additional excited electronic states.\(^\text{25}\) The validity of such a choice will be discussed later.

In order to describe the excited state dynamics on \(S_2\) surface in the context of wavepacket tailoring, two representative modes (\(x = 178\) \(\text{cm}^{-1}\)—the electronic coupling process driving mode, and \(y = 1157\) \(\text{cm}^{-1}\)—a fast spectator mode) out of
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a ground state normal mode analysis (DFT/b3lyp, 6-31G*) of β-carotene are selected to set up the Hamiltonian in the diabatic representation:

\[
H(x, y) = T(x, y) + \begin{pmatrix}
S_0(x, y) & 0 & \epsilon(t) \mu_{02} \\
0 & S_1(x, y) & C_{21}(x, y) \\
\epsilon(t) \mu_{02} & C_{21}(x, y) & S_2(x, y)
\end{pmatrix}
\]

Included are the three electronic potential energy states (PES) of β-carotene (S₂, S₁ and S₀), the transition dipole moment \( \mu_{02} \) between S₀ and S₂ states and the non-adiabatic coupling element \( C_{21}(x, y) \). The intersection between S₂ and S₁ states, defined by the choice of their displacement parameters, builds the centre of the Gaussian shaped coupling element \( C_{21} \). Finally, the simulations are performed by solving the open system Liouville von Neumann equation:

\[
\dot{\rho}(t) = L \rho(t) = -i[H, \rho(t)] + L_D(\rho(t))
\]

Solvent effects are described by the dissipative part of Lindblad form introducing vibrational relaxation times of \( T_{1v} = 5 \) ps, pure vibrational dephasing times of \( T_{2v} = 8 \) ps and pure electronic dephasing times of \( T_{2e} = 600 \) fs for the appropriate fundamental transitions. Dissipation rates for higher transitions inside one mode are assumed to be proportional to the vibrational quantum number respective the energetic distance. To simulate the fast internal vibrational redistribution (IVR) processes on S₁, we introduced an additional fundamental vibrational relaxation time of \( T_{1,IVR} = 20 \) fs deduced from the experimentally observed exponential rise of the DFWM signal intensity. Inclusion of \( T_{1,IVR} \) leads to an effective electronic dephasing time of 200 fs between the two excited states S₂ and S₁.

**Experimental setup**

In order to simulate/replicate the control experiments in polyenic chromophores with multipulse excitation we combined an open-loop control setup with the

**Fig. 1** Potential energy surfaces describing the early photophysics of β-carotene in solution. The dynamics are defined by a conical intersection (CoIn). The employed excitation scheme involves a pump pulse (blue), phase modulated for coherent control, and a probing sequence (red) used for detection purposes only. Inset shows schematically the sub-pulse separation \( b \) and the phase parameter \( c \). The initial pump pulse is tailored with a sinusoidal phase. After a delay \( T \), a degenerate four-wave-mixing is used as probe sequence. The delay between pump and Stokes was kept at 0 while the delay \( \tau_{23} \) was 170 fs.
Pump-DFWM technique. In the Pump-DFWM experiment a tailored pump-pulse (Initial Pump (IP)) pre-excites $\beta$-carotene in the Franck–Condon (FC) region of the $S_2$ electronic state. The relaxation dynamics is probed at a delay $T$ with a probing sequence (PS) which consists of three beams (pump/Stokes/probe) forming a time-resolved degenerate four-wave mixing (DFWM) scheme (Fig. 1). The probe pulse of this FWM sequence is independent and can be delayed ($\tau_{23}$) with respect to the timely coincident pump and Stokes pulses ($\tau_{12} = 0$). The use of the DFWM sequence as probe instead of a single pulse, like in transient absorption (TA), allows the detection of small population variations in the excited state. DFWM, as a background-free nonlinear time-resolved technique, shows a quadratic dependence on the population variation in the excited state ($\Delta n^2$). A single probe pulse as in TA is not as sensitive to signal variations as the DFWM method because it shows a linear dependence on the population variation ($\Delta n$).

The initial Pump and DFWM sequence were generated using two separate single staged non-collinear parametric amplifiers (nc-OPA). The initial pump was centred around 510 nm with a temporal pulse width of 15 fs as determined by an autocorrelator. The DFWM sequence was obtained by splitting the output of another nc-OPA into three parts of equal intensity. The spectrum of the DFWM sequence was centred around 560 nm with duration of 13 fs. Before interacting with the sample, the beams were focused by a concave mirror with 30 cm focal length, resulting in a beam radius of 50 $\mu$m in the focus. The DFWM signal was detected by a photomultiplier after an interferometric filter centred at 610 nm. Average excitation energies were 40 nJ for the initial pump ($1.3 \times 10^{15}$ photons cm$^{-2}$) and below 10 nJ ($3.5 \times 10^{14}$ photons cm$^{-2}$) for the pulses in the DFWM-sequence, which ensured a linear regime of excitation. At these experimental conditions, the initial pump promoted less than 4% of the molecules to the $S_2$ state. Fig. 2 shows the absorption of $\beta$-carotene dissolved in cyclohexane and the experimental excitation spectra. There is no spectral overlap between the linear absorption spectrum and the DFWM spectrum. The DFWM spectrum is resonant with the excited state $S_1 - S_n$.

![Fig. 2 $\beta$-Carotene absorption and Pump-DFWM excitation spectra. The spectrum of the initial pump is near resonant with the ground-state absorption spectrum of $\beta$-carotene. The DFWM, on the other hand, is not resonant with any absorption of the ground-state: Its spectrum is solely resonant with the excited-state absorption of the $S_1$ state, which has a maximum at about 550 nm in cyclohexane.](image-url)
absorption (not shown), and, therefore, probes the arrival of population directly after the non-adiabatic coupling between the S₂ and S₁ states.

In our open-loop control approach, a pure phase modulation is exerted on the initial pump pulse. Its spectral phase $\Phi(\omega)$ is manipulated via a spatial light modulator (SLM) with 128 pixels in a 4f-arrangement. Application of $\Phi(\omega) = a \sin(b \omega + c)$ yields a well defined pulse train. The parameter $a$ is kept fixed at 1.23 and parameter $b$ defines the sub-pulse separation. Note that the parameter $c$ defines the relative phase between the sub-pulses as shown in Fig. 3. The absolute phase of each sub-pulse is not controlled in this experiment. In all measurements, a non-zero $T$-delay between the tailored initial pump pulse and DFWM sequence was chosen to avoid the shaping window. Since the delay $T$ is defined between the centre sub-pulse of the multipulse sequence and the pump/Stokes arrival time, a $T$ delay over 112 fs ($T > 2b$) guarantees probing outside the shaping window in the case of $b = 56$ fs.

3 Results

Experiment

Usually, in the Pump-DFWM technique, DFWM transients are measured by scanning the probe delay $\tau_{23}$ for different delays $T$ between initial pump and the DFWM sequence. In what follows, the probe delay was kept fixed while the initial pump shaping was varied by tailoring the parameter $c$. In Fig. 4, we present these results in a 2D graph, where the Pump-DFWM signal along the $T$-axis was plotted for different values of the parameter $c$. In this way, it allows the investigation of the effect of excitation phase on the internal conversion between S₂ and S₁ states. Fig. 4 (a) depicts such a kind of Pump-DFWM signal. The excitation pulse was shaped into a pulse train with a sub-pulse spacing $b = 56$ fs and varying the parameter $c$ between the sub-pulse. This value of parameter $b$ guarantees three well separated sub-pulses within the life time of S₂ (180 fs). Along the $y$-axis of Fig. 4 (a), the parameter $c$ between the sub-pulses is varied between 0 and $2\pi$. The signal increases exponentially from cold colours (low intensities) to hot colours (high intensities) along the $T$-axis. This is due to the fact that the population on S₂ relaxes towards the S₁ entering the Franck–Condon region where we probe the dynamics with the DFWM sequence. Fig. 4 (a) shows that the DFWM signal can be modified by the parameter $c$. In other words, the flow of population from S₂ state into S₁ state can be controlled, i.e., can be delayed or speed up by the correct choice of parameter $c$. The white dotted line at $T = 270$ fs in Fig. 4 (a) exemplifies it (shown in Fig. 4 (b): While the population for e.g. $c = 3/2 \pi$ has almost reached its maximum, the

![Fig. 3](http://example.com/fig3.png)

**Fig. 3** Simulation of the effect of parameter $c$ on the relative phase between the sub-pulses generated by a sinusoidal phase shaping ($b = 56$ fs). (a) $c = 0$ rad. (b) $c = \pi/2$ rad. (c) $c = \pi$ rad.
population for e.g. $c = 1/2 \pi$ is still rising. Eventually, independently of the choice of parameter $c$, the whole population excited from the $S_0$ into the $S_2$ will reach the cold $S_1$ state at $T$ delays greater than 600 fs. This can be easily understood, since the excited-state population in β-carotene, as a closed system (i.e. without energy transfer), must relax back to ground-state via the $S_1$ deactivation channel. Parallel channels like fluorescence are present but are much less efficient than the ultrafast internal relaxation $S_2-S_1$.

The sensitive DFWM probing sequence is also able to unravel an oscillatory component on the rise of the signal along the $T$-axis. This component can be clearly observed when the slow non-oscillatory exponential rise time is subtracted. This is demonstrated for two values of the parameter $c$ (traced lines at Fig. 4 (a)). The two oscillatory components for $c = 0$ rad and 2.3 rad are shown at Fig. 4 (c) and (d), respectively. A Fourier transformation of the signal depicted in Fig. 4 shows a clear peak around 200 cm$^{-1}$ (Fig. 4 (e)), which is not observed for the other $c = 2.3$ rad (Fig. 4 (f)).

**Simulation**

The simulations show that the composition and phase of the wavepacket depends strongly on the parameters of the exciting multipulse. We observe that partial wavepackets, differing in phase and vibrational components, can be generated by each sub-pulse. The choice of $b$ defines the phase difference and therewith the number of induced sub wavepackets. Defining $T_{\text{vib}}$ as the oscillation period of the
wavepacket, the choice of \( b = (\beta/\alpha)T_{\text{vib}} \) \((\alpha, \beta \in \mathbb{N})\) leads to the formation of \( \alpha \) sub-wavepackets, phase shifted by \( 2\pi \times \beta/\alpha \). The maximum value of \( \alpha \) is limited by the number of vibrational levels of the coupling mode contributing to the excited wavepacket. Fig. 5 shows two examples of these wavepackets in the Wigner representation for \( b = T_{\text{vib}}/2 \) and \( T_{\text{vib}}/3 \).

The generated phase space structures in the dynamically active mode imprint themselves in the population transfer between \( S_2 \) and \( S_1 \). Analogously to the experimental observations, we observe tailored population decay depending on the parameter \( c \). This is shown in Fig. 4 (e) and (f). By choosing the same experimental values, \( i.e. b = 56 \) fs and \( c = 0 \) rad and \( c = 2.3 \) rad, the same oscillatory component and its dependence on the relative phase between the sub-pulses can be perfectly simulated. In perfect agreement with the experimental results (Fig. 4), the electronic coupling manifests itself in a blue shift from \( 178 \text{ cm}^{-1} \) for the uncoupled mode, to \( 200 \text{ cm}^{-1} \). The Fourier transformation of this oscillatory component has also a maximum for \( c = 0 \) rad, while for \( c = 2.3 \) rad it can be almost suppressed. The wavepacket generated in the case of \( b = 56 \) fs corresponds approximately to \( T_{\text{vib}}/3 \) of the electronically coupled mode and leads to the generation of three sub-wavepackets in the \( S_2 \) potential surface, \( i.e. \alpha = 3 \).

Contrasting to the experiment and its inherent constraints, the simulation is also able to investigate directly the transient vibrational population during the multipulse excitation. This description is very insightful since it explains the relative time dependent weight of the \( S_2 \) vibrational states constituting the wavepacket during the pulse train excitation. A generalization of the described observations to any choice of \( \alpha \) in the valid range is possible. For simplicity, we discuss the simplest case of \( b = T_{\text{vib}}/2 \), hence \( \alpha = 2 \). For \( b = T_{\text{vib}}/2 \), we observe that vibrational states with odd quantum numbers are much less sensitive to the phase parameter \( c \). The population of the vibrational levels \( v = 0 \) up to \( v = 4 \) is compared in Fig. 6 (a) and (b) for two values of \( c \) \((1.4 \text{ rad and } 1.75 \text{ rad}, \text{ respectively})\). Their population follows a Gaussian distribution, initially induced by the first sub-pulse. While scanning \( c \), we observe an oscillatory behaviour of the vibrational populations with a periodicity of nearly \( 2\pi/(2\alpha) \), \( i.e. \) twice the number of sub-wavepackets. The maximum asymmetry in distribution is obtained immediately in the second half of the pulse train, as indicated by the dotted lines in Fig. 6 (c) and (d). In this case, depending on \( c \), the even vibrational states are either enhanced or depopulated by the sub-pulse following the central
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**Fig. 5** Simulation of wavepackets in Wigner representation and its dependence on the sub-pulse separation (parameter \( b \)) and their relative phase (parameter \( c \)). (a) Wavepacket for a sub-pulse separation equal to half of the period of low-frequency molecular mode. (b) Wavepacket for a sub-pulse separation equals to one third of the period of low-frequency molecular mode.
one, imprinting holes in the overall Gaussian distribution. We observe maxima of FFT amplitudes for $c = 2n \pi/(2\alpha)$, $n \in \mathbb{N}$ and minima at $c = (2n + 1)\pi/(2\alpha)$.

**Discussion**

**Understanding the control mechanism**

In order to rationalize the control mechanism, two points must be discussed. The first is related to the effect of multipulse excitation on wavepackets. Our simulations show that the interference between wavepackets generated by different sub-pulses depends on their relative phase. Of course, this interference, which can be constructive or destructive, is not equal for all vibrational levels on the excitation bandwidth of the laser since each level has different time evolution factors. This can be clearly observed by comparing Fig. 6(c) and (d): By changing the relative phase between the sub-pulses, a different transient evolution for each vibrational level can be tailored.

The second point is related to the interaction of this transient vibrational population with a non-adiabatic coupling. In general, the degree of coupling between two electronic surfaces is not necessarily homogeneous but depends on the vibrational
level. In other words, the magnitude of the vibronic coupling matrix elements depends on the vibrational quantum number in the respective coupling mode. If in such a scenario a wavepacket is prepared which lacks contributions with strong coupling elements, the overall non-adiabatic transition will be less effective.

These two points are summed up in Fig. 7. We depict the excitation pulse trains with differing parameter c, the middle column shows a scheme of the vibrational populations of the excited wavepacket after the sub-pulse following the central one and the resulting wavepacket, the right column shows the wavepacket in the phase space representation of the coupling mode. In the upper row a properly spaced pulse train creates a wavepacket, composed mainly of odd wavefunctions. The pulses in lower and upper rows differ by a relative phase shift of $\pi/4$. The blue pulse train yields a delocalized wavepacket with evenly distributed eigenstate-coefficients. In the phase space representation we observe the phase shift of $\pi$ between the two components consisting of odd and even eigenstates and an interference pattern in between.

Extending the control mechanism to competing channels

The transient tailoring of vibrational population should ultimately affect the electronic lifetime of the $S_2$ state, i.e., the internal conversion between $S_2-S_1$ states. In
this situation, the population will remain longer in the higher lying electronic state compared to Fourier-limited excitation. Not surprisingly, the tailoring of wavepackets does not affect the energy flow in β-carotene, since the excited state population experiences just one effective deactivation channel i.e. via S₁ state. In this regard it can be considered as a closed system, where control via one-photon excitation is not possible.³¹,³² Phase control with one-photon transition is, however, possible if strong dissipative coupling (with e.g. the environment) takes place and assists the control mechanism,³³ as has been demonstrated to constrain the control of population transfer from the ground- to the excited-state in closed systems.¹⁷,¹⁸,³⁴

In the case of open systems with competing channels, like those found in photosynthetic systems, the branching ratio may be directly affected via one-photon phase control.³³ In that sense, our findings are able to rationalize pulse shapes found in the coherent control of energy flow in polyenic biochromophores, where the excited state lifetime is at the order of the total duration of the excitation pulse train. A prerequisite for the mechanism proposed here is a low frequency mode coupling the initially excited state and its successor. This criterion is met by many large and medium sized organic molecules and is already confirmed by theory³⁵ for polyenes. Besides our explanation does not only describe the findings in bacteriorhodopsin,¹⁵,²⁹ but also provides a commonly applicable mechanism for the control of ultrafast photoisomerizations, where the decisive conical intersection lies in the vicinity of an excited state minimum.³⁶

Moreover, the good agreement of our experimental data with the simulations unravels a new feature of carotenoid’s ultrafast photochemistry. The early photochemistry of carotenoids is determined by strong vibronic coupling like that given by a conical intersection (CoiN). By the aid of coherent control and quantum dynamical modelling, through the observed phase dependencies, we reveal the matter wave character of the process, even preserved through the CoiN, and identify an effective low-frequency coupling mode of 200 cm⁻¹ driving this ultrafast internal conversion process. Such out-of-plane backbone motion in the carotenoid as part of a Light harvesting complex (LHC) has been discussed as the source of conformational change affecting the biological function.⁹,³⁵

### Conclusion

In this paper we addressed for the first time a general mechanism to explain the control of energy flow reported for a whole class of biochromophores. In particular, we show how a specifically designed light pulse tailors the induced wavepacket dynamics. By a detailed and accurate simulation of our results, we identify the nuclear degree of freedom which couples the two relevant excited electronic states in the investigated chromophore. Our control mechanism is based on the interference between wavepackets in the excited state, which leads to a transient evolution of the vibrational population dependent on the relative phase between excitation sub-pulses. Such a transient evolution can affect the branching ratio between competing channels in the excited state. Thus, we are able to rationalize pulse shapes found in a whole class of coherent control experiments involving polyenic biochromophores, like in light harvesting complexes and bacteriorhodopsin. Furthermore, we show that the coherence imprinted by the pulse train is preserved through the conical intersection pointing out how coherence could be exploited to manipulate the energy transfer process in these systems.

We note that in the present study, the use of coherent control goes beyond the scope of product optimization demonstrated in numerous studies.³⁷,³⁸ In several works, light was used as a photonic reagent,³⁹,⁴⁰ catalyst⁴¹,⁴² or as tomographic tool.⁴³ The present investigation provides a case where tailored light pulses are employed as a highly specialized diagnostic tool for photophysical processes impossible to describe by the use of unmodulated light pulses. In contrast to conventional
coherent control, we would like to call this approach Quantum Control Spectroscopy (QCS).
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