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The interaction of exciton and charge transfer (CT) states plays a central role in photo-induced CT processes in chemistry, biology, and physics. In this work, we use a combination of two-dimensional electronic spectroscopy (2D-ES), pump-probe measurements, and quantum chemistry to investigate the ultrafast CT dynamics in a lutetium bisphthalocyanine dimer in different oxidation states. It is found that in the anionic form, the combination of strong CT-exciton interaction and electronic asymmetry induced by a counter-ion enables CT between the two macrocycles of the complex on a 30 fs timescale. Following optical excitation, a chain of electron and hole transfer steps gives rise to characteristic cross-peak dynamics in the electronic 2D spectra, and we monitor how the excited state charge density ultimately localizes on the macrocycle closest to the counter-ion within 100 fs. A comparison with the dynamics in the radical species further elucidates how CT states modulate the electronic structure and tune fs-reaction dynamics. Our experiments demonstrate the unique capability of 2D-ES in combination with other methods to decipher ultrafast CT dynamics.

© 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4720492]

I. INTRODUCTION

Charge transfer (CT) is a ubiquitous process in nature representing the initial step in many chemical reactions and bioenergetic pathways.1 Photo-induced CT is intimately related to harnessing and conversion of radiative energy in photovoltaics,2–4 photosynthesis,5–7 and catalysis.8 CT states, related to harnessing and conversion of radiative energy in bioenergetic pathways.1 Photo-induced CT is intimately related to the initial step in many chemical reactions and bioenergetic pathways. One class of molecules is bisphthalocyanines, which comprise two macrocyclic phthalocyanine moieties held together at a fixed distance by a rare earth cation.12,13 The close proximity of the two rings (2.8 Å for lutetium) gives rise to delocalized charge distributions and results in strong CT coupling due to significant wavefunction overlap.14 The resulting high degree of charge carrier mobility readily explains their semiconductivity15,16 and electrochromic behavior17,18.

In its electronic ground state, lutetium bisphthalocyanine ([LuPc2]) is a stable radical ([LuPc2]+) with an intermediate oxidation state of +2.5,19 [LuPc2]+ cannot stabilize inter-ring CT states, and the electronic structure can be understood via resonance interaction between the LE states. The electronic structure will be similar to that of a H-type dimer, which gives rise to a single transition in the linear absorption spectrum (Fig. 1). On the other hand, the anion ([LuPc2]−) exhibits CT states in the same energy range as the...
LE states. The additional CT coupling drastically changes the electronic structure and gives rise to two bands in the linear absorption spectrum (Fig. 1). Therefore, the comparison of [LuPc2] in different oxidation states provides a perfect opportunity to pinpoint the influence of the CT states on the electronic structure and dynamics.

The structural and electronic similarities favor [LuPc2]− as a biomimetic model system for studies of the special pair in the photosynthetic reaction center (RC). However, for isolated [LuPc2]−, the CT states representing forward and backward CT between the rings are energetically degenerate, and the electronic structure can be described by charge resonance states. The presence of an environmental asymmetry breaks the energetic degeneracy of the CT states, lowering the energy of the CT state on one side of the complex and enabling a net transfer of charge after photo-excitation. In the RC, such asymmetry arises from differences in the electronic couplings among pigments due to slightly different spacings between the cofactor units, distinct dielectric environments due to intra-protein electric fields, and different hydrogen bonding pattern around the central units. In other redox systems, the asymmetry may be provided by counter-ions. The formation of ion associates can have profound influence on the electronic structure and the path of chemical reactions. For weak CT coupling (non-adiabatic CT), the role of the counter-ion has been studied, and it has been shown that the counter-ion can actively or passively control the rate of CT depending on the strength of association.

Conventionally, CT has been studied in systems where the CT coupling is larger than the resonance coupling, implying that CT proceeds without interference from energy transfer processes. However, in systems like the natural RCs or in novel architectures for artificial light harvesting, the two couplings can be of equal magnitude and both energy transfer and CT will take place simultaneously. The interplay of resonance- and CT-coupling in these systems tunes the excited state evolution and the dynamics of the charge separation and energy transfer processes. Such excited state dynamics gives rise to complicated spectral signatures, making a detailed investigation of the underlying mechanisms with conventional techniques difficult. In this work we employ two-dimensional (2D) and ultra-broadband pump-probe-spectroscopy to disentangle the excited state dynamics in a metal bridged dimer ([LuPc2]), where the resonance- and CT-couplings are of equal magnitude. The influence of CT states and CT coupling on the excited state structure and dynamics is further studied via electrochemical tuning of the CT state energies. In addition, we investigate how specific details of ion-pairing enable ultrafast charge transfer across the complex. The combination of various approaches, both theoretical (quantum chemistry and density matrix propagation) and experimental (absorption, pump-probe, and 2D spectroscopy), gives a detailed picture of the ultrafast CT dynamics.

II. EXPERIMENTAL METHODS

Lutetium(III)bisphtalocyanine-tetrabutyl-ammonium salt ([LuPc2]−TBA+) and its radical form [LuPc2]• were synthesized via a base catalyzed cyclo-tetramerization reaction of phthalonitrile with lutetiumacetae in the bulk-phase at elevated temperature. The synthesis was carried out using known procedures from the literature. Both the synthetic preparation and the characterization of the complex are described in detail in the supporting material.

The setup and methodology used for the 2D experiments has been described in detail previously. In the experiments reported here, a home built non-collinear optical parametric amplifier (NOPA) operated at 200 kHz repetition rate generated pulses centered at 15 000 cm−1 with a bandwidth of 2500 cm−1 FWHM (Fig. 1). The FWHM of the intensity autocorrelation was 13 fs (9.2 fs pulse duration), while the corresponding width assuming a flat phase over the pulse spectrum was 10 fs. Two phase stable pulse pairs were generated by diffracting the NOPA pulses through a transmission grating. In the 2D experiment, the delay between the first two pulses, t1, was scanned with interferometric accuracy, while the delay between the second and third interaction, t2, was held constant. The signal radiated in the phasematching direction was overlapped with the local oscillator (LO), and the signal field was recovered by spectral interferometry. The 2D spectrum as a function of υ1 and υ3 was obtained by Fourier transforming over t1 and addition of rephasing and non-rephasing signal contributions. The absolute phase of each 2D spectrum was determined by adjusting the LO delay and phase to optimize the overlap of the projection of the real part of the 2D spectrum with the spectrally resolved pump-probe signal. [LuPc2]− TBA+ dissolved in benzonitrile was used in a wire-guided flow jet giving a film thickness of 230 μm. The structure and linear absorption spectrum of [LuPc2]− TBA+ are shown in Fig. 1 together with the NOPA spectrum used in the experiments.

Broadband pump-probe measurements were carried out in a setup described in detail previously. To extend the probe range to the near-infrared (NIR) region, a home built optical parametric amplifier (OPA) operating at 8300 cm−1 was used to generate white-light from 9000–25 000 cm−1. To cover the bands in the UV region (25 000–32 000 cm−1), white-light was generated by focusing the output from the Ti:Sapphire laser into a CaF2 plate. Pump pulses of ∼40 fs duration were used to selectively excite the two bands at 14 200 and 16 200 cm−1 giving a time resolution of 50 fs.
FIG. 2. 2D spectra of [LuPc$_2$]$^+$ TBA$^+$ at different waiting times ($t_2$) indicated in the figure. The top row shows the experimental results, while the middle and bottom rows show the simulated total spectra and ground state bleach (GSB) plus stimulated emission (SE) contributions, respectively. All spectra have been normalized to the maximum of the total signal, and contour lines are drawn in 5% increments starting at 5%. Positive signal contributions (GSB + SE) are shown in red while negative (ESA) are shown in blue dash. The points used for the kinetics in Fig. 3 are shown for $t_2 = 45$ fs.

III. RESULTS

A. Experimental results

The interplay of exciton and CT states and their influence on the excited state dynamics in [LuPc$_2$]$^-$ have been studied previously with pump-probe and two-color photon echo spectroscopy.$^{35,36}$ The pump-probe measurements revealed that the transient spectra were independent of which of the two bands was pumped, indicating rapid relaxation in the excited state. To resolve the excited state dynamics we turned to 2D spectroscopy.$^{37}$ By correlating the optical coherence evolution between the first and third time interval in a four-wave mixing sequence, 2D spectroscopy maps the system dynamics onto two dimensions, thereby minimizing spectral congestion, and provides a very detailed picture of the system’s evolution.$^{38}$

Figure 2 shows the real part of the 2D spectrum of [LuPc$_2$]$^+$ TBA$^+$ in benzonitrile for $t_2 = 0, 15, 45, 400$ fs. The waiting time $t_2$ denotes the delay between the first and the second pulse pairs, and corresponds to the probe delay in a pump-probe experiment. All spectra have been normalized to their respective maxima, and contour lines are drawn in 5% increments. In Fig. 2, positive signals correspond to stimulated emission (SE) and ground state bleach (GSB), while excited state absorption (ESA) results in negative signals. The 2D spectrum at $t_2 = 15$ fs (outside pulse overlap) shows two diagonal peaks corresponding to the two bands in the linear absorption spectrum. A closer inspection of the low energy diagonal peak reveals that it is more accurately described as two separate peaks at $v_3 = 14 200$ and $14 800$ cm$^{-1}$, respectively. Above the high energy diagonal peak we observe small amounts of ESA (blue dashed lines). In addition to the diagonal peaks and ESA contributions, one cross-peak at $v_1, v_3 = 14 200, 16 200$ cm$^{-1}$ is clearly visible. This cross-peak shows that the transitions responsible for the main bands in the linear absorption spectrum share a common ground state. Surprisingly, there is no corresponding cross-peak below the diagonal. For longer $t_2$ we find that the cross-peak below the diagonal recovers. However, the recovery of the cross-peak is not uniform. The 2D spectrum at $t_2 = 45$ fs shows that the cross-peak at $v_3 = 14 800$ cm$^{-1}$ grows much faster than the one at $14 200$ cm$^{-1}$. For longer $t_2$, the cross-peak below the diagonal becomes more symmetric, but its amplitude remains weaker than the amplitude of the opposite cross-peak for all $t_2$.

The 2D spectra in Fig. 2 do not provide an accurate picture of the dynamics in the system because of the normalization. The variation of the amplitudes of the different peaks as a function of $t_2$ provides information on population dynamics of the system which cannot be obtained from the normalized spectra. To analyze the kinetics, we show in Fig. 3 the time evolution of the volume of a $30 \times 30$ cm$^{-1}$ box for the diagonal peaks at $14 200$ (dp1), $14 800$ (dp2), and $16 200$ cm$^{-1}$ (dp3), and the cross-peaks $v_1, v_3 = 16 200, 14 200$ cm$^{-1}$ (cp1); $v_1, v_3 = 16 200, 14 800$ cm$^{-1}$ (cp2); and $v_1, v_3 = 14 200, 16 200$ cm$^{-1}$ (cp3). The positions of these points are also shown in Fig. 2 for $t_2 = 45$ fs. The kinetics of the diagonal peaks display a fast decay to about 50% of the value at $t_2 = 0$. The amplitude of dp3 decays on a 30 fs timescale, while dp1 and dp2 show an
almost constant amplitude outside pulse overlap ($t_2 \geq 15$ fs). The cross-peaks exhibit more complicated behavior. While $cp_3$ behaves qualitatively in the same way as $dp_3$, the cross-peaks below the diagonal show distinct dynamics. The amplitude of $cp_2$ rises on a 20 fs timescale followed by a quick decay. After about 50 fs, the rise is complete and the signal shows a slow oscillation around a stationary value. The amplitude of $cp_1$ shows a delayed rise, reaching its peak value after about 100 fs. After reaching its final values, $cp_1$ and $cp_2$ both oscillate with a frequency of 160 cm$^{-1}$. The same modulation is found in pump-probe,\textsuperscript{35} two-color photon echo.\textsuperscript{36} We can assign this mode, based on our quantum chemical calculations, to a modulation of the Lu-N distance.\textsuperscript{31}

The appearance of the 2D spectrum for $t_2 \geq 30$ fs deviates from what we expect for a coupled dimer, insofar as it does not display a characteristic four peak pattern.\textsuperscript{39} The absence of a cross-peak below the diagonal gives rise to a pronounced asymmetry of the spectra. This effect clearly remains outside pulse overlap, but diminishes as the population relaxes from the upper band (decay of $dp_3$). This points to ESA from the upper band as the origin of the cancellation of the cross-peak below the diagonal. As the ESA signal decays, the underlying GSB contribution becomes visible. Such relaxation should give rise to a SE signal in the region of the cross-peak below the diagonal (relaxation cross-peak). For this reason, we expect this cross-peak to be stronger than the corresponding one above the diagonal ($cp_3$) when relaxation from the upper band has been completed. However, we find that the cross-peak below the diagonal remains weaker for all $t_2$. This observation could in principle be explained by loss of the SE signal due to relaxation to a state outside the spectral window or into a state with low transition dipole moment. However, we see no indication of such relaxation in the kinetics of either $dp_1+dp_2$ or $cp_1+cp_2$. If the population remains in the lower band, the positive SE signal could be hidden by a negative ESA signal overlapping with the positive GSB of the low energy band. While this would explain the 2D kinetics, it cannot explain the reported lack of fluorescence from the low energy band.\textsuperscript{35}

It thus becomes apparent that the 2D experiment, despite the 4500 cm$^{-1}$ probe range, is not able to follow all relaxation processes in the system and cannot provide on its own the basis for a complete relaxation model. To be able to probe the response of (possible) low energy states in the NIR which are not covered in our 2D experiment, we turned to broadband pump-probe spectroscopy. Figure 4 shows the pump-probe spectra in the NIR region for a few selected delays. At $t_2 = 100$ fs, a broad ESA signal covers the entire region from 9000 to 13 000 cm$^{-1}$. For longer $t_2$, the ESA around 12 500 cm$^{-1}$ (blue arrow) seems to decay significantly faster than the ESA below 11 000 cm$^{-1}$ (red arrow). The single wavelength fits shown in the inset reveal that the ESA at 10 870 cm$^{-1}$ decays with a 3.8 ps exponential component, which is equal to the lifetime of the lowest excited state obtained from a global fit.\textsuperscript{31} On the other hand, the signal at 12 500 cm$^{-1}$ shows an additional 70–100 fs decay component. The kinetics in this spectral region reflects the sum of ESA and SE contributions. The additional fast decay of the signal at 12 500 cm$^{-1}$ can thus be interpreted as the delayed rise of SE from an almost dark state with a transition in the NIR region as discussed above. The SE signal at 12 500 cm$^{-1}$ is about 20 times weaker (~1 compared to 20 mOD) than the main GSB peak at 14 200 cm$^{-1}$. The low transition dipole moment of this transition readily explains the lack of fluorescence in this system. Based on the 1/20 ratio of the transition strength of the “dark state” and the GSB together with the 3.8 ps lifetime, we estimate a fluorescence quantum yield in the 10$^{-5}$ range. This is beyond the detection sensitivity of our and previous experiments.\textsuperscript{35}

The discussion of 2D and pump-probe spectra above provides a rough overview of electronic structure and ultrafast...
dynamics in [LuPc2]−TBA+. The states initially prepared by pumping the upper band decay to the low energy bright band on a 30 fs timescale. The presence of two diagonal peaks and the distinct relaxation dynamics associated with cp1 and cp2 point to two separate electronic states in this band (Fig. 3). The population of these two states flows on a 100 fs timescale into an almost dark state with a transition in the NIR range (Fig. 4).

To elucidate the influence of the CT states on the electronic structure in [LuPc2], we carried out pump-probe experiments on [LuPc2]+. Figure 5 shows pump-probe spectra at selected delays together with the fit based on a kinetic model including the upper (optically allowed) exciton state, the lower (optically forbidden) exciton state, and a hot ground state. From the fit we conclude that the upper exciton level decays to the lower one with a 400 fs time-constant. From this level, there is an ESA transition to a doubly excited state. This doubly excited state is shifted by ~550 cm⁻¹ as compared to twice the LE energy. The red-shifted ESA from the dark state leads to a seemingly faster decay of the signal on the red side of the spectrum as the population flows into the low energy exciton state. Finally, the lower exciton level decays into a hot ground state with a 2.5 ps time-constant, where subsequent cooling takes place on a timescale of 15 ps.

B. Electronic structure of [LuPc2]

To be able to interpret the experimental results on [LuPc2] and specifically to elucidate the role of the CT states, it is necessary to develop a model of the electronic structure enabling simulations of the linear- and nonlinear-spectra. Such a representation is provided by the Frenkel exciton Hamiltonian with LE and CT states. This model provides a descriptive picture of the interaction of optical excitations with CT states, which is useful for generalization and interpretation of the results. Furthermore, it allows us to include doubly excited states needed to account for ESA, which is extremely important for the interpretation of the 2D experiments.

As a starting point we include the Qx- and Qy-excitations on each monomer (A and B). [LuPc2] exhibits D₄d symmetry, e.g., the two rings are twisted by 45° with respect to each other (Fig. 1). The transitions on the different monomers interact via resonance coupling, and due to the overlap of the wave functions, the excitations on the different rings are also coupled via electron transfer into the LUMO orbitals. This allows us to construct 4 distinguishable CT states. In our terminology, Cx is the state where the excited electron is transferred from the excited x- or y-orbital on monomer B to the excited x-orbital on monomer A. A subset of the states used to construct the basis states is shown in Fig. 6. Using the configuration diagrams we can write the Hamiltonian for the one-exciton manifold as

\[
H_S = \begin{pmatrix}
C_x^A & J_{ct} & J_{ex} & 0 & 0 & 0 & 0 \\
0 & C_y^B & -J_{ct} & 0 & 0 & 0 & 0 \\
J_{ct} & -J_{ct} & Q_x^A & 0 & -J_{ex} & J_{ex} & 0 \\
J_{ex} & J_{ct} & 0 & Q_y^B & J_{ex} & J_{ex} & 0 \\
0 & 0 & -J_{ex} & J_{ex} & Q_x^B & 0 & -J_{ct} \\
0 & 0 & 0 & J_{ex} & J_{ex} & 0 & Q_y^B \\
0 & 0 & 0 & 0 & -J_{ct} & J_{ct} & C_x^A \\
0 & 0 & 0 & 0 & 0 & 0 & C_x^A
\end{pmatrix},
\]

where J_{ex} is the resonance-coupling and J_{ct} is the CT-coupling.

Taking the rings as equivalent, Q_x = Q_y, and assuming that C_x ≥ Q_x, the present model recovers the previously proposed electronic structure of [LuPc2]−. In this model, the band at ~14 200 cm⁻¹ has predominant charge resonance character, while the band at ~16 200 cm⁻¹ has a dominant exciton character. In addition, this model predicts one dark transition in the NIR region. This exciton model agrees very well with our time-dependent/density functional theory (TD/DFT) calculations on [LuPc2]− discussed in Appendix A. These calculations yielded three doubly degenerate electronic states with vertical transition energies of 11 682, 15 848, and 18 657 cm⁻¹, and oscillator strengths of 0.00, 0.45, and 1.03, respectively.

Both the exciton model in the form discussed above and the direct TD/DFT calculations predict two bright states in the relevant spectral range, i.e., the two main absorption bands. However, none of the models are able to explain the double peak structure of the low energy band or the distinct dynamics of the cross-peaks below the diagonal in the 2D spectra. To find an explanation for these additional features found in the experiment, we investigated the role of the counter-ion (TBA+) present in our experiments. NMR studies on a series of bisphtalocyanines have shown a considerable amount of
ion association in solution. These experiments concluded that the counter-ion is situated on top of one of the Pc macrocycles as indicated in Fig. 1. This is similar to the arrangement in the crystal structure, which we took as a starting point for the calculations of the optimized ground state geometries and vertical transition energies of the \([\text{LuPc}_2^-\text{TBA}^+]\) complex. The calculations show that the interaction with the counter-ion leads to a splitting of the doubly degenerate states found for \([\text{LuPc}_2^-]^-\), giving rise to 6 transitions in the relevant spectral range. The energies, oscillator strengths, and contributing orbitals for \([\text{LuPc}_2^-\text{TBA}^+]\) as derived from quantum chemistry are shown in Table I.

The association with the counter-ion leads to significant changes in the electronic structure of the complex and gives rise to additional allowed electronic transitions. To understand how these changes can be interpreted in terms of the energies and couplings between the states in the exciton model, Fig. 7 shows the optimized ground state geometry for \([\text{LuPc}_2^-]^-\) and \([\text{LuPc}_2^-\text{TBA}^+]\). For \([\text{LuPc}_2^-]^-\), the di-anionic rings (Pc$^{2-}$) display a symmetric off-planarity distortion due to electrostatic interaction with the central metal ion. In the presence of the counter-ion, the off-planarity distortion is decreased significantly along the axis in contact with the alkyl chains of the TBA$^+$ molecule. From an exciton model point of view, this implies that the excitation along this axis, here $Q_1$, on the ring closest to the counter-ion should be lowered in energy. Similarly, the state corresponding to CT into the same orbital should decrease in energy as well.

The simulations of the linear absorption spectra of \([\text{LuPc}_2]^+\) and \([\text{LuPc}_2^-\text{TBA}^+]\) based on Eq. (1) are shown in Fig. 8(a). For \([\text{LuPc}_2^-\text{TBA}^+]\) we also show the stick-spectrum obtained after direct diagonalization of $H_s$. Denoting the ring closest to the (positive) counter-ion $A$, we find that lowering the energy of $C_x^A$ (electron transfer towards the counter-ion) is able to mimic the general features of the electronic structure found in the quantum calculations. For Fig. 8(a) we used $Q_x^A = Q_y^A = Q_z^A = 15 150$ cm$^{-1}$, $C_{x^B} = C_{y^B} = C_{z^B} = 11 600$ cm$^{-1}$, $J_{el} = 15 150$ cm$^{-1}$, $J_{el} = 1395$ cm$^{-1}$, and $J_{el} = 725.5$ cm$^{-1}$. Based on the quantum chemical calculations, we expect that the interaction with the counter-ion should lead to a decrease of the energy of $Q_x^A$ as well. However, changing the energy of $Q_x^A$ by $\sim 500$ cm$^{-1}$ only leads to minor changes in the linear absorption spectrum and we therefore kept all $Q$-transitions degenerate for the remainder of the paper. To avoid confusion with the states obtained from quantum chemistry, we will denote the states of the exciton model with $e_n$. States $e_1$, $e_2$, and $e_3$ are located in the NIR and have very low or zero transition dipole moments. States $e_4$ and $e_5$ are located in the low energy band seen in linear absorption and are separated by $\sim 500$ cm$^{-1}$ (Fig. 8(a)). This double peak structure in the low energy bright band is essential to reproduce the observations in the 2D spectrum. State $e_6$ is dark and is located in between the two bands, while states $e_7$ and $e_8$ are the origin of the upper band in linear absorption.

With the large number of states and couplings, a fit to the linear absorption spectrum is by no means unique. An important test of the validity of the model and the parameters is to apply the model derived for the \([\text{LuPc}_2^-\text{TBA}^+]\) to \([\text{LuPc}_2]^+\). The radical itself is non-polar and can therefore not stabilize the CT states. We modeled the spectrum of \([\text{LuPc}_2]^+\) by raising the energies of the CT states to a spectral position

![Fig. 7. Optimized ground state geometries at the BHLYP/SV(P) level of theory. (a) [LuPc$_2^-]$ and (b) [LuPc$_2^-$] TBA$^+$.](image-url)

![Fig. 8. (a) Linear absorption spectra of [LuPc$_2]^+$ (red squares) and [LuPc$_2^-$] TBA$^+$ (blue circles). The solid curves show the simulations based on the model discussed in the text. For [LuPc$_2^-$] TBA$^+$, the stick-spectrum using a single realization of disorder is also shown. The four peaks correspond to the transitions to the states $e_1$ (14 273 cm$^{-1}$), $e_5$ (14 778 cm$^{-1}$), $e_7$ (16 153 cm$^{-1}$), and $e_8$ (16 349 cm$^{-1}$) in the exciton model. (b) Energy level structure in the exciton model for [LuPc$_2]^+$ (i) and [LuPc$_2^-$] TBA$^+$ (ii). Solid (dashed) lines correspond to states with large (small) transition dipole moment from the ground state. Solid (dashed) arrows indicate the major (minor) relaxation pathways discussed in the text.)](image-url)
where their influence on the $Q$ transitions is negligible. In addition, we used that the $Q_{ij}/Q_{ij}$-transitions are degenerate in the absence of the counter-ion. The successful prediction of the transition frequency, width of the main peak, and vibrational sideband for $[\text{LuPc}_2]^*$ evident from Fig. 8(a) shows that we have correctly estimated the spectral densities, resonance coupling, and $Q$-transition energies in $[\text{LuPc}_2]$.

The quantum chemical calculations and the exciton model represent two different descriptions of the electronic structure of $[\text{LuPc}_2]$. The quantum chemical calculations adopt a supra-molecular perspective and include resonance- and CT-couplings between the two rings implicitly. The exciton model is based on distinguishable molecular excitations with free parameters (energies and couplings) and a minimum number of interactions. Using the language of the exciton model, the quantum chemical calculations include more states and couplings and will provide a more realistic molecular view. For instance, the quantum chemical calculations account for hole transfer and polarization of $[\text{LuPc}_2^-]^+$ in the ground state, which is not included in the exciton model. However, the quantum chemical calculations do not provide insight into the dynamics of the system or provide any information about doubly excited states, and therefore the combination of both models is needed for the interpretation of the experimental results. The states of the two models cannot be linked one-to-one, but a comparison of the excited state manifolds suggests that one can well connect the dynamics of states $e_4$, $e_5$ to $q_3$, $q_4$ and $e_7$, $e_8$ to $q_5$, $q_6$.

C. Excited state dynamics in $[\text{LuPc}_2]^-$TBA$^+$

The preceding paragraph outlined a realistic description of the electronic structure of $[\text{LuPc}_2]^-$TBA$^+$. To interpret the observed excited state dynamics we carried out simulations of the 2D spectra based on the CT-Hamiltonian (Eq. (1)) and time-dependent Redfield theory in the Markov approximation (see Appendix B). The simulated 2D spectra and kinetics are shown in the middle and bottom rows of Fig. 2 and in Fig. 3, respectively.

The simulations are in very good agreement with the experimental results, and reproduce the shape and evolution of the 2D spectra. At $t_2 = 0$, there is a clear asymmetry, where the cross-peak below the diagonal is significantly weaker than the one above the diagonal. It follows from the comparison of the total simulated signal with the GSB + SE contribution (Fig. 2) that the missing cross-peak is due to overlap of ESA from population in the upper band. The simulations also reproduce the double peak structure of the low energy band, and we can assign this feature to the eigenstates $e_4$ and $e_5$ of the Hamiltonian $H_t$. The splitting between dp1 and dp2 is close to the frequency of one of the vibrational modes found in the quantum chemical calculations ($725~\text{cm}^{-1}$). If dp2 was a vibrational sideband to dp1, this mode would need to have a Huang-Rhys factor of the order of 1 to match the observed amplitude. This would give rise to a progression of peaks not seen in the experiments. Furthermore, within the Condon approximation, all vibrational transitions involving the same mode would have the same direction of the transition dipole moment and we would thus expect to see clear cross-peaks between them. The lack of a cross-peak between dp1 and dp2 is readily reproduced in our model (Fig. 2). This can be understood from the perpendicular orientations of the transition dipole moments of $e_4$ and $e_5$, which suppress cross-peaks by a factor of three in an experiment with all parallel polarizations.

After excitation, coupling to the bath drives relaxation between energy levels in the one-exciton manifold leading to dynamics in the 2D spectrum. Figure 9 shows the simulated evolution of the populations after excitation of state $e_7$ and $e_8$ corresponding to the band at 16 200 cm$^{-1}$. The initially prepared states decay and populate state $e_5$ within 30 fs while the population of state $e_4$ rises somewhat slower. This is particularly obvious for initial excitation of state $e_7$ (Fig. 9(b)), where a clear separation of the rise of the population of $e_4$ and $e_5$ can be observed. By inspecting the relaxation rates, we can conclude that relaxation from $e_8 \rightarrow e_5$ and $e_7 \rightarrow e_5$ (Redfield rates of 18 and 11 fs) is about 3 times faster than relaxation to state $e_4$ (64 and 75 fs). This indicates that the faster rise of cp2 can be traced to faster population relaxation into state $e_5$. To investigate if this relaxation path also leads to clear signatures in the 2D spectra, we show in Fig. 10 the simulated kinetics with and without the ESA contribution. Inspecting the kinetics, we find that the cross-peaks indeed show a fast rise reflecting SE after population transfer from the upper band, and cp2 rises somewhat faster than cp1. However, the SE contribution in cp2 does not acquire significant amplitude due to fast relaxation from state $e_5 \rightarrow e_4$. Although the ESA contribution strongly reshapes the kinetics in the 2D spectra, we can conclude that the dominating relaxation pathway from the upper band involves relaxation via state $e_5$ further on to $e_4$ (see Fig. 8(b)).

Turning to the diagonal peaks, we find that the SE signal decays on a 250 fs timescale. Interestingly, this decay is almost absent when the kinetics of the total signal is evaluated.
IV. DISCUSSION

A. Role of charge transfer states in [LuPc2]

The ability to alter the CT state energies in [LuPc2] electrochemically gives a good opportunity to study the influence of CT states on the electronic structure and dynamics in a coupled system. In this respect, it is instructive to compare [LuPc2]− to [LuPc2]∗ and for a moment neglect the influence of the counter-ion. It is already clear from Fig. 1 that the presence of the CT states in [LuPc2]− dramatically changes the excited state structure giving rise to new transitions and a redistribution of the oscillator strength. Comparing the evolution of the upper state(s) in [LuPc2]∗ and [LuPc2]− illustrates that there is a strong impact on the dynamics as well: the lifetime decreases from 400 to 30 fs in the presence of the CT states. The results summarized in Fig. 8(a) show that our model can interpolate between [LuPc2]− and [LuPc2]∗ by just shifting the energy of the CT states, and this allows us to pinpoint the mechanism for the slower dynamics in [LuPc2]∗. Our model shows that the energetic splitting between the upper and lower band is significantly larger in [LuPc2]∗ ($\sim$2800 cm$^{-1}$) as compared to [LuPc2]− ($\sim$2000 cm$^{-1}$). We find that the fast rates in [LuPc2]− can only be reproduced when we include vibrational (intra-molecular) modes in the bath. From this we conclude that the 1600 cm$^{-1}$ mode responsible for the vibrational sideband in [LuPc2] plays a central role in the relaxation processes. To fully explain the rates in the experiments we need to account for the influence of the counter-ion. The association with the counter-ion splits the degenerate energy levels and opens up additional relaxation pathways in the appropriate energy range ($\sim$1600 cm$^{-1}$). Turning to [LuPc2]∗, we find that the energy gap is too large for relaxation via the high frequency vibrational mode. Relaxation must thus proceed via the (weak) high energy wing of the Brownian oscillator spectral density used to describe the overdamped bath modes. The difference in the relaxation rates between [LuPc2]− and [LuPc2]∗ is thus not related to the enhanced coupling to the bath of the CT states, but determined by the differences in the energy level structure of the two systems. We note that the speedup of relaxation in the presence of CT states depends on the details of the relaxation mechanism and the spectral densities. In the presence of high frequency vibrational modes, the larger system-bath coupling of the CT states may not necessarily lead to a significant increase in the relaxation rates as was shown recently in a simulation study of the photosystem II reaction center.

From the geometrical structure and linear optical properties, [LuPc2]− seems to be a highly suitable candidate for investigations of fundamental processes such as electronic coherence dynamics, dephasing, and population relaxation. Such studies would be valuable for a better understanding of the more complicated dynamics observed in protein pigment complexes. However, the 2D spectra of [LuPc2]−TBA$^+$ show distinct differences to the dimer models in the literature. These differences cannot be explained by a rapid damping of the electronic coherences due to stronger system-bath coupling of the CT states. Rather, our analysis shows that including vibrational modes as well as employing a proper model for the two-exciton manifold is needed in order to understand the spectra and dynamics. The properties of the states in the two-exciton manifold responsible for ESA cannot be deduced from available quantum chemical calculation with the needed precision, and therefore we need to resort to the exciton model. Perhaps the most prominent observation in the present experiments is the absence of a cross-peak below the diagonal at short population times (or Fig. 10(b)). This implies that the ESA contribution has a similar magnitude as the SE contribution, and that they both decay as the population flows out of $e_4$ and $e_5$. This matches the observations of the experiments, where the low energy diagonal peak shows little dynamics even though it is clear from the pump-probe measurements that the dark states in the bottom of the manifold of excited states get populated on a 100 fs timescale.

The changes in the shape of the cross-peak below the diagonal during relaxation from the upper to the lower band could provide valuable information on the relaxation pathways. The experimental 2D spectrum at $t_2 = 45$ fs (Fig. 2) shows that $c_p2$ has its maximum at lower $u_1$ as compared to $c_p1$. The simplest interpretation of this effect is that $e_5$ gets populated from $e_7$ while $e_4$ gets populated from $e_6$. The kinetics shown in Fig. 9 shows that $e_5$ preferentially populates $e_4$ and thus gives some support for such a conclusion. However, inspecting the simulated spectra in Fig. 2, we can conclude that the inclusion of ESA is essential to reproduce the temporal evolution of the shape of the cross-peaks. The negative ellipticity of the cross-peaks (an elongation along the anti-diagonal) remains after relaxation, but is only reproduced when the ESA contribution is included in the simulations. The shape of the cross-peaks is thus not related to anti-correlated diagonal disorder (site energies) or off-diagonal disorder (coupling disorder), but result from the overlap of the different signal contributions.
lack of SE in pump-probe). While this requires a special structure of the two-exciton manifold, the same effect can show up in any coupled system. In fact, such cancelation happens readily in the exciton model when the two LEs have unequal transition dipole moments. The absence of the cross-peak should thus not be seen as a direct effect of the CT states, but illustrates the importance of the two-exciton manifold and ESA for a proper interpretation of the spectra and dynamics. This might seem surprising because the 2D spectra are dominated by positive signal contributions (Fig. 2). However, ESA reshapes the peaks and strongly affects the observed kinetics (Fig. 10). We note that our simple model for the two-exciton band can account for the cancelation of the cross-peak below the diagonal as well as the absence of decay dynamics in the low energy band. To reach this agreement we need to shift the diagonal, or the double peak structure of the low energy band. To reproduce the kinetics in the cross-peak below the diagonal we need to include more (high energy) configurations to the two-exciton Hamiltonian. The interaction of these high energy configurations with the ones included in our model could further contribute to the red-shift of the ESA observed in the experiments.

The current experiments and analysis highlight the importance of the two-exciton manifold for the interpretation of time-resolved spectroscopy of processes which take place exclusively in the one-exciton manifold. In one-dimensional techniques, like pump-probe or transient grating, the presence of ESA may easily be overlooked leading to erroneous interpretation of the dynamics. In this respect, the combination of single- and double-quantum 2D spectroscopy is most useful to elucidate the role of ESA and the associated signal contributions.

The pronounced influence of ESA in [LuPc2] makes in-depth analysis of the 2D spectra without numerical modeling difficult. Such simulations require a simple Hamiltonian mimicking the electronic structure of the system. There are many models which could fit the linear spectrum and give rise to a suppressed cross-peak below the diagonal which grows as \( t_2 \) increases, e.g., the simple exciton model with unequal transition dipole moments of the two LEs or the isolated [LuPc2]– model discussed above. However, none of these models is able to reproduce the dynamics in the cross-peak below the diagonal, or the double peak structure of the low energy band. By linking the exciton model to quantum chemical calculations, it is clear that precisely these features are signatures of special interactions, and that they provide important information on the dynamics in the system.

B. Excited state charge transfer in [LuPc2]– TBA+

The association of [LuPc2]– with the TBA+ counter-ion provides a natural explanation for the observation of the double peak structure in the low energy band in the 2D spectra (Fig. 2). The formation of such ion-pairs has strong impact on the character of the excited states. The (positive) charge of the counter-ion serves to stabilize states representing CT towards the counter-ion. This gives rise to an asymmetry in the energies of the CT states, and as a result, the electronic eigenstates in [LuPc2]– TBA+ will reflect varying degrees of charge separation. Relaxation between the different energy levels thus represents a net redistribution of electron and hole densities between the two rings, which can be followed by the evolution of the cross-peaks in the 2D spectra. By combining the analysis of the cross-peak dynamics within the exciton model with the results of the quantum chemical calculations, it becomes possible to obtain a molecular view of the CT dynamics.

Figure 11 shows the orbitals for the different bright transitions with labels indicating the states and the corresponding features in the spectrum in Fig. 2. In addition, curved arrows are used to indicate the CT processes connecting the different states. An excitation of the high energy band (dp3) populates an excited state with most of the charge density located on the side of the counter-ion (ring A). The system first relaxes via hole transfer (CT in the HOMO orbital) to ring B in 30 fs. This process is revealed via the faster rise of cp2 in the 2D spectrum. Further relaxation requires electron transfer (CT in the LUMO orbital) to ring B, and we find that this process also takes place on a 30 fs timescale. The system then goes to a stable (on ps timescale) charge separated state with a transition in the NIR. For this state, the excited state charge density...
is located on the ring closest to the counter-ion. Our pump-probe measurements reveal that populating the dark states in the NIR takes only about 100 fs. The combination of CT states and asymmetric interaction with the counter-ion thus opens up a relaxation pathway which very rapidly localizes the charge on one side of the complex. At first glance, one may assume that the counter-ion lowers the energy of both C\textsuperscript{A}\textsuperscript{−} and C\textsuperscript{B}\textsuperscript{−} and stabilizes the charge in both orbitals on the side of the counter-ion. However, it is clear from both the quantum chemical calculations as well as the exciton model that the molecular details of the interaction between [LuPc\textsubscript{2}]\textsuperscript{−} and the counter-ion need to be considered. The counter-ion induces different distortions of the molecular structure along the x- and y-coordinates, and this also affects the energies of the CT states representing CT into the corresponding orbitals on the macrocycle closest of the counter-ion. This selectivity is clearly manifested in the orbitals shown in Fig. 11, and shows that a detailed understanding of the ultrafast dynamics requires careful consideration of the interactions in the ion-pair.

[LuPc\textsubscript{2}]\textsuperscript{−} TBA\textsuperscript{+} has many similarities to the so called special pair in the bacterial reaction center. The special pair is a dimer of bacteriochlorophylls coupled to CT states with higher transition energy than the fundamental excitations. However, because of different orientation of the transition dipoles, the lowest excited state (often named P\textsuperscript{−}) carries most of the oscillator strength. Charge separation in the special pair takes place after direct excitation or energy transfer to P\textsuperscript{−}. Numerous works have concluded that P\textsuperscript{−} corresponds to a state with most of the charge density located on the M-side of the special pair. This localization of the charge density has been explained by specific interactions, such as hydrogen bonds, asymmetric interaction with the protein, or a special arrangement and interaction of the reaction center pigments. In the language of the exciton model, all these mechanisms serve to lower the CT states on one side of the complex in a similar way as the counter-ion in our case. Our results show that the presence of an asymmetric interaction facilitates relaxation to the bottom of the band, where the charge is localized on one side of the complex. In the special pair, the relaxation time between the upper and lower exciton band has been measured to be 65 fs. The localization of the charge density on the M side of the special pair is thought to be important for the directionality of electron transfer in the bacterial reaction center, since the M side has a better overlap with the accessory bacteriochlorophyll on the L branch. Our experiments show that this type of charge localization can be mimicked by our model system, and followed in real time with 2D spectroscopy. The combination of 2D spectroscopy and theoretical analysis including density matrix propagation and quantum chemical calculations thus offers new possibilities to disentangle the complicated CT dynamics observed in the photosystem II reaction center.

V. CONCLUSIONS

In this work we have investigated the electronic structure and excited state dynamics in a bis-phthalocyanine dimer ([LuPc\textsubscript{2}]\textsuperscript{−}) where the resonance- and CT-coupling are of the same magnitude. To selectively investigate the effects from the resonance coupling, we have exploited the possibility to “turn off” the CT coupling by oxidation of the complex ([LuPc\textsubscript{2}]\textsuperscript{+}). Based on linear absorption, 2D spectroscopy, and pump-probe measurements, we have shown that the mixing of exciton and CT states in [LuPc\textsubscript{2}]\textsuperscript{−} leads to significant changes of the electronic structure and a tenfold speedup of the excited state dynamics as compared to the excitonic [LuPc\textsubscript{2}]\textsuperscript{−}. The speedup of the dynamics in [LuPc\textsubscript{2}]\textsuperscript{−} can be qualitatively understood from the changes in the energy level spacing due to the presence of CT states in combination with quasi-resonances between the energy gaps and high frequency vibrational modes. However, a detailed analysis of the 2D spectra has shown that the interaction of [LuPc\textsubscript{2}]\textsuperscript{−} with its TBA\textsuperscript{+} counter-ion needs to be considered to account for all peaks and their evolution. Using quantum chemical calculations, we have demonstrated that the specific details of the interaction in the ion-pair determines the electronic structure of [LuPc\textsubscript{2}]\textsuperscript{−} TBA\textsuperscript{+}. The interaction with the counter-ion stabilizes CT states corresponding to CT into specific orbitals on the macrocycle closest to the counter-ion. The subsequent imbalance in energy of the CT states results in an electronic structure where the different excited states represent varying degrees of charge separation. Relaxation in the excited state of the complex thus proceeds via electron- and hole-transfer processes, which give rise to distinct cross-peak dynamics in the 2D spectra. The analysis of the cross-peak dynamics, together with quantum chemical calculations, demonstrate the ability of 2D electronic spectroscopy to provide a detailed molecular view on these transient CT processes.
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APPENDIX A: QUANTUM CHEMICAL CALCULATIONS

The BHLYP functional was applied in DFT and TD/DFT calculations of optimal electronic ground state and lowest singlet excited-state geometries. This functional combines Becke’s half-and-half exchange functional with the LYP correlation functional proposed by Lee, Yang, and Parr. Among the tested functionals (PBE, B3LYP, and BHLYP), the overall best results were obtained using BHLYP, which can be explained by the larger amount of exact exchange. The optical transitions were calculated...
APPENDIX B: SIMULATIONS OF EXCITED STATE DYNAMICS AND NONLINEAR SPECTRA

Excited state dynamics were simulated by applying time-dependent Redfield theory to the diagonalized Frenkel exciton Hamiltonian of the system. Altogether eight singly excited electronic states were considered in the [LuPc2] dimer. In addition to the local $Q/Q_e$-excitations on each Pc ring, CT states corresponding to electron transfer from the excited state orbital on one macrocycle to the excited state orbital on the other ring were considered. The CT states were modeled as excited states with zero transition dipole moment from the electronic ground state and increased reorganization energy (with respect to the LE states). The sign of the resonance coupling matrix elements, $J_{ct}$, was determined from the structure. For the coupling between CT and LE states, $J_{ct}$, we chose the signs of the matrix elements so that the Hamiltonian was invariant under rotation of the rings. The magnitudes of $J_{ct}$ and $J_{cr}$ were fitted to the linear absorption spectrum. Linear and nonlinear spectra were calculated by a standard semiclassical response function theory. For calculation of nonlinear spectra we explicitly averaged the signals over 1000 configurations where the transition energies were randomly sampled from a Gaussian distribution with a FWHM of 300 cm$^{-1}$.

The coupling of the electronic transitions to the bath, described by the spectral density, determines both the line shapes and the population relaxation rates. Each transition was coupled to 3 vibrational modes with frequencies of 160, 725, and 1600 cm$^{-1}$ and Huang-Rhys factors of $S = 0.3, 0.4$, and 0.3, respectively. Additionally, one over-damped Brownian oscillator with reorganization energy of 80 cm$^{-1}$ and a decay rate of 100 fs$^{-1}$ was used. For the CT states, we increased the coupling to the over-damped mode by a factor of 1.3. The vibrational modes are needed in order to reproduce the vibrational sideband in linear absorption as well as the fast rates found for [LuPc2$^{-}$]. In all calculations of optical spectra, we explicitly averaged the signals over 1000 configurations.