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Zusammenfassung

In der Biostatistik und Bioinformatik werden laufend Artikel verdffentlicht, in
welchen neue Methoden vorgestellt und bereits vorhandenen Methoden gegeniiber
gestellt werden. Meist ist dabei zu beobachten, dass die neuen Methoden besser
bewertet werden. In dieser Arbeit wird versucht zu iiberpriifen worauf sich die
Hervorhebung neuer Methoden in wissenschaftlichen Arbeiten stiitzt.

Um dies statistisch untersuchen zu kénnen, wurde ein Datensatz erzeugt, fiir wel-
chen vier wissenschaftliche Fachzeitschriften genauer betrachtet wurden: ,Bioinfor-
matics“; ,Biometrics®; ,BMC Bioinformatics“ und , Biostatistics”. Es wurden jeweils
die 29 ersten Artikel aus dem Jahr 2013 auf bestimmte Kriterien hin untersucht.
Hierbei wurde z.B. darauf geachtet, ob reale Daten und neue Methoden verwendet,
wie viele Methoden durchgefiihrt und ob Methoden anderen gegeniiber besser be-
wertet werden. Fiir die Bewertung einer Methode wurden die Artikel auf verschie-
dene Schliisselworter , wie z.B. ,advantage”, ,better” und weitere hin untersucht.
Die deskriptiven Analysen zeigen, dass in fast 78% der Veroffentlichungen eine Me-
thode positiver bewertet wird als andere Methoden und 95.8% der Berichte reale
Daten verwenden. Lediglich in 36.2% der Artikel konnten signifikante Ergebnisse
gefunden werden.

Die Ergebnisse der Auswertungen bestatigen, dass Aussagen wie ,our method out-
performs the other methods“ nicht fiir allgemeingiiltig angenommen werden kon-

nemn.
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Kapitel 1
Einleitung

Jedes Jahr erscheinen mehrere hundert Artikel in biostatistischen und bioinfor-
matischen Fachzeitschriften, in denen neue Verfahrensweisen zur Auswertung von
Daten prasentiert werden. Dabei werden neu entwickelte Methoden nicht nur vor-
gestellt, sondern zuséatzlich mit bereits existierenden Methoden verglichen. Solche
Vergleichsstudien sind notwendig, um einen Uberblick iiber die angemessene An-
wendung von Methoden zu erhalten. In den meisten Féllen zeigt sich, dass die
neuen Methoden gegeniiber den bestehenden als wirksamer dargestellt werden.
Hierbei stellt sich die Frage, ob Autoren von vorneherein von ihren eigenen Me-
thoden iiberzeugt sind oder ob sie ihre Aussagen und Ergebnisse auf statistische
Beweise griinden. Der Vergleich von Methoden kann auf verschiedene Art und Wei-
se erfolgen, gingigste Vorgehensweisen sind dabei die Durchfiihrung statistischer
Tests und die Betrachtung von Konfidenzintervallen. Dabei kommt es oft vor, dass
Hypothesen nicht richtig formuliert werden und der Fehler 1. Art sowie der Fehler
2. Art vernachlissigt werden (Boulesteix et al., 2013a)). Zusatzlich spielt es eine
Rolle, ob die Ergebnisse signifikant sind und an wievielen realen Datensitzen die
Methoden gemessen werden.

Das Ziel dieser Arbeit ist, herauszufinden worauf sich Aussagen wie ,our method
performs best“ stiitzen. Hierfiir werden Artikel von vier Fachzeitschriften (,Bio-
informatics®, “Biometrics*, “BMC Bioinformatics* und “Biostatistics”) genauer auf
die Anzahl verwendeter realer Datensédtze in den Berichten und auf Erwdhnung
signifikanter Ergebnisse iiberpriift.

Der Aufbau dieser Abhandlung gliedert sich wie folgt:

Kapitel [2| wird sich mit der Theorie beschiftigen, wohingegen Kapitel [3| anschlie-
flend das Vorgehen zur Erstellung des Datensatzes erlautert und stellt einige sta-
tistische Auswertungen vor. Den Abschluss dieser Arbeit bildet ein kurzes Fazit in
Kapitel [4]



Kapitel 2
Theorie

Biostatistik kann, ebenso wie Biometrie, vereinfacht definiert werden als ,Zweig
der Statistik, der sich mit der Anwendung mathematisch-statistischer Methoden
auf die belebte Natur befasst* (Koehler et al., 2012). Die Biostatistik ist ein we-
sentlicher Baustein der Biowissenschaften und findet neben der Biologie und der
Biotechnik auch Anwendung in der Medizin oder den Agrarwissenschaften.

Den Begriff der Bioinformatik zu erklaren gestaltet sich schon etwas schwieriger,
da der Bioinformatik viele Aufgaben zugesprochen werden. Bioinformatik versucht
mittels computergestiitzten Methoden Lésungen fiir Probleme der Biowissenschaf-
ten zu finden. Unter anderem zéhlen dazu die Entwicklung von mathematischen
Algorithmen zur Auswertung von DNA- und Proteinsequenzen sowie deren Inter-
pretation (Hiitt und Dehnert, 2006).

Kurz gesagt zahlen Biostatistik und Bioinformatik zu den rechenintensiven Wis-

senschaften und behandeln Probleme der Lebenswissenschaften.

Vergleichsstudien konnen in zwei Kategorien aufgeteilt werden und zwar in die
sogenannten reprasentativen sowie illustrativen Vergleichsstudien, wobei der Un-
terschied in der Auswahl der Datensatze liegt. Im ersten Fall wird eine randomi-
sierte Auswahl getroffen, die versucht das Anwendungsgebiet sowie die Teststéirke
zu beriicksichtigen. Hierbei wird versucht den Bias, also eine systematische Ver-
zerrung, zu vermeiden. Bei illustrativen Studien hingegen werden bestimmte Da-
tensitze ausgewahlt, welche spezielle Eigenschaften einer Methode verdeutlichen
sollen (Boulesteix, 2013c).

Studien, die Vergleiche zwischen Methoden betreiben, sind ohne Frage wichtig und
konnen einen Uberblick liefern, welche Vorteile gewisse Methoden bringen und
wann diese angemessen sind. Jedoch kann von keiner géngigen Methode erwartet
werden, dass sie in jeder Situtation die besten Ergebnisse liefert (siehe Wolpert,

2001}, ,no-free-lunch theorem“) und es sollte immer genau iiberpriift werden, wel-



che Methode fiir den aktuellen Fall am besten passt. Bei solchen Vergleichsstudien
kommt es iiberwiegend vor, dass eine Methode als klarer Favorit hervor geht, meist
die neu entwickelte. Das Problem ist somit nicht, dass Vergleiche von Methoden
angestellt werden, sondern die Art und Weise der Durchfiihrung und Interpretati-
on dieser.

Ein Kritikpunkt ist, dass bei Auswertungen nicht beriicksichtigt wird, ob die Er-
gebnisse signifikant sind, also nicht zufillig auftreten, sondern ein iiberzufilliger
Zusammenhang besteht und ,im statistischen Sinn bedeutend sind* (Fahrmeier et
al., 2010; Seite 418). Zur Uberpriifung der Signifikanz konnen statistische Tests
verwendet werden, bei denen eine Alternativ- und eine Nullhypothese aufgestellt
werden muss. Hierbei kénnen Fehler beim Formulieren der Hypothesen auftre-
ten. Zudem ist die Wahl eines Signifikanzniveaus o notig, welches die sogenannte
[rrtumswahrscheinlichkeit bezeichnet und meist auf den Wert 0.01, 0.05 oder 0.1
gesetzt wird. Die Irrtumswahrscheinlichkeit gibt an, in wieviel Prozent der Félle
die Nullhypothese filschlicherweise verworfen wird (Fehler 1. Art). Mit dem Signi-
fikanzniveau wird also versucht die Auftrittswahrscheinlichkeit fiir den Fehler 1.
Art zu kontrollieren.

wJe grofler der Stichprobenumfang, desto grofier die Power des Tests.”

Dieser Satz aus Janczyk und Pfister (2013) fithrt zu einem weiteren Kritikpunkt
in den Vergleichen. Die Power des Tests bezeichnet die Wahrscheinlichkeit, dass
die Nullhypothese verworfen werden kann. Diese Wahrscheinlichkeit nimmt mit
dem Stichprobenumfang, hier der Anzahl verwendeter realer Datensétze, zu. In
den meisten Artikeln liegt der Median fiir die Anzahl realer Datensitze gerade
einmal bei fiinf (Boulesteix et al., 2013b). Das Problem dabei ist, dass sich Me-
thoden fiir jeden Datensatz anders verhalten. Um eine genaue Aussage iiber die
Leistungsfahigkeit von Methoden treffen zu konnen, miisste eine angemessene Zahl
Datensitze betrachtet werden. Daraus konnte dann abgeleitet werden, welche Me-
thode fiir die jeweiligen Datensétze die beste Leistung erzielt. Je 6fter eine Metho-
de fiir verschiedene reale Datensitze positive Ergebnisse liefert, desto hoher ist die
Wahrscheinlichkeit, dass sie valide ist. Die angemessene Grofke eines Stichproben-
umfangs kann mittels statistischer Verfahren bestimmt werden.

Es ist zu beachten, dass diese Arbeit Ergebnisse simulierter Daten vernachlissigt,
da diese Daten kiinstlich erzeugt werden. Dabei wird zwar darauf geachtet, eine
dhnliche Verteilung zu treffen wie bei realen Daten, allerdings muss schon im Vor-
feld eine Verteilungsannahme getroffen werden. Dabei besteht die Schwierigkeit
die Verteilung der Originaldaten korrekt wieder zu spiegeln und deren Komplexi-
tat vollends zu erfassen. Daraus resultiert die Moglichkeit, dass kiinstliche Daten

speziell fiir das erhoffte Ergebniss erzeugt werden konnen. So kann es sein, dass



neue Methoden bevorzugt werden, weil die simulierten Daten fiir diese Methoden
vorteilhaft sind.

Reale Daten konnen ebenso Nachteile aufweisen. Zum einen kann die Streuung der
Beobachtungen innerhalb des Datensatzes variieren. Zum anderen folgt jeder Da-
tensatz, der auf realen Daten basiert, seiner eigenen Verteilung. So kann es beim
Vergleich von Methoden anhand mehrerer Datensitze vorkommen, dass diesen Da-

tensdtzen unterschiedliche Verteilungsannahmen zugrunde liegen.



Kapitel 3

Erhebung der Daten und

Auswertung

Im Folgenden wird die in Kapitel |2| erlduterte Thematik anhand eines eigens er-
zeugten Datensatzes statistisch untersucht. Zunichst wird die Erstellung des Da-
tensatzes genauer erldutert, anschlieflend werden einige deskriptive Statistiken vor-

gestellt.

3.1 Beschreibung des Datensatzes

Um einen moglichst aktuellen Bezug zu den Daten zu haben, wurden Artikel be-
trachtet die Anfang des Jahres 2013 erschienen. In der nachstehenden Tabelle

sind die Fachblitter mit ihren jeweiligen Ausgaben vermerkt:

Journal ‘ Ausgabe

Bioinformatics (BI) Volume 29, Nr.1; Januar 2013
Volume 29, Nr.2; 15.Januar 2013

Biometrics (BM) Volume 69; Mérz 2013

BMC Bioinformatics (BMC) | Volume 14; Januar-Mérz 2013

Biostatistics (BS) Volume 14, Nr.1; Januar 2013

Volume 14, Nr.2; April 2013

Tabelle 3.1: Verwendete Journals und Ausgaben

Im weiteren Verlauf dieser Arbeit werden der Einfachheit halber lediglich die in der
Tabelle aufgefiihrten Abkiirzungen fiir die Journals verwendet (BI, BM, BMC und
BS). Urspriinglich sollten die ersten 20 Artikel jedes Journals betrachtet werden.
Allerdings hitte dies in BI zu einer Uberrepriisentierung von thematischen Rubri-

ken gefiihrt, weshalb von diesem Journal alle Berichte der ersten beiden Ausgaben
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von 2013 betrachtet wurden. Dies fiihrte schlieflich zur Untersuchung der ersten 29
Artikel je Journal und einem Stichprobenumfang von n=116. Es ist anzumerken,
dass bei BMC ausschlieklich methodology article betrachtet wurden.

Jeder Artikel wurde auf bestimmte Kriterien untersucht, wobei die zwei folgenden

Aspekte die wichtigsten waren:

1. Welche Daten werden fiir die Uberpriifung der Methoden verwendet?

2. Findet eine bessere Beurteilung von Methoden gegeniiber anderen statt?

Zusitzlich wurde u.a. iiberpriift an welcher Stelle im Text diese Bewertungen auf-
treten, wie viele Methoden verwendet und ob neue Methoden eingefiihrt werden.
In Tabelle sind die Variablen des Datensatzes, welcher als Excel-Tabelle vor-
liegt, alphabetisch aufgelistet. Zur Beurteilung der Methoden treten die Bezeich-
nungen jadvantage”, ,better”, effective/efficient”, “improve und ,outperform“ am
haufigsten auf, daher wurden diese fiinf als eigenstindige Variablen in den Daten-
satz aufgenommen und werden im weiteren Verlauf als Schliisselworter bezeichnet,
alle anderen Begrifflichkeiten, die zur Bewertung verwendet werden, wurden als
,sonstiges zusammengefasst.

Hinter der Variable ,advantage” verbirgt sich zudem noch das Wort advantageous,
explizit verdeutlicht die Variable, dass eine neue Methode Vorteile bzw. vorteilhaf-
te Ergebnisse liefert. Die Variable ,better beinhaltet ebenso weitere Stichpunkte
wie better performance, better accuracy oder auch significantly better, was bedeu-
tet, dass die neue Methode u.a. bessere Genauigkeit, Leistung oder Ergebnisse
erbringt. ,Effective/efficient” bezeichnet die hohere Wirksamkeit neuer Methoden,
mittels ,outperform® wird ausgedriickt, dass eine neue Methode die anderen in
verschiedenen Punkten tibertrifft. ,Improve* verdeutlicht in den Artikeln die Ver-
besserungen, die eine Methode erzeugt, zur Variable zihlt ebenfalls improvement
dazu. Unter sonstigen Begriffen verbergen sich z.B. Worter wie accurate, faster,
more practical /powerful oder auch simpler. Die Betrachtung der Bewertung erfolg-
te ausschlieflich unter dem Aspekt, ob eine Methode gegeniiber anderen besser be-
wertet wird, das Gegenteil wurde nicht beriicksichtigt. Zusédtzlich wurde betrachtet,
ob in den Ergebnissen der Begriff der Signifikanz erwihnt wird (Variable ,signifi-
kant“). Es ist darauf hinzuweisen, dass sich die Variablen nur auf die Abschnitte im
Text beziehen, die einen Bezug zu den realen Daten haben. Abschnitte in denen
ausschlieflich simulierte Daten behandelt werden, wurden vernachldssigt. So kann
z.B. der Begriff ,outperform“ im Text vorkommen, aber im Datensatz trotzdem
mit 0 vermerkt worden sein, wenn sich diese Wertung auf ein simuliertes Beispiel
bezieht. Verwendet ein Artikel ausnahmslos simulierte Daten, wurden alle aufge-

fiihrten Dummyvariablen, aufser ,neue methode”, im Datensatz auf 0 gesetzt.



Variable ‘ Beschreibung

advantage Dummyvariable;
1 falls ,advantage im Artikel verwendet wird,
advantage
0 sonst
Ausgabe Erscheinungsdatum des Journals
better Dummyvariable;
1 falls "better im Artikel verwendet wird,
better
0 sonst
Bewertung Dummyvariable;
1 falls pos. im Artikel bewertet wird, unabhéngig von der Stelle,
bewertung
0 sonst
Daten Art der verwendeten Daten (real, simuliert oder beides)

effective _efficient | Dummyvariable;

. . 1 falls ,effecti flicient im Artikel i
eﬂectlveefﬁment{ alls ,effective/efficient” im Artikel verwendet wird,

0 sonst

ID Kennung des Papers (BI 1-BI 29; BMC 1-BMC 29; BM 1-BM_ 29

und BS 1-BS 29)
improve Dummyvariable;

. { 1 falls ,jimprove* im Artikel verwendet wird,

improve

0 sonst

Kategorie Art des Journals (BI, BM, BMC, BS)
Methode Anzahl der auf reale Daten angewendeten Methoden

Neue_Methode Dummyvariable;

1 falls eine neue Methode im Artikel vorgestellt wird,
neue_methode

0 sonst
outperform Dummyvariable;
1 falls ,outperform* im Artikel verwendet wird,
outperform
0 sonst
Reale Daten Anzahl der verwendeten realen Datensétze
Signifikant Dummyvariable;
signifikant 1 falls signifikante Ergebnisse erwéhnt werden,
0 sonst
Sonstiges Dummyvariable;
. { 1 falls ein sonstiger Begriff zur Bewertung verwendet wird,
sonstiges
0 sonst
Stelle Stelle im Text, an der positiv bewertet wird

(abstract, abstr.+disc., abstr.+sonst, discussion, disc.+sonst.,
keine, sonstige, iiberall )

Tabelle 3.2: Variablen des Datensatzes



3.2 Deskriptive Statistiken

Die folgenden Auswertungen wurden mit Hilfe von R (Version 2.11.0) erstellt, wo-
bei in allen Auswertungen 0 fiir ,nein“ und 1 fiir ,,ja“ steht. Die ersten Abbildungen
bis sollen einen Uberblick iiber den Datensatz ermoglichen.

Graphik A in Abbildung zeigt, dass in 76 der 116 Artikel beide Datentypen
und in sechs Berichten einzig simulierte Daten verwendet werden. In Graphik B
ist zu erkennen, dass meistens ein bis zwei reale Datensédtze betrachtet werden und
lediglich in vier Artikeln mehr als fiinf, zudem findet in 72 Artikeln die Einfiihrung
mindestens einer neuen Methode statt, was Graphik C verdeutlicht. In 90 Be-
richten kann beobachtet werden, dass eine Methode gegeniiber anderen vorteilhaft
bewertet wird, siehe Graphik D.
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Abbildung 3.1: Uberblick iiber die Daten

In Abb.[B:2] wird die Verwendung einer neuen Methode je nach Journal dargestellt.
Auffillig ist, dass in 24 von 29 BMC-Artikeln neue Methoden eingefiihrt werden.
Bei BS werden zwolfmal neue Methoden eingefiihrt, in BM waren es in etwa gleich
viele neue wie alte Methoden. BI-Veroffentlichungen verwenden etwas mehr neue

Methoden, in diesen werden auch am héufigsten nur reale Daten betrachtet, was



aus Abbildung hervorgeht. Die anderen drei Journals benutzen iiberwiegend
sowohl reale als auch simulierte Datensédtze. Von den 29 BM-Artikeln verwendet
keiner ausschliefslich simulierte Datensétze, wohingegen in den BS-Berichten jeweils

zweimal nur reale bzw. nur simulierte Datensitze auftreten.
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Abbildung 3.2: Verwendung einer neuen Methode je nach Journal
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Abbildung 3.3: Art der Daten je nach Journal

In Abbildung [3.4] ist dargestellt, wie haufig in den jeweiligen Passagen des Textes
eine positive Bewertung einer Methode auftritt. In 27 Verdffentlichungen erfolgt

dies im gesamten Text, also ,jiiberall*. Beurteilungen im Abschnitt ,discussion



kommen 21 Mal vor, im Teil ,abstr.+disc.“ 19 Mal. In 26 Artikeln taucht an keiner

Stelle eine bessere Beurteilung einer Methoden auf.
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Abbildung 3.4: Stelle an der positive Bewertung auftritt
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Abbildung zeigt verschiedene Boxplots fiir die Anzahl verwendeter realer Da-
tensitze (Graphiken A,C und E) bzw. fiir die Anzahl verwendeter Methoden (Gra-
phiken B,D und E).

In den Graphiken A und B werden die genannten Aspekte je nach Fachzeitschrift
betrachtet. Auffillig ist, dass BMC die grofte Spannweite mit den meisten Aus-
reifsern aufweist. Die anderen drei Journals verwenden meist unter fiinf reale Da-
tensdtze. In BMC wurden zwischen 0 und 20 realer Datensétze ausgewertet, sowie
zwischen 0 und 11 Methoden verwendet. Wobei null verwendete Methoden so zu
verstehen sind, dass keine Methode auf einen realen Datensatz angewendet wird,
sondern ausschlieflich auf simulierte. Bei Betrachtung des Datensatzes zeigt sich,
dass es sich bei dem Artikel mit den elf Methoden auch um den Artikel mit den
zwanzig Datensitzen handelt. Wie bereits erwahnt, werden bei BM nie ausschliefs-
lich simulierte Daten verwendet, daher reichen die Werte fiir die Methoden von 1
bis 8. Fiir die Anzahl verwendeter Methoden liegt der Median fiir BI und BS bei
drei, fiir BM bei zwei und fiir BMC bei vier.

Graphiken C und D beziehen sich darauf, ob eine neue Methode eingefiihrt wird.
Dabei zeigt sich, dass bei einer neuen Methode eine héhere Anzahl realer Datensét-
ze zu beobachten ist (Ausreifser). 50% der Artikel, bei denen keine neue Methode
eingefiihrt wird, verwenden zwischen zwei und vier Methoden. Wird eine neue Me-

thode vorgestellt so verwenden 50% der Artikel zwischen drei und vier Methoden.
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Der Median liegt hier in beiden Féllen bei drei.

Graphiken E und F konzentrieren sich auf die Art der verwendeten Daten, hierbei
konnen die Ergebnisse fiir simulierte Daten vernachléssigt werden. Fiir die Anzahl
der Datenséitze ist die Spannweite bei realen Daten grofer und der Median liegt
iiber dem von beiden Datentypen. Jedoch finden sich bei Verwendung beider Da-
tentypen eine grofere Anzahl realer Datensitze. Bei der Anzahl Methoden zeigt
sich sowohl fiir beide Datentypen als auch fiir reale Daten, dass 50% der Artikel
zwischen zwei und vier Methoden verwenden und der Median bei drei liegt. Eine
hohere Anzahl Methoden wird bei Artikeln verwendet, in welchen beide Arten von

Daten verwendet werden.
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Abbildung 3.5: Boxplots beziiglich der Anzahl realer Datensétze und Methoden
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Abbildung stellt Boxplots fiir die Anzahl angewendeter realer Datensétze ge-
trennt nach Verwendung der fiinf Schliisselworter (Graphiken A-E) und sonstigen
Begriffen (Graphik F) dar. Graphik A konzentriert sich z.B. darauf, ob der Begriff
soutperform® verwendet wurde oder nicht, fiir die Verwendung des Begriffs ist die
Spannweite grofer, der Median liegt bei zwei.

Fiir den Begriff ,improve”, Graphik B, weisen beide Boxplots eine dhnliche Spann-

weite auf und der Median liegt beidesmal bei eins. Fiir die Verwendung von ,im-
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Abbildung 3.6: Boxplots fiir die Schliisselworter beziiglich der Anzahl realer Da-
tensatze
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prove kann jedoch der Maximalwert von 20 Datensétzen beobachtet werden.

Bei néherer Betrachtung aller Graphiken fallt auf, dass der Wert fiir 20 reale
Datensitze in fast jeder Graphik bei eins, also bei ,ja“ auftaucht. Nur bei ,effec-
tive/efficient” taucht er bei 0, also ,nein® auf. Im gesamten Datensatz gibt es nur
einen Artikel in dem 20 reale Datensétze verwendet werden, es handelt sich also
in jeder Graphik um dieselbe Ausprigung. Somit werden bei diesem Artikel in
besonders hohem Mafe Methoden hervorgehoben, im Datensatz zeigt sich zudem,
dass in diesem Fall zusétzlich der Begriff ,signifikant auftaucht.

Bei Graphik F ist beim Auftreten von sonstigen Begriffen ein héherer Median fiir
die Anzahl Datensétze zu beobachten, zudem ist die Spannweite grofer im Ver-
gleich zum Nichtverwenden sonstiger Begriffe .

Graphik A, Abbildung [3.7] zeigt, dass positive Bewertungen bei einer hohen An-
zahl verwendeter realer Datensétze auftauchen. Die Spannweite hier reicht von 1
bis 20 und zudem wird ersichtlich, dass Artikel mit mehr als fiinf realen Datensét-
zen Methoden positiv bewerten.

Graphik B stellt Boxplots fiir die Anzahl verwendeter Methoden je nach Beur-
teilung dar und zeigt flir die Abstinenz von positiven Bewertungen eine hdhere
Streuung im Vergleich zu positiven Bewertungen. Fiir eine vorteilhaftere Beurtei-
lung liegt der Median bei drei, somit verwenden in diesem Fall 50% der Artikel
weniger als drei und die anderen 50% mehr als drei Methoden. In 50% der Berichte,
die keine positive Einschitzung geben, werden zwischen einer und vier Methoden
gebraucht. Zudem ist an den Ausreiffern zu erkennen, wenn positiv bewertet wird,
taucht auch eine hohere Anzahl Methoden auf.

Graphik C bezieht sich auf die Anzahl realer Datensétze je nach signifikanten Er-
gebnissen. Es zeigt sich, dass die Spannweite der Anzahl realer Datensétze fiir
signifikante Ergebnisse grofer ist. Signifikante Ergebnisse werden somit bei Arti-
keln mit einer héheren Anzahl realer Datensétze erwihnt.

Graphik D behandelt die Anzahl Methoden je nach signifikanten Ergebnissen. Die
Streuung fiir nicht signifikant und signifikant ist in etwa gleich hoch, fiir beide Fél-
le werden in 50% der Berichte zwischen zwei und vier Methoden verwendet. Die
Ausreifer zeigen, dass bei Verwendung von mehr als acht Methoden signifikante
Ergebnisse erwahnt werden. Die Spannweite fiir die Anzahl Methoden reicht bei
nicht signifikanten Ergebnissen von null bis acht. Es wird deutlich, dass positive
Bewertungen bei Artikeln mit grofserer Anzahl realer Datensétze auftauchen. Aller-

dings kommt es in dieser Arbeit nur siebenmal vor, dass fiinf oder mehr Datensétze
verwendet werden (Graphik B, Abb. B.1)).
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Abbildung 3.7: Boxplots je nach Bewertung und Signifikanz

Mosaicplots fiir das Auftreten der fiinf Schliisselworter und sonstiger Begriffe je
nach Journal sind in Abbildung dargestellt, die Zahlen bezeichnen die abso-
luten Haufigkeiten. In Graphik A-E ldsst sich erkennen, dass die Schliisselworter
iiberwiegend nicht verwendet werden. Diese fiinf am haugisten genannten Schlag-
worter kommen zwar in mehreren Artikeln vor, allerdings tritt jedes in nur etwa
einem Viertel aller Artikel auf, Bl und BMC verwenden bei der Beurteilung hau-
figer diese Worter. In etwa gleich vielen Artikeln der Journals, mit Ausnahme von
BMC, wird ein sonstiger Begriff zur Hervorhebung verwendet bzw. nicht verwen-
det (Graphik F). Aus dieser Abbildung 3.8/ kénnte der Eindruck hervorgehen, dass
in den Veroffentlichungen selten Methoden bevorzugt werden. Allerdings wird hier
nur die Verwendung der fiinf Schliisselworter und sonstiger Begriffe betrachtet.
Wird sich jetzt aber nur darauf konzentriert, ob ein Artikel Methoden hervorhebt,

zeigt sich ein anderes Bild.
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In Abbildung wird sich nicht darauf fokussiert wie bewertet wird, sondern
ob bewertet wird. Dabei ist deutlich zu erkennen, dass in allen Fachzeitschriften
hiufig eine Bevorzugung von Methoden geschildert wird. In Zahlen ausgedriickt
bedeutet dies, dass in 90 von 116 Artikeln positive Bewertungen ausgesprochen
werden, also in mehr als Dreiviertel der Verdffentlichungen. Bei der Betrachtung
der einzelnen Zeitschriften zeigt sich, dass in 89.7% der BMC-Artikel eine bessere
Beurteilung auftritt, gefolgt von BI mit 82.8% , bei BM sind es ca. 72.4% und BS
liefert mit 65.5% den niedrigsten Wert. Somit zeigt sich, dass die BMC-Artikel im
Vergleich zu den anderen optimistischer gegeniiber den Leistungen von Methoden

sind. Wobei auch die anderen Berichte diesbeziiglich nicht pessimistisch sind.

BI 5
24
BM 8
21
©
£
>
<]
2
BMC 3
26
BS 10
19

Bewertung

Abbildung 3.9: Bewertung je nach Journal

Wie in Kapitel [2| bereits erwihnt, ist es auch von Bedeutung darauf zu achten, ob
Signifikanz in den Artikeln beriicksichtigt wird. Daher wird sich in den néichsten
zwei Abbildungen & mit der Variable ,signifikant” beschéftigt.

Abbildung veranschaulicht, ob und wie héufig der Begriff ,signifikant in den
Arbeiten verwendet wird, auf der y-Achse ist jeweils die absolute Haufigkeit abge-
tragen. Graphik A konzentriert sich auf die Art der Daten. Fiir beide Datentypen
tauchen 30 Mal signifikante Ergebnisse auf, in 46 Fillen kann keine Signifikanz
festgestellt werden. Bei der ausschlielichen Verwendung realer Datensétze wurde

in etwa gleich vielen Fillen Signifikanz beriicksichtigt bzw. nicht beriicksichtigt,
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der letztere Fall ist etwas hiufiger.

Ob ein Bezug zur Signifikanz beobachtet werden konnte ist in Graphik B darge-
stellt. In 70 der 116 Artikel wurden keine signifikanten Erwdhnungen gefunden.
Graphik C veranschaulicht, wie hiufig signifikante Ergebnisse je nach Bewertung
vorkommen. Hier ist wiederum zu erkennen, dass in den meisten Fillen eine bes-
sere Bewertung von Methoden auftritt. Allerdings zeigt sich in 43 von 90 Fallen
eine positive Bewertung ohne Erwidhnung signifikanter Verbesserungen.

Graphik D zeigt, ob eine neue Methode verwendet wird und wie hiufig dabei si-
gnifikante Ergebnisse genannt werden. Es ist zu sehen, dass meistens mehr neue
Methoden eingefiihrt werden, dabei iiberwiegend aber keine Signifikanz erwéihnt
wird. Insgesamt zeichnet sich der Eindruck ab, dass die positive Hervorherbung

von Methoden nicht auf die Grundgesamtheit iibertragen werden kann.
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Abbildung 3.10: Deskriptive Auswertungen fiir die Variable ,signifikant®
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Das Auftreten signifikanter Ergebnisse je nach Journal ist in Abbildung [3.11] ver-
deutlicht. BT und BMC beziehen sich eher auf signifikante Ergebnisse als die ande-
ren beiden Magazine. Am héufigsten weist BI signifikante Erwahnungen auf, dieses
ist nach BMC das Journal mit den meisten positiven Bewertungen, was aus Abb.
-9 hervorgeht. In fiinf von 29 BS-Artikeln konnen signifikante Ergebnisse gefunden
werden. Zudem ist dies die Kategorie in der die wenigsten positiven Wertungen
auftraten, was aus Abbildung hervorgeht. In nur etwa einem Drittel aller Ar-
tikel wird Signifikanz ausdriicklich erwéhnt.

Bl

BM

Journal

BMC

BS

Signifikante Ergebnisse

Abbildung 3.11: Auftreten von signifikanten Ergebnissen je nach Journal

Im Anhang finden sich weitere Auswertungen sowie der R-Code fiir alle erzeugten
Abbildungen.



3.3 Zusammenfassung der Ergebnisse

Bei den betrachteten Artikeln liegt die Anzahl der verwendeten realen Datensétze
im Mittel bei 1.9, nur siebenmal wurden mehr als vier Datensitze verwendet. Im
Schnitt werden drei Methoden auf reale Daten angewendet und insgesamt 72 neue
Methoden eingefiihrt. 90 der 116 Artikel bewerten eine Methode anderen gegen-
iiber fiir besser.

In allen vier Magazinen werden bestimmte Methoden optimistisch dargestellt, was
sich daran zeigt, dass in etwa 75% der Artikel diese Methoden positiv hervorge-
hoben werden, besonders hiufig geschah dies bei BMC. In fast Zweidrittel aller
Artikel konnte jedoch keine Erwdhnung von Signifikanz beobachtet werden.

Die Ergebnisse zeigen, dass Artikel mit einer groferen Anzahl realer Datensétze
und Methoden sowohl eher positive als auch signifikante Bewertungen aussprechen.
Hierbei sei noch darauf hingewiesen, dass der Artikel mit der hochsten Anzahl rea-
ler Datensétze die meisten Methoden verwendet. Ausserdem treten dort positive
Bewertungen mittels vier der fiinf Schliisselworter und sonstiger Begriffe auf und
weist einen Bezug zur Signifikanz auf. Allerdings kann es sich auch um Zufall han-
deln, da fiir genauere Schliisse Artikel mit d&hnlich hoher Anzahl realer Datenséatze
fehlen.

Der Vollstandigkeit halber sei erwdhnt, dass in einer geringen Anzahl von Artikeln
auch die Grofe der Datensitze in die Bewertung miteinbezogen wird. So wird
in vier Artikeln erwidhnt, dass Methoden bei grofseren Datensétzen eine bessere
Leistung erbringen. Ein Artikel hingegen besagt, dass die vorgestellte Methode bei
kleinen Datenséitzen besser funktioniert. Diese Aussagen beruhen auf der Analyse
von maximal zwei realen Datensdtzen. Weshalb nicht gesichert ist, dass grofe
Datensitze fiir eine Methode geeigneter sind. Zudem ist nur eine dieser Aussagen

signifikant.
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Kapitel 4

Fazit

In biostatistischen und bioinformatischen Fachzeitschriften ist es gédngig, dass in
Arbeiten Methoden einander gegeniiber gestellt und verglichen werden. Meist han-
delt es sich bei einer dieser Methoden um eine Neuentwicklung. Dabei werden in
den Aussagen der Berichte hdufig neue Methoden den anderen gegeniiber als bes-
ser dargestellt. Es ist jedoch zu hinterfragen, ob Autoren objektiv vergleichen.
Neue Methoden konnen durchaus Erleichterungen mit sich bringen, wie z.B. eine
schnellere Laufzeit oder einfachere Anwendung. In dieser Arbeit jedoch hat sich
herausgestellt, dass Aussagen wie ,,our method outperforms existing methods* oder
cour method shows a better performance” mit Skepsis betrachtet werden sollten.
Haufig wird ein Ergebnis akzeptiert ohne darauf zu achten, ob es sich um ein si-
gnifikantes handelt. Zudem stiitzen sich die Ergebnisse meist nur auf wenige reale
Datensétze, weshalb es nicht moglich ist eine Methode im Allgemeinen als besser zu
bezeichnen. Denn die Wahrscheinlichkeit, dass eine Methode valide ist, steigt mit
dem Stichprobenumfang und der Héufigkeit der erfolgreichen Anwendung. Selbst-
verstidndlich kann keine Methode fiir jeden Datensatz optimal funktionieren. Dass
eine Methode fiir einen Datensatz ein besseres Ergebnis erbringt, heifst nicht, dass
sie dies auch fiir andere Datensétze erbringt. Es sollte fiir jeden Datensatz bzw.
fiir jede Fragestellung abgewéigt werden, welche Methode am geeignetsten ist.

Aus den genannten Griinden sollte den Ergebnissen und Aussagen von wissen-
schaftlichen Artikeln nicht bedingungslos vertraut und diese nicht fiir allgemein-

giiltig anerkannt werden.
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Kapitel 5

Anhang

Weitere Graphiken
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Abbildung 5.1: Haufigkeiten der verwendeten Methoden
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R-Code

### Einlessen des Datensatzes ##§

data<-read.csv ("C:\\Users‘\\Administratori\Desktop'‘\bachelorarbeith\‘datensatcz2.csv",
header=TRUE, sep=":",dec="."})

head (data)

###Umkodieren der Variable daten #£§

daten rec<-c()

daten_rec[data$daten %in% c("beide=s", "beides ") ]«<-"beides"
daten_rec[data$daten %in% c("real™)]<-"real™
daten_rec[data$daten %3in% c("simaliert™)]<-"simuliert™
data$daten_rec <- daten_rec

### Abbildung 3.1: Uberblick der Daten ###

par (mfrow=c{2,2),las=1l, mar=c(4.5,4.5,2,2))

barplot (table (data$daten rec), vylim=c(0,80}),xlab="A",

col=c( "lightskyblue2", "skybluel"”, "steelblue2"), main="Art der wverwendeten Daten",
viab="absolute Haufigkeit™ )

barplot:table:data$rea1e_daten}, viim=c (0, 65), col=c("steelblue2"™), xlab="B",
main ="Anz. realer Datensatze", vlab="absolute Haufigkeiten™)

barplat:table:data$neue_methude}, main="neue Methode?", =lab="C",
col=c ("lightskyblue2","sceelblue2™), vlim=c (0,80),viab="absolute Hiufigkeit™)

barplot (table (datafbewertung) ,main="positive Bewertung?"™, xlab="D",
viim=c (0,100}, col=c("lightskvblue2","ateelblue2"™),viab="abaolute Haufigkeic™)

dev.off ()

### Abbhildung 3.2; Vervendung =iner neusn Msthods je nah Journal ##£#
par (las=1)

barplmttxtabst~data$neue_methmde+data$kategnrie}, im=c {0, 30} ,be=ide=TRUE,

col=c("lightskyblue2™,"steelblue2™), xlab="Journal™,vlab="absolute Hiaufigkeit™)
legend ("topright™, legend=c ("nein™, "ja"),col=c{"lightskyblue2™, "steelblue2™),
pch=15, title="Neue Methode?™)

dev.off ()
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### Abblidung 3.3; Art der Daten je nach Journal ##§

par (las=1)

barplnttxtabst~data$daten_rec+data$kategnrie},y;in=ct0,30}, be=side=TRUE,

col=c({ "lightskyblue2™, "skyvbluel"”, "steelblue2™), xlab="Journal"™,

vliab="absolute Haufigkeit™)

legend ("topright™, legend=c ("beides", "real”™, "simuliert™),

col=c({ "lightskyblue2™, "skyvbluel"™, "steelblue2™), pch=15, title="Art der Daten™)

dev.off ()

### Abbildung 3.4; Stelle an der positive Bewvertung suftritt ##§£
par (las=1)

barplot (table (datai5telle), vlim=c(0,30),names.2xg="", col="steelblus2",
viab="absolute Haufigkeit™)
text (seq(0.5,9, length.out=8), par("usr")[3] -3.5, srt = 45, adj = 0.5,

labels = levels (datas3telle), xpd = TRUE)

dev.off ()

#2# Abbildung 3.5;:Boxplots fir reale Datensdtze und Msthodsn #££

par (mfrow=c(3,2),laz=1l, mar=c(4.2,4,2,2), lwd=0.75)
bnxplnttdata$reale_daten~data$kategnrie, main="Art des Journals"™, xlab= " 4a ",
viim=c (0,22}, vliabk="Anz. realer Datensdtze™)

boxplot (datastmethoden~datafkategorie, main ="Art desz Journals", xlab="EB",
viim=c (0,13} ,vlakb="hnz. Methoden™)

bnxplnttdata$Ieale_daten~data$neue_methade,x;ab="C", viinm=c(0,22),
vliab="Anz. realer Datensdtze™, main="neue Methode " )
bnxplnttdata$methnden~data$neue_methade,x;ab="D", viinm=c (0,13),
vliab="Anz. Methoden™, main="neue Methode ™)
bnxplnttdata$Ieale_daten~data$daten_rec,x;ab="E", viim=c(0,22),
vlab="Anz. realer Datensidtze™, main="Art der Daten™)
bnxplnttdata$methnden~data$daten_rec,x;ab="F", viim=c (0,13},

vliab="Anz. Methoden™, main="4rt der Daten™)

dev.off ()
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### Abbildung 3.&;Boxplots fiir die Schliisselwvdrter beziiglich der
# Anzshl resler Datensitze #££2

par (mfrow=c(3,2),las=l, mar=c(5,4.2,2,2), 1lwd=0.75)
bnxpluttdata$rea1e_daten~data$nutperfnrm, main="Verwendung wvon 'cutperform' ",

vliakb="Anz. realer Datensdtze",xlab="A")

bnxpluttdata$reale_daten~data$imprnve, main="Verwendung von 'improve' ",
vlab="Anz. realer Datensdtze™, =xlab="BE")

bmxplattdata$reale_daten~data$better, main="Verwendung von 'better' ",
vlab="Anz. realer Datensdtze™, x=xlab="C"}

bmxplattdata$reale_daten~data$advantage, main="Verwendung wvon 'advantage' ",
vlab="Anz. realer Datensdtze™, xlab="D"}

bmxplattdata$reale_daten~data$effective_efficient,x;ab="E"
main="Verwendung von 'effective/efficient' ",vlakb="Anz. realer Datensdtze" )

boxplot (datafreale_daten~dataSsonstiges,ylab="Anz. realer Datensdtze", xlab="F",
main="Verwendung wvon sonstigen Begriffen ")

dev.off ()

### Abbildung 3.7; Boxplots fiir positive Bewertung und Signifikanz ###

par (mfrow=c(2,2),las=l, mar=c(4.2,4,2,2), 1lwd=0.75)
baxplut:data$rea1e_daten~data$bewertung, ®1labk="A", main=" Ppsitive Bewertung?",

main="Anzahl realer Datensdtze (n=116)", vliab="Anz. realer Datensdcze™)

boxplot (datafmethoden~datafbewertung, xlakb="B",main=" Positive Bewertung?",
vlim=c (0,13}, main="Anzahl Methoden (n=116)", vlabk="Anz. Methoden™)

bnxpluttdata$reale_daten~data$signifikant, main="Signifikante Ergebnisse?",
xlab="C", vlab="Anz. realer Datensdtze™)

boxplot (datafmethoden~datassignifikant, main="Signifikante Ergebnisse?",
vlim=c (0,13} ,xlab="D", vlab="Anz. Methoden™)

dev.off()
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### Abbildung 3.8: Vervendung der Schliisselvdrter je nach Journal ###

par (mfrow=c(3,2),laz=l,mar=c(3,3,2,2))

mosaicplot (xtabs (~datafoutperform+datafkategorie), xlab="A", main="outperform ™,
vliab="Journal"™,col=c ("aliceblue™, "lightskyblue2", "skybluel™, "steelblus2™))

text (x=0.4, v = 0.9, c("153")}) text (x=0.87, v = 0.8, c("14")

text (x=0.4, v = 0.63, c("27")) text (x=0.87, yv = 0.54, c("2")

text (x=0.4, v = 0.38, c("16")) text (x=0.87, v = 0.3, c("13")

text (x=0.4, v = 0.1, c("25™)) text (x=0.87, v = 0.02, c("4")

mosaicplot (kxtabs (~datafimprove+dataikategorie), main="improwve", xlab=" EB",
viab="Journal"™,col=c ("aliceblue", "lightskybluel2","skybluel™, "steelbluesl2™))
text (x=0.4, v = 0.9, c("18")) text (x=0.87, v = 0.8, c("1l1™)
cext (®x=0.4, ¥ = 0.63, c("25")) text (x=0.87, v = 0.54, c("4")
cext (®x=0.4, ¥ = 0.38, c("18")) text (x=0.87, v = 0.3, c("11l"))
cext (x=0.4, v = 0.1, c("25")) text (x=0.87, v = 0.02, c("4™)

mozaicplot (xtaks (~datafbecter+dataikategorie), main="hetter", xlak=" C",
viab="Journal™,col=c("aliceblue™, "lightskvblue2™,"skybluel™,"steelblusZ2™))
cext (x=0.4, v = 0.9, c("15")) text (x=0.87, v = 0.8, c("14™)
text (x=0.4, v 0.63, c("24")) text (x=0.87, v 0.53, c("s™)
text (x=0.4, v 0.38, c("19™)) text (x=0.87, v 0.27, c("10"™)

) )

text (x=0.4, = 0.1, c("23™)) text (x=0.87, = 0,04, c("&™)

mosaicplot (xtabs (~datafadvantage+datafkategorie), main="advantage", xlak=" D",
viab="Journal™,col=c ("aliceblue™, "lightskvblue2"™,"skybluel™, "steelblueZ™))
text (x=0.4, v = 0.9, c("22")) text (x=0.88, v = 0.87, c("7T™)

text (x=0.4, v
text (x=0.4, ¥
text (x=0.4, ¥

0.63, c("21"}) text (x=0.88, v = 0.57, c("&8"))
0.38, ci("21"}) text (x=0.88, v = 0.3, c("8"})
0.1, c("24"})} text (x=0.88, v = 0.04, c("5"))

mosaicplot(xtabs(~data$effective_efficient+data$kategorie], x1lab="E", ylab="Journal"™,

main="efficient/effective ", col=c("aliceblues", "lightskyblue2","skybluesel"™, "steelblus2™))
cext (x=0.4, v = 0.9, c("18")) text (x=0.87, v = 0.87, c("11")
cext (x=0.4, v = 0.863, c("25")) text (x=0.87, v = 0.59, c("4")
text (x=0.4, v = 0.38, c("18")) text (x=0.87, v = 0.35, c("11")
text (x=0.4, v = 0.1, c("22")) text (x=0.87, v = 0.06, c("7T")

mosaicplot (xtabs (~dataf=sonstiges+datafkategorie) ,main="Sonstige Begriffe ",
®x1lab="F", vylab="Journal™,col=c("aliceblues™, "lightskvbluez"™,"skvbluel™,"steelblue2™)
cext (®x=0.27, v = 0.85, c("1le™)) text (x=0.73, v = 0.83, c("13"))

cext (x=0.27, ¥ = 0.53, c("14")) text (x=0.T73, ¥ = 0.63, c("13"))
cext (x=0.27, ¥ = 0.31, c("5")) text (x=0.T73, v = 0.36, c("24"))
cext (x=0.27, v = 0.1, c("14")) text (x=0.T73, v = 0.06, c("13"))

dev.off ()
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### Abbildung 3.9; Bewvertung j= nach Journal###
par (la=s=1)

mosaicplot (kxtabs (~datafbewertung+datatkategorie), main="", xlab="Bewertung"”,
vlab="Journal™,col=c ("aliceblue™, "lightskvblueZ™,"skybluel","steelblues2™))
text (x=0.16, = 0.9, c{"5"))

text (x=0.16, .83, c("8™))

text (x=0.16, .4, c("3"))

text (x=0.16, J15, c("i0™))

text (x=0.63, .BE&, c("24™))

text (x=0.63, &, c("21m))

text (x=0.63, .33, c("26™))

text (x=0.63, .07, c("13"))

R
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dev.off ()

### Abbildung 2.10; Ausvertungen fiir die Variable "signifikant"#&#

par (mfrow=c (2,2),laz=1)

barplut:xtabs:~data$signifikant+data$daten_rec}, vilim=c (0, €0) ,be=2ide=TRUE,
col=c ("lightskvblue2™, "steelblue2™), vliab="absolute Haufigkeic™,

main="Art der Daten",xlakb="A")

legend ("topright™, legend=c ("nein"™, "ja"),col=c("lightskyblue2","steclblusz™),
pch=15, title="Signifikant?™)

barplot(table (datafsignifikant),viin=c(0,72) ,main="Signifikante Ergebnisse",
col=c ("lightskyblue2™, "steelbluel2™) ,vliab="absolute Hiufigkeit",beside=TRUE,xlak="E")
barplot (xtabs (~datafsignifikant+datafbewertung) ,vlin=c (0,55) ,be=side=TEUE,
col=c ("lightskyblue2"™, "steelbluel2™) ,vlab="absolute Haufigkeit™,

main="Positive Bewertung?", xlak="C")

barplot (xtabs (~data$signifikant+dataf$neue _methode), ylirm=c(0,55),

col=c ("lightskyblue2"™, "steelblue2™), vlab="absclute Haufigkeit",be=ide=TRUE,
main="Verwendung einer neuen Methode?", xlakb="D")

dev.off ()

### Abbidung 3.11, Verwvendung von signifikant je nach Journsal

par (la=s=1)

mosaicplot (xtabs (~data$signifikant+datatkategorie) , xlab="5Signifikante Ergebnisse",
vlab="Journal",col=c ("aliceblue™, "lightskyblueZ™, "skybluel™,"steelblue2™), main="")
text (x=0.34, = 0.92, c("11"))

text (x=0.34, .89, c("21"))

text (x=0.34, .42, o("14m))

text (x=0.34, J15, =("24m))

text (x=0.82, .82, c("18™))

text (x=0.82, .5, c("8"))

text (¥x=0.82, 23, o("15™))

text (¥x=0.82, .02, =("5"))

dev.off ()
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£#2 Abbildung 5.1; HiEufigkelit der vervendsten Msthoden #£§£
par (las=1)

barplot (takble (datafmethoden), viim=c(0,40), col="steeslblus2",
xlab="Anz. wverwendeter Methoden", vliab="absolute Ha3ufigkeit™)
dev.off()

### Abbildung 5.2; Boxplots fir Schliisselwvort besogen auf die Anzahl Methodsen#F##
par (mfrow=c (3,2),las=l, mar=c(5,4.2,2,2), 1lwd=0.75)

boxplot (datafmethoden~datafoutperform, main="Verwendung von 'outperform'"™,
vlab="Anz. Methoden™,xlakb="A")

boxplot (datafmethoden~datafimprove, main="Verwendung von 'improwve'™,

vlab="Anz. Methoden™,xlakb="E")

boxplot (datafmethoden~datafbetter, main="Verwendung von 'bettex'"™,

vlab="Anz. Methoden™, xlakb="C")

boxplot (datafmethoden~datafadvantage, main="Verwendung von 'advantage' ",
vlab="Anz. Methoden™,xlakb="D")

boxplot (dataSmethoden~dataSeffective efficient, ylab="Anz. Methoden™,

xlakb="E", main="Verwendung wvon 'effective/efficient' ")

boxplot (datafmethoden~datafsonstiges, main="Verwendung von sonstigen Begriffen",
vliab="Anz. Methoden"™, =xlah="F")

dewv.off ()
### Abbildung 5.3, Verwendung ven signifikant je nach Schliiselvort #£§#

par (mfrow=c (3,2}, las=l)

barplot (xtabs (~datafoutperform+datafsignifikant), vlin=c (0, 70) ,xlak="A",
bezide=TRUE, col=c ("lightskyblueZ", "steclbluc2™),

vilab="absolute HAufigkeit™, main="outperform™)

legend ("topright™, legend=c ("nein™, "ja"),col=c("lightskyblue2™,"steelblusz™),
pch=15, title="Signifikant?™)

barplot (xtabs (~datafimprove+datafsignifikant),viin=c(0,70) ,x1lak="E", ke=ide=TRUE,
col=c ("lightskyblue2"™, "steelblue2™), vlab="absolute Hiufigkeit™, main="improwve™)
barplot (kxtabs (~datafbetter+datassignifikant), vliinm=c (0, 70), xlab="C",beside=TRUE,
col=c ("lightskvblueZ2™, "steelblue2™) , main="better™, vlab="absolute Haufigkeit™)
barplot (xtabs (~datafadvantage+datassignifikant), vliin=c(0,70),=xlab="D",
bezide=TRUE, main="advantage™, vlab="absolute Haufigkeit™,

col=c ("lightskyblueZ"™, "steelblue2™)}
barplattxtabst~data$effective_efficient+data$signifikant],y;in=ctﬂ,?0},x;ab="E",
be=side=TRUE, col=c ("lightskvblueZ", "steelbluel™) , main="effective/efficient",
vlabk="abzolute Hiufigkeit™)

barplot (xtabs (~datafsonstiges+datafsignifikant), vilim=c (0,70}, xlab="F",
beside=TRUE, col=c ("lightskyblue2", "steelblue2™) main="5onstige Begriffe™,
vlab="absolute Haufigkeit™)

dewv.off ()
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Elektronischer Anhang

Inhaltsverzeichnis der CD

Ordner/Datei | Inhalt Kommentar

Bachelorarbeit | Bachelorarbeit.pdf Pdf-Version der Bachelorarbeit
Bachelorarbeit.tex Latex-Code fiir die Bachelorarbeit
Literatur.bib Literatur-File fiir den Latex-Code
figneu (Ordner) 21 Graphiken fiir den Latex-Code

Informationen Bioinformatics.txt Stichpunkte fiir diese Artikel

Biometrics.txt «

Biostatistics.txt
BMC Bioinformatics.txt «

«

Paper bioinformatics (Ordner) 29 Artikel aus Bioinformatics
biometrics (Ordner) 29 Artikel aus Biometrics
biostatistics (Ordner) 29 Artikel aus Biostatistics
BMC bioinformatics (Ordner) | 29 Artikel aus BMC Bioinformatics

R R-Code.r R-Code der Auswertungen
Graphiken (Ordner) 14 erzeugte Graphiken

datensatz.xls Datensatz mit Anmerkungen

und Liste der Schliisselworter

datensatz.csv Datensatz fiir R
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