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Abstract

This thesis deals with integrative analysis of two (different) multi-dimensional data
types in the context of genomic cancer research. Firstly, simultaneous clustering
of two high-throughput data sets optimizing the output of iCluster program. Sec-
ondly, developing a novel the Gene Set Score (GSS) that uses different data types
to identify de-regulated pathways (or gene sets).

Regarding the clustering, the key concern is how to process and filter with the two
different data types (Gene Expression and Copy Number data) and how consis-
tent the results of iCluster are and how to determine the optimal (best) number
of clusters. The output from different number of clusters is systematically studied
using Wallace Index and Rand Index. A large sarcoma data set is analyzed, and
the survival analysis of the samples of this cancer data with significant p-values is
the resulting method of analysis. Altogether it can be said that iCluster is a good
method to cluster samples into groups and this methodology is readily applicable
to other data sets as well as to genomic areas where multi-dimensional data sets
are produced (image analysis, psychological profiles).

The Gene Set Score is a novel score that uses Gene Expression and Copy Number
data to identify significantly de-regulated gene sets/pathways/groups of genes. For
the Gene Set Score, scores for single genes are calculated that merge together to
a score of a given gene set/pathway. Events in the data then create the Gene Set
Score. The resulting method identifies not only most of differentially regulated
gene sets from a popular and widely used method (Gene Set Analysis, GSA) that

is based on Gene Expression data only but additional pathways.

Keywords: iCluster, integrative clustering, Pathway analysis, Gene Set Score,

Gene Expression data, Copy Number data, Gene Set Analysis
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CHAPTER 1

Introduction

I start with an introduction of the Memorial Sloan-Kettering Cancer Center and
the Computational Biology Center including the research group cBio Core, where
I wrote my thesis. Then I give a short overview about my thesis including the

main goals.

1.1 Memorial Sloan-Kettering Cancer Center (MSKCC)

The Memorial Sloan-Kettering Cancer Center!, founded in 1884, is the world’s
oldest and largest private cancer research center. More than 10000 employees
work for the MSKCC in different fields. Up to 400 various cancer subtypes are
treated by the 16 multidisciplinary cancer teams. In collaboration with Rockefeller
University, Cornell University, and Weill Medical College of Cornell University,
MSKCC is actively involved in the education and training of its employees. In
addition, a significant amount of research is conducted within Sloan-Kettering
in basic, translational, and clinical research. Important goals in research are to
understand the biology of cancer through various programs, such as computational

biology.

1.2 Computational Biology Center (cBio)

The Computational Biology Center was founded in 2002 by the MSKCC. cBio
deals with research and service components. The Computational Biology Center
is working on computational biology research projects as well as on developing tools

in areas such as sequence-structure analysis, gene regulation, molecular pathways

"http://www.mskcc.org/
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2 1 Introduction

and networks, diagnostic and prognostic indicators in order to apply the theoretical
methods and genome-scale data in everyday laboratory practice and use. For
this computational methods are being created, that are available as open-source
methods. The Bioinformatics Core is one of the four research groups of cBio. The
Computational Biology Center is responsible for computational and bioinformatics
services to the Tri-Institutions of the Upper East Side of Manhattan which include
Memorial Sloan-Kettering Cancer Center, as well as Rockefeller University and
Weill Cornell Medical College. To date, the Bioinformatics Core has developed
analysis pipelines for next-gen and Sanger sequence data, CGH array normalization
and segmentation pipeline and an array of other projects. Refer to cBio’s webpage?
for more detailed information. Another big topic is continuos work on the TCGA

project.

1.3 Goals of the thesis

This thesis is dealing with one of the major current challenges in cancer research
(and genomics in general). The most important point is the clustering of different
types of multiple high-throughput data in one step using special methods including
the validation of the results. Another big topic is the introduction of a new score,
the so called Gene Set Score (GSS), that identifies gene sets that are significantly

different between two conditions/groups of samples.

1.3.1 Clustering multiple data types with iCluster

There is a variety of different methods for clustering each data type on its own, and
then applying a method that integrates the results manually. There are a lot of
clustering methods that just cluster one data set at once (Hierarchical clustering,
k-Means-Clustering). Besides the methodical issue (hierarchical, Partitional and
spectral clustering can be used), it is also important to decide if one wants to
cluster the samples, the genes or both together. Over the years a lot of those
clustering methods were implemented and some provide good results for special
cases. To manually integrate, let us say to combine the clustering results of more
than one data type, special methods are needed that often lead to an increase in
the quality of the samples as different methods for different data sets hardly result

in the same clusters for all the samples. A lot of those methods also deal with a

’http://cbio.mskcc.org/
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high dimension calculation that maybe reasonable for one data set at once, but
obviously not for more than one data type at a time.

Knowing about all these problems there were some approaches to deal with them
as Shen et al. [28] mentioned, but none of them was dealing with all the of the
problems and that is why an integrative method called iCluster, which stands for
‘Integrative clustering of multiple genomic data types using a joint latent variable
model” was created. The iCluster method is capable of dealing with one data type
as well as with more data types at once. This is important, since a lot of different
data types have become increasingly available in cancer research within recent
years. The two biggest challenges Shen et al. had to deal with were to ‘capture
both concordant and unique alterations across data types’ For this, one has to
model the covariance between data types separate from the (co-)variance within
each of the data types. While using integrative methods it is important to look
at the concordant and unique alteration patterns, as it is possible that either way
contains information about the subgroup of the cancer. The other challenge was
to get good results in a reasonable time, what was solved by using a dimension
reduction. Although iCluster still needs a lot of time to calculate the results for
all the different tuning parameters to find the best results, such calculations would
be impossible without a dimension reduction. Shen and their colleagues are doing
this with the k-Means-Algorithm using the Principal Component Analysis as well
as a latent Gaussian model. After getting the results one has to validate them.
The Proportion Of Deviance is included in the iCluster analysis, but this does
not test the stability of the clusters if one calculates them with different methods
or different numbers of clusters k. This thesis deals with introducing different
indices looking for the stability of the clusters and choses the best one. After that

a survival analysis is done to validate the results using clinical data.

1.3.2 Gene Set Score (GSS)

Numerous methods exist that yield to identify significantly different gene sets/
pathways using Gene Expression data (Gene Set Analysis, Gene Set Enrichment
Analysis, Signaling Pathway Impact Analysis - Section 7.1). The same methods are
applicable to other quantitative data types such as protein abundances. The Gene
Set Score deals with two different data types together and identifies differently
expressed gene sets/pathways. One checks in both data types if there is an event

in a gene set in Copy Number data as well as if there is an event in gene sets in
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Gene Expression data. The combined score for both data types is then the Gene
Set Score that finds differently expressed gene sets. A validation of this score is
done by comparing the results with the results of the Gene Set Analysis. The
GSS does not only find most of the pathways of the GSA, but it also finds other
pathways that GSA does not find.

The methods include scores for each gene. Depending on the data type Fold
Changes (Gene Expression data) or a more detailed method (Copy Number data)
is used. With these Gene Scores it is possible to calculate the score for a given

gene set/pathway.



CHAPTER 2

Methods

In this chapter I will give an overview of the methods used in my thesis. In the
first sections I will introduce the methods contained in iCluster and methods to

analyze the results of iCluster.

2.1 Expectation-Maximization-Algorithm (EM-Algorithm)

In 1977, Dempster et al. [6] created a new method to find the maximum likelihood
estimates of parameters. The used statistical models depend on unobserved latent
or missing variables. The algorithm works in two steps. One expectation (E) and

one maximization (M) step.

Algorithm 1: Expectation-Maximization-Algorithm
Data: The goal is to calculate the parameter 7 with complete data ¢; and

known incomplete data wu;.
Starting value 7(%
Result: 7
1 repeat
2 E-step:
3 Calculate the conditional expectation over the latent/missing variable:
a | Q) =Q(r|rY) = Ell(r, x)ly, 7]
5 M-step (often analytical):
i+1)

6 Maximize Q(7) respecting 7 and get a new estimated value 7

7 70D = argmaxQ(7|r®)

8 until convergence
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2.2 Principal Component Analysis (PCA)

To simplify a data set Pearson [23] established a method called Principal Compo-
nent Analysis (PCA) in 1901, that Hotelling [13] improved. PCA uses a dimension
reduction method and is advantageous because it is implemented in most standard
programs. The PCA projects data in a selected d-dimensional space. With each
axis representing one of the original dimensions one can also create new axes with
linear combinations of the original axis.

“The first principal component, is the axis through the data along which there is
the greatest variation amongst the object’ as Wit and McClure mention in their
book [38]. Orthogonal to the first component is the second principal component
that ‘has the greatest variation in the data associated with it’ [38]. The third com-
ponent is then orthogonal to the first two principal components and so forth. This
is done by first computing the covariance matrix for the complete data set. The
next steps include calculating the eigenvectors and eigenvalues of that covariance
matrix. The largest eigenvalue represents the first component, as it contains most
of the variation.

The PCA maximizes the between-cluster variance, but the within-cluster variance

is not minimized, what is a known problem.

2.3 k-Means-Algorithm

2.3.1 Standard k-Means

k-Means was first introduced in 1967 by MacQueen [17]. It is an algorithm that
solves a clustering problem. This algorithm classifies a data set through a prior
specified number of clusters k. A step-by-step tool® is used for the figures to
illustrate this algorithm. The k-Means-Algorithm is working by the following
steps:

3http://home.dei.polimi.it/matteucc/Clustering/tutorial_html/AppletKM.html
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Algorithm 2: k-Means-Algorithm
Data: Different data points. One has to determine how many clusters one

wants to obtain.

Result: Cluster membership of the data points.
1 for numerous times (optional) do
2 The starting points of the k clusters are allocated randomly within the
data set. One then calls this the k£ group centroids, see Figure 2.1.
3 repeat
4 Assign each of the n data points to the closest centroid using the
euclidean metric, see Figure 2.2.

5 For each of the k centroids redetermine the center of the centroids, see

Figure 2.3 and Equation 2.1.

6 until convergence, see Figure 2.4

Figure 2.1: Data at the beginning - colored rectangles represent k allocated starting

points, grey circles represent the n data points

The last two steps are repeated until convergence, such that the centroids are no
longer moving. Though this algorithm always terminates, as proven in [17], it is
obvious that this algorithm does not always find the global solution because of step
one. A possible way to deal with this problem is to run this algorithm multiple
times, which is done by iCluster.

The sum of within-cluster squared distances is minimized by k-Means, such that:

=1 Tj EKJ‘
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Figure 2.2: Data points assigned to the closest centroid

Figure 2.3: New centroids are calculated (rectangles) and data points assigned to

the closest centroid

Where X = (z1,...,2;,...,2,) are the n data points and g1, ..., f, ..., are
the mean vectors of all k centroids.

As it was shown in the literature [7], [41] k-Means has better optimization, if one
uses k-Means through Principal Component Analysis. A lack of good optimization
occurs, because k-Means is sensitive to the starting points of the k£ clusters. The

k-Means-Algorithm often tends to find local solutions and not the global minimum.
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Figure 2.4: Steps continued until convergence

To represent the solution of the clustering, it is possible to show this with & non-
negative indicator vectors: Jgx = (ji,...,jk) . With my being the number of

points in Cluster k£ and Zszl my = m, Ji is represented as:

Gk =1(0,...,0,1,...,1,0,...,0)"//my (2.2)
——

my

2.3.2 k-Means-Algorithm using the PCA

Equation 2.1 can then be rewritten as
Ug = tr(XTX) —tr(JEXT X Jg). (2.3)

By calculating the minimum of Uy the first part of Equation 2.3 is the total
variance and the second part is the between-cluster variance. As the total vari-
ance is constant, since the data is always the same, it can be ignored. As a
result the minimization of Uy, is the maximization of the between-cluster vari-
ance tr(JEXTX Jg).

Under some assumptions this is equivalent to the eigenvalue decomposition. See
Shen et. al [28] and Ding and He [41] for more details. The eigenvalue decompo-
sition is a result in the Principal Component Analysis. The principal components
are the indicator vectors Jg of the k-Means-Algorithm. This is only possible for
continuous Jg, otherwise there has to be an extra step to get the solution. PCA

is a powerful method to reduce the dimension of a data set.
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2.4 Gaussian variable model

There are two main reasons why it is useful to transcribe the k-Means into a
Gaussian latent variable model. With a Gaussian latent variable model inference
is possible as well as it naturally extends to multiple data types. To get this model

we have to rewrite the k-Means-Algorithm using the PCA:
V=WJ+e (2.4)

In this equation V represents an p X n expression matrix with no intercept and
it is mean-centered. The (cluster) indicator matrix, as defined in Equation 2.2,
with J = (j1,...,jx—1)", has dimension (K — 1) x n. The p x (K — 1) dimension
matrix W is defined as the coefficient matrix. € = (e, ... ,ep)T is the error-vector
with mean 0 and a diagonal covariance matrix Cov(e) = diag(oy,...,0,) = X.

The true subtype in the data is the indicator matrix J, that is treated as latent
variables. The discovery of the true subtypes is the goal of this Gaussian variable
model. W is used to get a dimension reduction, as it is used as a projection matrix.
Under some assumptions it is possible to solve the k-Means problem with a likeli-
hood-based approach. This is possible through the model 2.4, that is introduced
above. For the inference one needs the data and the posterior mean of the indicator

matrix with continuous values.

2.5 Introduction of iCluster

With iCluster it is possible to estimate the cluster indicator matrix J for different
types of data within one step. This is a big advantage in comparison to a lot
of other methods, including hierarchical clustering, k-Means clustering and self-
organizing maps. Most methods cluster a tumor subtype for each data type alone.
In Figure 2.5 there is a stand alone tumor subtype J; for Gene Expression data and
another tumor subtype J; for Copy Number data that need a manuel integration
to get one tumor subtype J. With iCluster there is just one tumor subtype J for

all data, see Figure 2.6, because of the integrative clustering.

The data, each for the same set of n samples, can be for example mRNA Gene
Expression data, DNA Copy Number data, DNA Methylation data, et cetera. Let
us denote the data with Vi, V5, ..., V,,. The dimension of U; is p; X n. The iCluster
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Gene Ex- Copy
pression data Number data
Tumor Tumor
Subtypes J; Subtypes Jo
Manual
Integration
Tumor
Subtypes J
Figure 2.5: Clustering of different data types with multiple steps
model can then be written as:
‘/1 = W1J + €1
Vo =Wod 4 €
(2.5)

Vin = Wnd + €

To estimate J for all m data sets at once, it is necessary that all data types are

measured with the same samples. J then becomes a latent component connecting

all the m sets of the data. In addition there are individual error terms ¢, for every

data type with ¢ = 1,...,m. Each of these error terms has a mean of zero and

a diagonal covariance matrix o,. This represents the variance that remains to

each data type, after calculating the correlation across data types. The matrices

(W1, ..., W,,) are called coefficient matrices.
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Gene Ex- Copy

pression data Number data

Integrative

Clustering

Tumor
Subtypes J

Figure 2.6: Integrative clustering of different data types with one step

A latent continuous parameterization with J* ~ N(0, I) is used to get likelihood-
bases solutions of Equation 2.5. The error term e is also normally distributed with
mean 0 and has a diagonal covariance matrix Cov(e) = diag(oy,...,0,) = X as in
the Gaussian variable model.

The marginal multivariate normal distribution of the integrated data matrix

V = (Vi,..., V)T is the result. This distribution has mean 0 and covariance
matrix Q = WW7T =¥ with WT = (W, ..., W,,). The sample covariance matrix

1S:
G11 G12 R Glm
Ga Gag ... Gopy

G = (2.6)

Gml Gm2 s Gmm
With the distribution it is quite easy to write down the log-likelihood function:

LW, Q) = —% (ipiln(%r) + In(det(2)) + tr(QlG)> (2.7)

i=1
To get the results of W and ¥ of the maximum likelihood equation Shen et. al
[28] suggest to use the Expectation-Maximization-Algorithm. They deal with the
complete-data log-loglikelihood, that is the following:

0.(W,5) = -g (f; piln(27) + ln(det(E)))

i=1

1 N ) (2.8)
—5 (r((V = WISV = W)+ r(1TT)).
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One advantage of the complete-data log-likelihood, Equation 2.8, is that one does
not have to calculate the covariance matrix in Equation 2.6, which is computer
intensive. This yields to a more efficient way of calculating the parameters than
using the marginal data likelihood 2.7

Since there are many more data points than samples (p >> n) it is required to
work with a sparse solution of the model to get good results. One possibility is to
work with a sparse solution of the coefficient matrices. The idea is to work with
a penalized log-likelihood of the complete-data log-likelihood, that is described in
detail in Section 2.6.

2.6 A sparse version of iCluster

As described before, the complete data log-likelihood is penalized. Py(W) is the
penalty term of W with the regularization parameter A > 0. A lot of different
penalty parameters can be used. Shen et. al [28] used a lasso type penalty. This

Li—norm penalty was introduced by Tibshirani [35] and can be written as:

m K-—1 p;

PAW) =23 > > lwigl- (2.9)

i=1 k=1 j=1

The penalized complete-data log-likelihood is then:
Lep(W, ) = L(W,) = (W), (2.10)

With Equation 2.10 it is possible to run the EM-Algorithm. The E-step is re-
sponsible for a simultaneous dimension reduction. Updating of the parameters is
done within the M-step. The EM-Algorithm runs until convergence. Therefore,
a threshold must be set to determine when convergence is reached. Because the
algorithm does not always converge, there has to be a maximum number of itera-
tions for the EM-Algorithm. If the algorithm converges, the indicator matrix J is
calculated by running standard k-Means on the estimated expected value of the
E-step until the convergence criterion is met.

As mentioned before, the sparse version of iCluster is achieved, since there is a
sparse version of the coefficient matrices W. To achieve this, many coefficients
of W are shrunken toward zero. This leads to a reduction of the variance of this
model and thereby to a better clustering performance. The better clustering per-

formance can be shown with the bias-variance trade-off. By using this method
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some of the coefficients of W are shrunken exactly to zero by the Lasso penalty.

One can now find genes that have non-zero loadings in the k-th cluster.

2.7 Proportion Of Deviance (POD)

It is possible to do a model selection based on a variety of different criterions such
as p-values, Akaike Information Criterion (AIC), Bayesian Information Criterion
(BIC), et cetera. It is also possible to base it on the cluster separability. Shen
et al. [28] are using the Proportion Of Deviance (POD) to show whether the
cluster separability is weak or strong, with 0 < POD < 1. Small values of POD
indicate strong separability of the clusters. If there are non-overlapping subclasses
(POD = 0), there is a perfect cluster separability and it is therefore an exact
diagonal block matrix. One calculates a value of the sum of absolute differences
between the ‘perfect’ diagonal block structure, a matrix of ones and zeros, and a
matrix B* with B* = E[Z*|X]T[Z*| X].

For more details about B* please refer to the following paper [28]. The best number
of clusters k and the best Lasso parameter \ can be found with POD. For this one
calculates the best POD for the data set. The lowest POD for all possible k& and
all possible A is then the best POD.

As Shen et al. used three different thresholds for the tuning parameter \ it is
obvious that in a real data set one should not focus on the best global POD as the
values for the POD do not differ a lot for the top ones for each k£ and the different
data sets as one can see in the Appendix A. For that reason the best A was the
result one obtains. This case then was analyzed through all the subsets in Section
5.1 and was validated in extra steps like the stability of the different clusters and
the clinical analysis in Sections 5.2 and 5.3.

As there are a lot of different subsets used to analyze the data it is necessary not

only to look for the lowest POD in the analysis.

2.8 Comparison of the results for different £ and different data

sets

There are two ways to compare different cluster analyses. One is how easy the
clustering method is to use and how fast it produces results. This part is more
computer-oriented than the second part. The most easiest and fast computed

cluster method is useless if the results are worthless because they are just random
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results. One has to think about how to solve this problem and there were two
methods used in the analysis of iCluster and looking at the results.

First of all, using different subsets of the data and showing that all yield to the
same clustering is one part of it. In this analysis a broad range of different subsets
are used to deal with this issue. The other part is how the clusters behave if one
increases the number of clusters from, for example, & = 2 to £k = 3. Are the
samples still (for k& = 3) behaving the same way as they did before (k = 2)? Or
is this analysis random for different numbers of k, what one does not want to be
the result. In the other part it is also of interest if one is comparing the clustering
membership of the samples/patients for two (or more) different analyses. Here
it should also not be a random result. In this section four different methods are
introduced that are implemented in the R-package profdpm of Shotwell [30]: The
Rand Index [25], the Wallace Indices [37], the Fowlkes and Mallows Index [9] as
well as the Jaccard Index [18].

For the indices one has to define some parameters:

To compare different clustering results one is looking at the triplet (X, Y, m). Here
X stands for the N samples that are clustered with X = (X1, Xo,..., X, ..., Xn).
Y is a specific clustering of these samples into K disjoint clusters:

Y = (Y1,Y,,...,Yk). Each of these clusters contain one or multiple samples:
Y, = (Xkl,XkQ,...,ank) with > ny = N and ny > 1V k=1,2,..., K. Finally,
m stands for the method used for this clustering.

In the following the pair (X,Y) is used for m = 1 and (X,Y) for m = 2. Looking
at a each pair of the X; and Xj, it can either be in the same cluster for Y and Y
for both methods or within the same cluster for one of the methods or not in the
same cluster at all. This leads us to define the following parameters that make the

calculations of some indices more easy:

e nq; represents the number of attributes where Y and Y are equal in both
methods

e 1o represents the number of attributes where Y and Y are equal in the first
method, but different in the second method

e ng; represents the number of attributes where Y and Y are different in the

first method, but equal in the second method

e 1 represents the number of attributes where Y and Y are different in both
methods
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with ni1 +n10+no1 +no = N. An example for this would be the following. There
are six samples with Y = ([a, b, c], [d, e, f]) being the clustering in two clusters with
method one and Y = ([a, b], [c, d, €], [f]) that is similar to the example of Rand [25],

but he does not split it the exact same way. Besides the four introduced methods

Point-pair || ab | ac | ad | ae | af | bc | bd | be | bf | ¢d | ce | cf | de | df | ef || sum
ni1 * * 2
n1o * * * | x 4
o1 * * 2
00 x * x * S * S 7

Table 2.1: Example of the Comparison

there exist many more indices that are also worth thinking about. But for this

analysis we use the four most common ones.

2.8.1 Rand Index (RI)

The Rand Index was introduced in 1971 by Rand [25] with the left part of the

following equation. The second part makes the formula more intuitive:

RI(Y, }7) _ i]\ij Vij n11 + Moo

(J;[) " nyy + ngo + Mo + Noy

(2.11)

1 there is a k and k such that X; and X are in Y, as well as in }7,;,

th 1 there is a k and k such that X, isin Y} as well as in }7,; while X
WIth 75 =
! is in none of them

0 for all the other cases

with v;; = 1, if there is a k and k such that X; and X, are in Y}, as well as in ffk
with 7;; = 1, if there is a k and k such that X, is in Y}, as well as in }7,; while X
is in none of them

and with v;; = 0, for all the other cases.

In the example RI(Y,Y) = 52— = 3% = 0.60.
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2.8.2 Wallace Indices (WI)

As the Wallace Index [37] is an asymmetric index there are two indices resulting
in these circumstances. Again there are to possibilities two calculate each of the
Wallace Indices with n,; representing the number of samples that are in cluster
Y} in method one and in cluster 17,5 using the other method. These values are set
in a K x K matrix like the following (filled with values from the example) with a;
representing the sums of column in the Wi, (2, 3, 1 in the example) case and a;

the sums of rows in the Wiy (3, 3 in the example) case:
2 1 0)\3
0 2 1/3
2 31

With this information one is able to calculate the Wallace Indices as in the follow-

ing equations:

Y 223 2o Mg - (my; — 1) 111
WY, Y)===1"1 J = 2.12
10(¥;Y) Siai-(a;—1) n11 + Nyo ( )
Wi (Y. V) = > > mij - (mg — 1) _ " (2.13)
’ >ia;-(a; —1) n11 + No1

In the example one can calculate WIo(Y, f/) = 2-1+1~0+0-(—?)gig:g—l)+2-1+1~0 = % =

2%2 = 0.50 and Wiy (Y,Y) = 2.1+1-0+o.(fggig:gfl)ﬂ.ul-o _ % _ 2%4 ~ 0.33,

2.8.3 Fowlkes and Mallows Index (FMI)

The third introduced index is the Fowlkes and Mallow Index [9] that one can

calculate as the geometric mean of both of the Wallace Indices:

FMI(Y,V) = i 2oy Mg - (Mg — 1) _ iy
\/(Zi a; - (a; — 1)) - (Zj aj - (a; —1)) \/(nll +n49) - (N1 + no1)
(2.14)
As the result for the small example the index is
oy 2141:040-(=1)40-(=1)42141-0 _ 4 __ 2 -
FMI(Y)Y) = V/(32+432)-(3:24211) TV T J2r2)(214) 0.41.

2.8.4 Jaccard Index (JI)

A well known way to compare two clustered data sets is by the Jaccard Index [18]

that is the fraction of the amount of similar elements divided by the size of the
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union of the two sets:

Jity, vy = oYl m
YUY a4 nae + o

(2.15)

To calculate this index it turned out that JI(Y,Y) = 5 25 =0.25.

2.8.5 Choosing the best index

As it is shown in the literature all indices are within the interval [0, 1] and values
closer to one show a larger similarity between the two compared sets and a value
of zero indicates that there is no similarity of the sets at all. It is always possible
to compare just two sets with each other at a time.

For the comparison of the results of iCluster it is important to look at the sim-
ilarity of two sets of results for the same data but with a different number of k
clusters within each set (case (i)) and to compare two sets from different data with

the same number of clusters k (case (ii)).

Case (i)

The best index for that case is the Wallace Index W Iy from Section 2.8.2 as this
index is looking especially at the sum of columns and not at the sum of rows. The
sum of columns is a good way to include the value of different k in the index. This
is equal to exclude sng; that stands for the amount of attributes where the sets
are different in the first method and equal in the second. This value (ng;) should
be small or zero anyway as k increases and new clusters are formed from existing
clusters and no samples should move to another existing cluster. Therefore, W1y
is not a useful index in our case as well as the Fowlkes and Mallows Index that is
the geometric mean of the two Wallace Indices. With W I, the index just take nq;
and nyg into account and W1y = 1, even if a cluster splits into two new clusters,
as long as there are no movements between the clusters. If one wants to add in-
formation about ngy the Rand Index would also be a good choice. It is the second
preferred index for (i). The Jaccard Index is also not that good for this case as it

does not use the preferred values.

Case (ii)
For this case it is more important to use information about every of the four val-
ues. Therefore, one should use the Rand Index from Section 2.8.1 in the analysis

of two sets created for the same k with different data. The Wallace Indices are
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also a good choice and as the FM I is the geometric mean of both this one is even
better and therefore choice number two after the Rand Index. The Jaccard Index
is again not the best choice to compare clustering results as it was invented to

compare the similarity of sets of objects.

2.9 Survival Analysis

Survival Analysis is an important method for checking the results of clustering
in biological and medical problems. Before applying the methods for clusters
of iCluster, one should be informed of the methods that will be used. In this
section, the main methods will be introduced, such as the Kaplan-Meier-Estimator
and the (Mantel-Haenszel) Log-Rank-Test. The most important parameter is the
survival time, denoted with S(¢). This is the period from the beginning of the
treatment until death or recurrence. The more general name for survival analysis
is event analysis. More detailed information about this section can also be found

in Schumacher and Schulgen [26]%.

2.9.1 Anomaly of event analysis

For event analysis, one has to deal with some special anomalies that are not subject
in another way of looking at these criteria. The first one is that the time of an
event is defined as the time from the starting point until the entering of an event.
In randomized therapy studies, this is easy to determine: the starting point is
just the point of randomization. For observation studies this has to be the date
of the diagnostics. It is possible to determine the end point by observing the
patient until the event of death or relapse/metastasis. Movement to the remission
as the event makes it much more difficult to determine the event date. The second
big problem for event analysis is that event dates are sometimes not observed
completely. Incomplete means here, that the event does not occur until the end
of observation, therefore so called (right) censored data results. Another problem
that leads to incomplete data are so called drop-outs. Drop-outs are patients that
leave the study for some reason. Those drop-outs, also censored data, are not easy
to deal with because one would not be able to determine the survival time, even
within an infinite time window. This is problematic, since one has no information

about the reasons why this is happening. Types of drop-outs include the patient

4This literature is in German, but there are also several English books available on this topic.
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feeling too sick to visit the doctor or feeling so good that he/she no longer goes to

doctor. High standards in data quality are required to avoid biased results.

2.9.2 Kaplan-Meier-Estimator

As defined above the survival time is denoted as S(t). This time is the probability
to survive time ¢ without having any event until ¢ such that S(t) = P(T" > t),
where T is the survival or event time. The estimator for S(t) is the so called
Kaplan-Meier-Estimator [19]. For this estimator, one has to order the event dates

as in the following Table 2.2 for the m different events:

Date of the event | Number under risk | Number events
tl ny d1
tg N9 d2
tm T, dm

Table 2.2: Ordering of the event dates

The probability of surviving time ¢ for ¢ = t; can be estimated by the number of
patients surviving without any event until ¢; divided by the number of patients
under risk just before #:

A ny — d1

S(ty) =

- (2.16)

Therefore, one can say that % is the conditional probability to survive time %,

without any event if there was already no event at time ¢; before:

A ny —d; ng —ds

S(ty) = (2.17)

n1 T2
The Kaplan-Meier-Estimator is hence the probability to survive a time ¢ after
randomization without any event.

g(t>:n1—d1_n2—d2 '.___m—di: 1 (1_di> (2.18)

ny Ny n;

with time ¢ between ¢; and ¢;,4.
This estimator enables one to show a curve for the survival analysis that is af-

fected by random variations. The variations can be described with the Greenwood
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formula [10] that displays it as a standard error (se). For a ¢t between t; and t;,4

this standard error is:

se(S(t) = 501 $ e s

ity <t "7

(2.19)

With this standard error it is then possible to create a 100(1 — «)% (pointwise)
confidence interval. For this u;_g is the (1 — §)-quantile of the standard nor-
mal distribution and therefor the confidence interval for the event free survival
probability is:

A A

[S(t) £ ur-g - se(S(t)] (2.20)
A simultaneous confidence interval, introduced by Hall and Wellner [12], is ap-

propriate if one wants to regard the survival function as a function over the time.

This interval is wider than the interval introduced before.

2.9.3 Mantel-Haenszel-Test/Log-Rank-Test

The Log-Rank-Test, which is also sometimes also called Mantel-Haenszel-Test, is
a method to test if there is a difference between two or more survival curves. The
survival curves are estimated with the Kaplan-Meier-Estimator in Section 2.9.2.
Different survival curves occur if there is any difference in the survival of different

groups of treatment or in our case in different clusters created by iCluster.

Number events | Number event free | Number samples under
at t; samples at t; risk just before t;
Cluster 1 dy; ny; — dy; ny;
Cluster 2 da; No; — do; No;
Cluster q dyi Ngi — dg; Ngi
Together d; n; —d; n;

Table 2.3: Table needed for construction of the test statistic

If the marginal totals are fixed one should find no difference under the null hy-
pothesis between d;; and the expected number of events
dl' . nji

E(Dy;,) = = (2.21)
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for time ¢; in this cluster. With a variance for the number of events at this time

for two clusters:
di - (ng — d;) -y - no

ng - (n; — 1)

This yields to the test statistic T,z to compare two ore more survival analysis

V(D) = (2.22)

distributions:
2
(4, we, - [du, —E(Du,)])
Zti wt% : V(Dltz> ’
where wy, is the weight for the i—th event point. To get the Mantel-Haenszel-Test,

Trr =

(2.23)

the weight is set to one: w;, = 1 for all ¢;. This is also known as the Mantel-
Haenszel version of the Log-Rank-Test. The normal Log-Rank-Test uses another
variance and is more conservative than the Mantel-Haenszel version of the Log-
Rank-Test. For more details see Schumacher and Schulgen [26].

The test statistic Ty is x? distributed with k& — 1 degrees of freedom. With
this information one is able to get p-values to test the null hypothesis, if there
is a difference between two survival curves. Dealing with more than two survival
curves is also possible.

In the R package survival [34] the variance function is calculated in two different
ways. The default method is different and the p-values are more conservative. The
test statistics and p-values calculated for this study in Section 5.3 are calculated
as described in this section. Using the other method does not change the results
significantly. The default variance function in this package is just the expected
number for time ¢; in this cluster: E(D,,), instead of using the variance function
2.22.
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Preparation of the Sarcoma data set

3.1 About the data types

In this thesis Gene Expression (GE) and Copy Number (CN) data is used. To
understand these data sets one has to understand the biological background.

The DeoxyriboNucleic Acid (DNA) is a double-helix molecular that exits in all
living organisms and therefore in all humans. It contains all the genetic information
about the creature. The DNA contains genes that contain all information needed
for the creation of the single-helix RiboNucleic Acid (RNA). A special group of
the RNAs, the messengerRNAs contain all the necessary information to create the
proteins within the group of coding RNA. This is also known as the Central Dogma
of molecular biology. Non-coding RNA (RNA that does not code for protein) is
divided into two classes: long and short. The major class of short noncoding RNAs
that has been intensively studied is microRNAs.

There are two copies for each gene in a human. Mutations on one or both copies
can occur that may lead to cancer. In addition, one or both gene copies can become
deleted (deletion event) or additional copies can be generated (amplification). In
cancer one speaks about deleted or amplified (oncogenic) genes or regions. The

Copy Number data is measured by Copy Number arrays or by DNA sequencing.

3.2 Raw Data

The data set from Dr Singer lab is used in this thesis and is clustered using
iCluster. This data set consists of samples of sarcoma patients. There was an
Excel file PMFH and MXF samples with CGH and U133A 06.07.11.xlsx provided

with all the samples. This file has the following columns (first three rows included):
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Basename?2:
e PD MXF2516_slide350_S01_ CGH_ 107_ Sep09
e PD_MFH2938 slide634_S01_ CGH_ 107_ Sep09
e PD_MFHO0355_slide387 S01_CGH-v4_10_27Aug08
CELLFILE:
e PD U133A MFH2516
e PD_U133A_ MFH2938
e PD_U133A_MFHO0355
SID:
e MXF2516
e MXF2938
e MXF0355
Type:
e MXF
o MXF
o MXF

With this Excel file one is able to organize the Gene Expression and Copy Number
data such that only samples, that occur in both data sets, are used in the final

data matrices.

3.2.1 mRNA Gene Expression data

In the raw data lee. U133A__GCRMA.Rdata there were 22215 genes and 102 sam-
ples. The 22215 x 102 data matrix has the form:

MFH2516 MFH?2938 MFHO0355
1007_s_at [ 5.722348 6.321752 5.637633
1053 at 5.611733 6.493168 6.275949
117 _at 4.831413 4.793718 5.363729
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In this submatrix 1007 _s_at, 1053 at and 117 at are the genes/probes and
MFH2516, MFH2938 and MFHO0355 (shorten for PD U133A_ MFH2516,
PD_U133A_MFH2938 and PD__ U133A__MFHO0355) are the samples with genes/
probes in rows and sample names in columns.

With the Excel file it is possible to delete those samples that are not in that file
and that are not in the Copy Number data.

3.2.2 DNA Copy Number data

A 18142 x 82 matrix of the row data leeA MFH-lesions.Rdata is available for
Copy Number data. There are 18142 probe levels for 82 samples and the matrix

looks like the following subset, with shorten column names:

PD MFH2938 PD_PMFHS76

1g : 16367892 — 16451598 0.93079973 —0.00007654
1q : 16453588 — 16469444 0.15183170 —0.00007654
1q : 16470790 — 16490356 \ —0.04951276 —1.00000000

In this 1¢q... stands for regions on chromosome arm 1g and PD_MFH2938 and
PD_PMFHS76 (shorten for PD_ MFH2938 slide634 S01_CGH_ 107_ Sep09 and
PD_PMFHS876_slide680 S01 CGH_ 107 Sep09) are the samples. One has also
to deal with the above mentioned Excel sheet to exclude those samples that are

not in the Gene Expression data.

3.2.3 Final data sets

After applying the Excel sheet there were 37 samples left that occur in both, Gene
Expression and Copy Number, data sets. For iCluster one needs to transpose those
matrices to run the package. The final data sets before creating smaller subsets

for calculation the two data sets are:

o A 37 x 22215 Gene Expression data matrix.

e A 37 x 18142 Copy Number data matrix.
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3.3 Creating subsets for Calculations

There are many reasons why one is interested in smaller subsets of the original data
sets described in Section 3.2.3. There are for example genes that have a standard
deviation of zero and therefore the data matrix does not have not a full rank, what
is required in the k-Means-Algorithm. In other genes there is just noise within the
characteristics of a gene. More detailed information about the Gene Expression
subsets can be found in 3.3.1. Dealing with Copy Number data is different as those
values are in the intervall [—1, 4+1]. There are a lot of possibilities how to deal with
this data. Three of those are applied simultaneously with different thresholds/-
values to get smaller subsets of the Copy Number data. All these methods are
required to work with the data that contains the important information one needs
for clustering the samples. It is also not possible to run iCluster in a reasonable
time, even on big servers, with such big data sets. To run iCluster and choose the
best subsets one has to run it several times for different clustering numbers k (e.g.
k=2,3,...,6) and different thresholds A (e.g. A = 0.00,0.01,0.02,...,0.20). For
each of these combinations it is an issue how the dimension of the data set is. In
Tables 3.1 and 3.2 one sees the complete time for 37 samples and different subsets
of genes and probes included. Phos and Ray are two different servers where it was
calculated. Note: different numbers of the convergence number are not included
to make this table easier. In this example the first columns of the sd_ GE_ 11
Gene Expression data (see Section 3.3.1.2 for details) and the first columns of the
SDK10 Copy Number were used as well as & = 2, A = 0.03 and a maximum of
n = 100 iterations for the convergence. In Table 3.3 the same data is used again
by using the first 2000 genes/2000 probes of the data. A = 0.03 is also used for all
calculations for different k as the convergence rate is different for different k. In
this study the convergence number is included in the table, because it plays a big
role for different k. It turns out, that for a higher & the calculation within iCluster

needs more time what is not surprising at all.
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Dimension of Gene Expression data | 3000 | 3000 | 3000 | 2500 | 2500 | 2500
Dimension of Copy Number data | 3000 | 2500 | 2000 | 2500 | 2000 | 1500
Time needed on Phos (in minutes) | 101 | 82 69 54 44 33
Time needed on Ray (in minutes) | 107 | 86 70 58 48 37

Table 3.1: Calculation time for one subtype k£ and one A as a tuning parameter -

part 1

Dimension of Gene Expression data | 2000 | 2000 | 2000 | 1500 | 1500
Dimension of Copy Number data | 2000 | 1500 | 1000 | 1500 | 1000
Time needed on Phos (in minutes) | 31 22 15 14 9
Time needed on Ray (in minutes) 34 24 16 15 10

Table 3.2: Calculation time for one subtype k and one X\ as a tuning parameter -

part 2

Number of subtypes k 213 ] 4 5 6

Convergence number 35 [ 72 70 | 168 | T4
Time needed on Phos (in minutes) | 31 | 79 | 113 | 270 | 142
Time needed on Ray (in minutes) |31 | 77 | 94 | 288 | 138

Table 3.3: Calculation time for 37 x 2000 data matrices of both data types for

A = 0.03 for different k&

3.3.1 Gene Expression subsets

The histogram of the standard deviation of the genes, see Figure 3.1, shows that

there are 5456 genes with standard deviation of smaller than 0.1 (red line). 2699
out of the 5456 genes have a standard deviation of 0. Around one third (7171 of
22215) of the genes have a standard deviation smaller than 0.3 (blue line) that is

defined as the cutoff for noise only.
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The higher the standard deviation of the genes the higher the information is in

the genes.

Standard deviation of the Gene Expression data

Frequency
3000 4000 5000
| |

2000
|
]

1000
|

Standard deviation

Figure 3.1: Standard deviation of the genes

The next histogram, Figure 3.2, again shows the standard deviation of the genes
for Gene Expression data excluding those genes having a standard deviation of
0. It contains 19516 genes for the 37 samples. There are three cutoffs defined.
The middle one (red line) is the cutoff for the main subset of the data for Gene
Expression data. This cutoff (1.3) is one standard deviation above the noise level of
0.3. It is also around the mean plus the standard deviation of all genes, excluding
genes with standard deviation equal to zero. This sum is equal to 1.242 and
therefore close to the chosen threshold of 1.3.
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Standard deviation of the Gene Expression data

Frequency
1500 2000 2500

1000

500
|

Standard deviation

Figure 3.2: Standard deviation of the genes without genes with zero standard de-

viation

3.3.1.1 Subset 1 - sd_GE_13

The subset of Gene Expression data with standard deviation above 1.3 (red line)
is then defined as sd_ GFE__13. This data set contains 2262 of the 22215 genes with
high standard deviation.

3.3.1.2 Subset 2 - sd_GE_11

If one does not want to exclude that many genes it is possible to just exclude data
with a standard deviation of below 1.1 (blue line). The subset then contains 3412

genes.
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3.3.1.3 Subset 3 - sd_GE_15

To exclude even more genes comparing to Subset 1 one may set the cutoff line to
1.5 ( line). In this case the data set is obviously smaller and contains 1524

genes.

3.3.1.4 Subset 4 - Random

First, all genes with a standard deviation of zero are excluded. As the second and
last step 10% of the genes were randomly picked and declared as the subset. A
random subset in Gene Expression data is created as well as a random subset in
the Copy Number data to study wether it is useful to create all the subsets with
the rules or if it is also good to randomly pick genes/probes out of the original

data to get a smaller subset of data.

3.3.1.5 Summary of Gene Expression data subsets

Table 3.4 shows all the different subsets of the GE data.

Subset Name Cutoft Included genes | Ratio

1 sd GE 13 sd =1.3 2262 of 22215 | 10.18%
2 sd GE 11 sd =1.1 3412 of 22215 | 15.36%
3 sd GE 15 sd =1.5 1524 of 22215 | 6.86%
4 Random | 10% of sd > 0 | 1951 of 22215 | 8.78%

Table 3.4: Summary of all different subsets of Gene Expression data
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3.3.2 Copy Number subsets

For Copy Number data there are three different methods to do the shrinkage of the
original data set to deal with. Each of them is applied to each subset of the data
with different thresholds. Altogether there are four different tuning parameters in
the function to get different subsets. For each parameter different values are used.

There is a total of eight (nine) different subsets of Copy Number data.

3.3.2.1 Subset 1 - MEb’37 as ‘normal’ data set

In Copy Number data it makes no sense if the absolute mean of the data is around
zero. A zero mean occurs when around half of the data, that has non-zero samples,
is ~ —1 and the other half is ~ +1. Genes with smaller absolute mean than a
threshold are deleted. The default value was set to 3—57 ~ 0.135 as there are 37
samples.

For the ‘normal” data set a threshold of % is used. This is colored red in Figure
3.3. With this threshold for the parameter mean CN _exclude in the function
and default parameters (defined in the following pages) the subset contains 1560
genes of the Copy Number data. By applying only this reduction it would contain
7949 of the 18142 genes.

3.3.2.2 Subset 2 - ME437

The next subset is created with all default parameters and a value of 3% ~ 0.108
for the parameter mean_CN __exclude. This is the blue line in Figure 3.3. The
final data set contains 2162 genes. Before other tuning parameters are used the
data set would be a 37 x 9322 matrix.

3.3.2.3 Subset 3 - ME637

In Figure 3.3 the line indicates subset 3. There are 6898 genes on the right
of that line. 1509 of these genes are in the final data set after applying the other

methods with their default parameters.
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Absolute mean of the Copy Number data
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Figure 3.3: Mean of the genes

3.3.2.4 Subset 4 - MSV8 and STD5 as ‘normal’ data set

With that method the largest of the absolute values for each gene are set to 1,
the rest to 0. The default value of this is set to 0.8. This variable is named
cn_mat__set_wval in the algorithm to create subsets of the data. After applying
this to the data matrix one has to calculate the sum for each gene. The lowest y%
of the genes are then deleted. As a default parameter st10 CN _ delete0 is set to
50%.
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The matrix looks like the following with z equal to the gene amount in the Copy

Number data before that step:

Gene; Geney ... Gene,
Sampleq 1 0 o 1
Samplesy 1 1 . 1
Samples; 0 1 e 0

After excluding the genes with lowest sum of 1 the data matrix is again the matrix
with Copy Number values and not the 1/0 matrix. As described above there are
1560 genes in the ‘normal’ data set for the default values. The genes (3121) kept
after that step are the genes right of the red line in Figure 3.4.
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Figure 3.4: Sum of genes for cn__mat_set_val = 0.8
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3.3.2.5 Subset 5 - MSV7

For this subset the variable cn__mat set_wval is set to 0.7. The 3497 genes kept
after that step are right of the red line in Figure 3.5. After the third step it contains
1749 genes.
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Figure 3.5: Sum of genes for cn._mat_set _val = 0.7
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3.3.2.6 Subset 6 - MSV9

Here equal calculations are done. One sets cn__mat_set_val = 0.9. The result
can be found in Figure 3.6 right of the line. There are 3683 genes left after
that step and 1842 in the final subset of the data.
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Figure 3.6: Sum of genes for ecn__mat_set_val = 0.9

3.3.2.7 Subset 7 - STD4

Comparing to STD5 just 40% (st10_CN_deleteO = 0.4) instead of 50% of the
genes with lowest sum of the genes is deleted so that there were 4010 genes left
after that step. For this difference also see Figure 3.7, the red line. In the final
data set for Copy Number data there are then 2010 genes included.
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Figure 3.7: ecn_mat__set_wval = 0.8 with different st10_CN__delete0

3.3.2.8 Subset 8 - STD6

There was no further investigation with that subset as it is exactly the same data

subset as STD5, as the sums are equal for 40% and 50% for that particular case.

3.3.2.9 Subset 9 - SDK5 as ‘normal’ data set

As the last and third step one keeps x% of the genes with lowest standard deviation
over the (absolute) mean (variable name cn__sd_mean). In the default scenario
the variable is equal to 50% and produces finally the ‘normal’ data set with 1560

genes. One can see the histogram in Figure 3.8 with the red line equaling 1.500.
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Standard deviation over the mean of the Copy Number data
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Figure 3.8: Standard deviation over the (absolute) mean for Copy Number data

3.3.2.10 Subset 10 - SDK4

The blue line in Figure 3.8 indicates the value for cn__sd__mean = 0.4. This value
is equal to the standard deviation over the absolute mean of 1.332. This subset

contains 1248 genes.

3.3.2.11 Subset 11 - SDK6

In this subset 60% of the data with lowest standard deviation over the (absolute)
mean is kept. This is equal to a subset of 1872 genes and the line in Figure
3.8. The value is equal to 1.675.
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3.3.2.12 Subset 12 - SDK10

This special case is indicated with the line in Figure 3.8 to get this bigger
subset. One just deletes the highest 1% of the standard deviation above the

(absolute) mean, that is equal to 4.928. 3094 genes are in this case in the subset.

3.3.2.13 Subset 13 - Random

For this subset one just picks randomly 10% of the 18142 genes that is 1814 genes

and declares this as the new subset.

3.3.2.14 Summary of Copy Number data subsets

A summary of the CN data subset is Table 3.5.
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CHAPTER 4

Run iCluster

After creating all the data sets described in Chapter 3 one is able to use the
iCluster package in R. This chapter is structured as the following. First, iCluster
is introduced as a R package with all the possible settings of the package. After

this the settings used in the analysis are set.

4.1 iCluster as a R package

The software is publicly available within Bioconductor®. The additional R package
of Shen is also downloadableS. For this studies version 1.2.0 of iCluster and version
2.13.0 of R [24] is used. R was used within RStudio” with version 0.94.92.

Three major functions of iCluster are described in the next three subsections. The
first one is iCluster and that is used to compute the results, additional functions

are compute.pod and plotiCluster to compare and plot the results.

4.1.1 iCluster

Shen described this function in [27] as the following. ‘Given multiple genomic
data types (e.g., Copy Number, Gene Expression, DNA methylation) measured
in the same set of samples, iCluster fits a regularized latent variable model based
clustering that generates an integrated cluster assignment based on joint inference

across data types’. The function call has to look like that:

Shttp://www.r-project.org/
Shttp://cran.r-project.org/web/packages/iCluster/
"http://rstudio.org/
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i|fit <- iCluster (datasets, k, lambda, scalar = FALSE, max.
iter = 50, epsilon = 1e-3)

The arguments of the function are the following:

e datasets - m different data sets as samples X genomicfeatures matrices.
For example Copy Number, Gene Expression, DNA Methylation, .... Each

of the m matrices must contain the same samples.

e k - number of subtypes in the data

e lambda - a vector of length m for the penalty terms (Lasso)

e scalar - default is false, if it is true one assumes a scalar covariance matrix

e max.iter - maximum of iterations (Expectation-Maximization-Algorithm)

e epsilon - the convergence criterion (Expectation-Maximization-Algorithm)
Those elements are returned:

e expZ - relaxed cluster indicator matrix

o W - coefficient matrix

e clusters - a vector that shows to the samples’ cluster membership

e conv.rate - convergence history until convergence or max.iter

4.1.2 compute.pod

This is ‘a function to compute the proportion of deviation from the perfect block

diagonal matrix’ [27].

pod <- compute.pod(fit)

[

e fit - the result of the iCluster function in Section 4.1.1

One gets the following results

e pod - as described in Section 2.7 - the proportion of deviation from the

perfect block diagonal matrix
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4.1.3 plotiCluster

‘A function to generate cluster separability matrix plot’ as Shen assumes [27].

1|pod <- compute.pod(fit)

e fit - the iCluster object calculated in Section 4.1.1

e label - sample names

There are no returned values, but a plot of the clusters.

4.2 Selected settings

To find the best result with iCluster one has to run iCluster several times with
different values for the number of clusters k and different values for the threshold
for the penalty term A. This threshold parameter is a vector of length m, with
m representing the number of different data sets used for the analysis. In every
study in the paper Shen et al. [28] always used the same value for all m value of
A. For this reason the values for all A are the same.

The values ranged from A = 0.00 to A = 0.20 in steps of 0.01, such that in total
21 different vectors for lambda were calculated for each data set and for each k.
As there were just 37 samples in this study, each cluster should not become to small
and still contain enough samples. For this reason k was set to k = 2,3,4,5,6. Note
that £k = 5 and k£ = 6 are calculated, even if the average size of each cluster would
then just be 7.4 (6.167) samples and thus very small for survival analysis. The
calculations were performed to validate the iCluster method and to show how
iCluster works in general.

There are two more additional parameter settings within the iCluster package,
as one can see in Section 4.1.1. The convergence criterion epsilon remained as
default setting for all the analysis, such that epsilon = le — 3. The parameter
max.iter was set to max.iter = 100 instead of using the default value of 50 to
reach convergence more often, as the convergence rate is higher (for k£ = 4,5,6),

see results in Appendix A. Altogether the settings were the following:
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datasets
e 20110627 sd_ GE 13
e 20110627 sd_ GE_11
e 20110627 sd_ GE 15
e 20110627 _ME437
e 20110627 _ME637
e 20110627 MSVT
e 20110627 _MSV9
e 20110627 _STD4
e 20110627 _SDKA4
e 20110627 SDKG6
e 20110627 SDK10

e 20110707 Random
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lambda
e 0.00
e 0.01
°
e 0.20
max.iter
e 100
epsilon

o le-3



CHAPTER 5

Results of iCluster

As shown in the previous Section 4.2 iCluster was run with many different settings
for all the 11 (or 12 including the random subset) different data sets. To compare
the results for the different values of lambda POD (Proportion Of Deviance from
perfect block diagonal matrix) is used for each data set for each k. All the results
for POD, the convergence rate and the convergence number can be found in the

Appendix A.

5.1 Results for the data sets

Looking at all the different subsets for one specified number of clusters k it turns
out that there is a lambda for that the POD is small or even the smallest for all
data sets used in that analysis. In the data set sd_ GE_ 13 for £ = 4 one can see
in Figure 5.1 that for A = 0.13 POD has its minimum and the values are small
for neighboring thresholds (A = 0.14,0.15). Repeating the procedure for all the
data set demonstrates that this A = 0.13 is the best from all 21 possible \ for that
specific k.

After looking at all the different k& for all the data sets it turns out that there
are thresholds for which the POD is the best in the way of being small as well as
convergent in most of the cases. Sometimes it is not convergent for conv.number =
100, but if one looks at the conv.rate it turns out that these should be convergent
as well but did not reach the conv.rate yet. There is again an example in Figure
5.2, when the conv.rate = epsilon (R-package) = 1le—3 falls below the pre-definied
(see Section 4.2) threshold for a conv.number = 100 smaller than the pre-defiend

maximum steps. The epsilon is the default value, but the convergence number was
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POD for k = 4 for sd_GE_13
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Figure 5.1: POD for different A\ for £ = 4 within the sd_ GE 13 data set

set to a value double than the default value, as there is convergence for this data
sets between the pre-defined default value and the value chosen for this analysis.
The result of the clusters with the POD is then looking like Figure 5.3.

The best thresholds for the different possibilities for k are® for the different &

available in Figure 5.1.

Number of clusters & | best value for A
2 0.03
3 0.20
4 0.13
5 0.05

Table 5.1: Best clusters for different &

8\ = 0.00 occurs more often as best POD for k = 3, but A = 0.20 occurs more often as one of
the smallest POD
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Convergence rate for k = 4 for sd_GE_13
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Figure 5.2: Convergence rate A = 0.13 for k = 4 within the sd_ GE_ 13 data set

For these best clusters it is possible to compare the data sets with the samples. It
occurs that all the 11 data sets cluster the 37 samples in the same clusters. The
minimum similarity number is that 9 out of 11 data sets cluster one sample in a
particular cluster. This is a very good result as a lot of different data sets were
used to run the algorithm. This result can be found in the Appendix A.13 and
A.14 as well as an other comparison.

Cluster stability is also of interest to investigate: what happens when k goes from
k =2 to k = 3 for example. Results where samples randomly move between the

clusters are not useful regarding the clusters’ stability.
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K=4
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Figure 5.3: POD with Clusters for A = 0.13 and k& = 4 within the sd_ GE_ 13 data

set

5.2 Results of stability of k& different clusters

As mentioned in Section 2.8 it is of great interest to measure how the clustering
results behave if one is increasing the number of clusters from k = 2 to k = 3 for
a data set, for example. In this case the Wallace Index;q is the most appropriate
index to compare the cluster sets. In Table 5.2 numbers 1,2,3,4,5 stand for the
membership of one of the 37 samples to Cluster 1, Cluster 2, et cetera. The num-
bers of the clusters do not stand for anything particular and are not compulsory
the same numbers then in the R output. Those numbers where chosen to make

the understanding easier.
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The stability of the cluster(s) is (very) good as samples of one cluster do not move
to another cluster when number of clusters increases to £k = 3 from k = 2. Most
of the time by going to a higher k one cluster splits into two new clusters. Also
some of the samples of another cluster might join the new cluster.

In the following one can understand how the cluster(s) split into new cluster(s) and
how the samples behave in that particular case by going from ...to .... Statistical

tests for the quality can also be found on each page.
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No | Sample | k=2 | k=3 | k=4 | k=5 |
1 PD UI33A MFH2516 1| 3| 3] 3
P PD UI33A MFH633 2 | 3] 3| 3
3 PD UI33A MFH623 o | 1| 4] 5
4| PD HG U133A MFH660 | 1 | 1 | 1 | 5
5 | PD MXF815 HG-UI33A | 1 | 1 | 1 | 1
6 PD UI33A MFH632 2 | 3] 31| 3
7 PD U133A MFH659 o | 2| 4| 4
8 | PD MFH730 HG U133A | 2 | 2 | 2 | 2
9 | PD MXF871 HG-UI33A | 1 | 1 | 1 | 1
10 | PD MXF829 HG-UI33A | 2 | 2 | 4 | 4
11 | PD MXF830 HG-UI33A | 2 | 2 | 4 | 4
12| PD MXF832 HG-UI33A | 1 | 3 | 3 | 3
13 | PD MXF849 HCG-U133A | 1 | 1 | 1 | 1
14| PD MXF874 HG-U133A | 1 | 1 | 1 | 5
15| PD MXF875 HG-UI33A | 1 | 1 | 1 | 5
16 | PD MXF834 HG-UI33A | 1 | 1 | 1 | 5
17 | PD MXF835 HCG-UI33A | 2 | 2 | 4 | 4
18 | PD MXF836 HG-UI33A | 1 | 1 | 1 | 5
19 | PD MXF847 HCG-U133A | 1 | 1 | 1 | 1
20 | PD MXF848 HG-UI33A | 2 | 2 | 2 | 2
21 | PD MXF851 HG-U133A | 2 | 3 | 3 | 3
22 | PD MXF852 HG-UI33A | 1 | 1 | 1 | 1
93 | PD MXF855 HG-U133A | 1 | 1 | 1 | 1
24 | PD MXF856 HG-UI33A | 1 | 1 | 1 | 1
25 | PD MXF861 HG-UI33A | 1 | 1 | 1 | 1
2% | PD MXF863 HG-UI33A | 2 | 2 | 2 | 2
97 | PD pMFHS16 HG-U133A | 2 | 3 | 2 | 2
98 | PD_pMFHS70 HG-U133A | 2 | 3 | 3 | 3
29 | PD pMFHS72 HG-U133A | 2 | 2 | 2 | 2
30 | PD pMFHS76 HG-U133A | 2 | 3 | 3 | 3
31| PD pMFHS77 HG-U133A | 1 | 3 | 3 | 1
32 | PD pMFHS78 HG-U133A | 2 | 2 | 2 | 2
33 | PD pMFHS897 HG-U133A | 2 | 3 | 3 | 3
34 | PD pMFHS98 HG-U133A | 1 | 3 | 3 | 1
35 | PD MXF902 HG-UI33A | 1 | 1 | 4 | 5
36 | PD MXF916 HG-U133A 2| 1 | 1 | 1 | 5
37 | PD MXF917 HG-U133A | 2 | 3 | 3 | 3

Table 5.2: Sample cluster membership for different &
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5.2.1 Going from k=2 to k =3

Cluster No for £ = 2 | Cluster No for £k = 3 | Number | Action
1 1 15 Stay
1 3 4 New
2 1 1 Move
2 2 9 Stay
2 3 8 New
Action Number Amount
Stay 24 65 %
Move 1 3%
New 12 32 %

Table 5.3: Action of the samples for k = 2,3

Cluster 1 stays more or less together, but four samples (definied: S7) move to the

new Cluster 3 that is mostly created by samples from Cluster 2. One can say:

Cluster 1 stays, Cluster 2 splits into two clusters, the remaining Cluster 2 and

the new Cluster 3. There is also one sample, that is moving between the two old

clusters: it is moving from Cluster 2 to Cluster 1.
Wik = 2,]% = 3) =~ 0.79 shows statistically that the results for this analysis is

good though the new cluster is created not only from one of the old clusters that

would increase the index.
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5.2.2 Going from k=3 to k=14

Cluster No for £ = 3 | Cluster No for £k =4 | Number | Action
1 1 14 Stay
1 4 2 New
2 2 5t Stay
2 4 4 New
3 2 1 Move
3 3 11 Stay
Action Number Amount
Stay 30 81 %
Move 1 3%
New 6 16 %

Table 5.4: Action of the samples for k = 3,4

Samples from Cluster 1 stays together in the same cluster. Only two samples

(defined: S,), from original Cluster 1, create the new cluster, Cluster 4. One of

the two samples creating S3 was former sample S;. Cluster 3 also stays as it was

before, with only on sample moving to Cluster 2, what was one of the samples

that was previously in Cluster 2. Cluster 2 again splits into one cluster still named

Cluster 2 and one new cluster, Cluster 4.
The value of Wallace Index W I1o(k = 3,k = 4) ~ 0.93 indicates that only a couple

of samples move from/to their original clusters.

The wallace Index for k = 2, k = 4 is &~ 0.81 showing that the clustering is very

stable.
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5.2.3 Going from k=4to k=5

Cluster No for £ = 4 | Cluster No for k =5 | Number | Action
1 1 8 Stay
1 ) 6 New
2 2 6 Stay
3 1 2 Move
3 3 9 Stay
4 4 4 Stay
4 5 2 New
Action Number Amount
Stay 27 73 %
Move 2 5%
New 8 22 %

Table 5.5: Action of the samples for k = 4,5

Going from four to five clusters leads to splitting of Cluster 1 into Cluster 1 and

Cluster 5. There are two samples moving from Cluster 4 to the new cluster that

we observed as Sy before. There are no other samples joining the new cluster.

Cluster 2 stays exactly the same. Cluster 3 stays together for most of the samples,

but two samples move back to Cluster 1 where they came from as S; with four

samples. There is also no other movement from Cluster 4 to other clusters than

the movement to the new cluster already mentioned above.

As the new cluster is the result of another splitting and there are more or less

no samples moving between the clusters the value WIy(k = 4,k = 5) ~ 0.78 of
Wallace Index shows that as well. W1o(k = 3,12: = 5) = 0.84 is also a good result

if one is just interested in the index of increasing the clusters by two.
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5.2.4 Going from k=2to k=5

Cluster No for £ = 2 | Cluster No for £k =5 | Number | Action
1 1 10 Stay
1 3 2 New
1 5 7 New
2 2 6 Stay
2 3 7 New
2 4 4 New
2 ) 1 New
Action Number Amount
Stay 16 43 %
Move 0 0%
New 21 57 %

Table 5.6: Action of the samples for £ = 2,5

Altogether it is possible to say that Cluster 1 splits into Cluster 1 and Cluster 5
with only two samples going to Cluster 3. Cluster 2 splits into Cluster 2, Cluster 3
and Cluster 4 with only one sample going to Cluster 5. It is obvious that there is
little movement between the clusters, but it turns out that the clusters are staying
the same or creating new clusters as a subset of the old cluster. This is a good
result in the way of stable results all over the samples and all over all 11 different
data sets in this study.

The overall conclusion is that iCluster produces good stable results with the Wal-
lace Index WIo(k =2,k = 5) ~ 0.84.
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5.2.5 Overall stability

One can see in Figure 5.4 how clusters are formed from each other. Dotted lines
represent the movements between one cluster and another, while dashed lines stand
for samples going from cluster to a new cluster, but contain fewer samples then
the other samples creating this new cluster. A good overlook about the results
in the last pages is also possible by regarding Table 5.7. Another way to see this
splitting of the clusters can be found in Appendix A.15, A.16 and A.17.

Figure 5.4: Tree diagram for all clusters

Going from ...to ... | Wi(k, /::)
k=2/k=3 0.79
k=3/k=4 0.93
k=4/k=5 0.78
k=2/k=4 0.81
k=2/k=5 0.84
k=3/k=5 0.84

Table 5.7: Increasing the number of clusters k
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5.3 Clinical Analysis

As described in Section 2.9.1 it is important to perform survival analysis on ob-
tained clusters to see if the results are meaningful from medical /biological point
of view and to validate the quality of the clusters found with iCluster. Even the
most stable results would be useless if one does not get any results from the clinical
analysis.

For this data set there is survival data are available for 36 out of 37 samples used
for the analysis with iCluster. No data is available for one sample. Two different
types of survival analysis were carried out. The first one is DSS, a Disease-Specific
Survival that is looking for the percentage of people survived since the diagnosis.
The so called event that was regarded was death. Death from other causes was
not counted as an event in DSS. The other analysis that was possible is a Dis-
tant Recurrence-Free Survival (DRFS). This is a measure of whether people have
metastasis or not. So, if something is correlated with worse DRFS, that means
that it correlates with an increase in metastasis.

First, a survival analysis for all the samples together is done. After this the sur-
vival curves for each cluster are plotted with the Kaplan-Meier-Estimator. The
hypothesis if the survival curves are significantly different from each other are
tested with the Log-Rank-Test with a significance level of & = 0.05. A plot for the
overall analysis as well as survival curves for two and three clusters can be found
in Figure 5.5.

For all the 36 samples the times and events can be found in Table A.1. Figure 5.5
shows the output while Table 5.8 shows the results of the Log-Rank-Test with the
p-value. Note that the number of degrees of freedom is k£ — 1 for an analysis with
k different clusters. For the Disease-Specific Survival all p-values are significant
for a significance level of @ = 0.05. This shows that the survival curves behave
differently from each cluster comparing the survival curves. For k = 2 the Distant
Recurrence-Free Survival analysis is not significant. However for all other £ it is
also significant with this p-value cutoff. Note that for an increasing k less samples
are in each cluster and therefore the p-values have to be interpreted with caution.

More detailed information about the values can be found in the RData-File.
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Survival of DSS (disease—specific survival)
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Figure 5.5: Survival curves for DSS for the overall (clusterfree), two cluster and

three cluster case

DSS DRFS
Clusters k || Trgr | p-value | Trr | p-value
2 4.58 | 0.0325 || 3.12 | 0.0774
3 13.41 | 0.0012 || 6.90 | 0.0318
4 17.53 | 0.0005 | 8.18 | 0.0424
5 17.90 | 0.0013 | 10.64 | 0.0310

Table 5.8: Log-Rank-Test with p-values for all the clusters for both types of clinical

analysis
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5.4 Differentially expressed (DE) genes and the DAVID tool

Many different methods exist to identify differentially expressed genes in Gene
Expression data. The result is a list of genes that are significantly different be-
tween two conditions or tumor vs. mnormal or tumor subtypes. The gene list
can be used to run, for example the DAVID tool [15], [16] to find out the over-

represented /enriched genes/categories in a biological /medical way.

5.4.1 Differentially expressed genes

The goal is to find genes that behave different in two conditions. Two conditions
can be two clusters. The analysis was done with a standard limma procedure [38]
in R. There are 123 genes that are up-regulated and 265 genes that are down-
regulated for all the genes in the Gene Expression data by comparing samples for
two conditions. As condition one samples from Cluster 1 and as condition two
samples from Cluster 2 were used from the k£ = 2 cluster case.

One gets these genes by testing a null hypothesis that a gene is not differentially
expressed. As a result of that test one gets a p-value that is related to the false
positive rate (FPR). As there is more than one gene one has to do a multivariate
test. This is possible with the Benjamini and Hochberg FDR procedure [1].

The work to find these differentially expressed genes was mainly done for biologi-
cal/medical and not statistical background. It was included in this thesis because
one maybe study this topic further, in particular do enrichment analysis to find
over-represented gene categories. See the following Section 5.4.2 for more details

or do other biological analysis with the results.

5.4.2 DAVID tool

As described in Huang et. al [15], [16] the DAVID (Database for Annotation,
Visualization and Integrated Discovery) tool is a web program®. This tool helps
scientists to interpret their list of genes in a biological way. There are a lot of
interesting results with this data that one may want to check out by using the two
data files for the up- and down-regulated genes (provided in gene symbols) and

trying some of the many options in the DAVID tool.

9http://david.abcc.ncifcrf.gov/


http://david.abcc.ncifcrf.gov/

5.5 Accordance with other data 59

5.5 Accordance with other data

All methods with optimal parameters are useless if they get good and stable results
in one data set, even if there were a lot of different sub sets. To show that iCluster
provides good results with the methods and ways of data shrinkage explained
before, a test run with another data set was done. In this data set altogether
64 samples occur in both, Copy Number and Gene Expression data with 10602
probes (CN) and 22215 genes (GE). The format of the data is the same as well the
methods of creating subsets of the GE and CN data. Altogether iCluster was run
with 13 different subsets including one random subset. To get the clusters one was
looking at the POD again and then got the best clusters for different thresholds A
as well as different amount of clusters k. Again best clusters, that are convergent,
are found. It turned out that for an increasing k the cluster behavior was fine
until £ = 4. For k = 5 the results of all the different subsets as well as the cluster
membership was not straightforward anymore. Excluding this yields good results
that can also be found in RData-Files on the DVD C. In addition, the survival
analysis for this data returns significant p-values for the clusters when excluding
the case DRFS for £k = 2. In Table 5.12 one sees that 29 of the 37 samples of
the Sarcoma data also occur in other data set. For this 29 of the 64 samples are

comimon.

5.5.1 Comparison of the results for different it and different data sets

Table 5.9 shows the just introduced results and with it that they are fine for k = 2,
k = 3 and k = 4 but not for k = 5 as the value for the Wallace Index;, (see Section
2.8.2 for details) drops a lot underneath the value of 0.80.

The same occurs if one is looking at the p-values for the survival analysis of this
data:

As the tree diagram would not be readable for k& = 5 anymore it is only for
k = 2,3,4 in Figure 5.6. Note that cluster numbers C4, Cy, C3 and C4 do not fit
with the numbers of Table 5.12. The exact cluster membership of each sample can
be found on the DVD.



60 5 Results of iCluster

Going from ...to ... | Wij(k, l%)
k=2/k=3 0.80
k=3/k=4 0.89
k=4/k=5 0.34
k=2/k=4 0.83
k=2/k=5 0.61
k=3/k=5 0.42

Table 5.9: Increasing the number of clusters &

DSS DRFS

Clusters k || p-value || p-value
2 0.0097 || 0.9070

3 0.0041 || 0.0646

4 0.0034 || 0.0513

5 0.0342 || 0.2264

Table 5.10: p-values for all the clusters for both types of clinical analysis for the

new data

-

Figure 5.6: Tree diagram for all clusters
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5.5.2 Comparison of the results for both data sets

To compare the clustering results that are created with two different data sets one
should use the Rand Index 2.8.1 as it turned out that this index is the best one to
compare the results in an appropriate way, see Section 2.8.5 for more details. As
the results of the larger data set turned out to be not good for k = 5 they are not
included in the following Table 5.11.

Cluster k | RI(k)

k=2 0.76
k=3 0.82
k=4 0.89

Table 5.11: Comparison of the two data sources

All values of the Rand Index are high enough to say that the results are similar
in both approaches which demonstrates that results of iCluster are consistent and
stable. A little bit surprising is that the value increases as k increases but this can
be explained as for a smaller k£ some samples are not in the same cluster, as the
clusters are different because one time there were 37 and the other time 64 samples
in the data. This problem is getting smaller for an increased k as more clusters

are created and the missing 8 or 35 samples play a smaller role in the analysis.
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Sarcoma data 37 samples 64 samples

No Sample k=2 | k=3 | k=4 || k=2 | k=3 | k=4
1 PD_ U133A_ MFH2516 1 3 3 2 3 3
2 PD U133A MFH633 2 3 3 2 3 3
3 PD_U133A_ MFH623 2 1 4 2 2 4
4 PD_HG U133A_MFHG660 1 1 1 1 2 4
5 PD_MXF815 HG-U133A 1 1 1 1 1 1
6 PD_U133A__MFH632 2 3 3 2 3 3
7 PD_U133A__MFH659 2 2 4 2 2 2
8 PD_MFH730_ HG_U133A 2 2 2 2 2 2
9 PD_ MXF871 HG-U133A 1 1 1 1 1 1
10 PD_MXF829 HG-U133A 2 2 4 2 2 2
11 PD_MXF830 HG-U133A 2 2 4 2 2 2
12 PD_ MXF832 HG-U133A 1 3 3 2 3 3
13 PD_MXF849 HG-U133A 1 1 1 1 1 1
14 PD_MXF874 HG-U133A 1 1 1 1 1 1
15 PD_MXF875 HG-U133A 1 1 1 1 1 1
16 PD_MXF834 HG-U133A 1 1 1 1 1 1
17 | PD_MXF835 HG-U133A 2 2 4 2 2 4
18 PD MXF836 HG-U133A 1 1 1 1 1 1
19 PD_ MXF847 HG-U133A 1 1 1 1 1 1
20 PD_ MXF848 HG-U133A 2 2 2 1 2 2
21 PD_MXF851 HG-U133A 2 3 3 2 3 3
22 PD_ MXF852 HG-U133A 1 1 1 1 1 1
23 PD_ MXF855 HG-U133A 1 1 1 1 1 1
24 PD_MXF856 HG-U133A 1 1 1 1 1 1
25 PD_MXF861_ HG-U133A 1 1 1 2 1 1
26 PD_MXF863 HG-U133A 2 2 2 2 2 2
35 PD_MXF902 HG-U133A 1 1 4 1 2 4
36 | PD MXF916 HG-U133A 2 1 1 1 1 1 1
37 | PD_MXF917 HG-U133A 2 3 3 2 3 3

Table 5.12: Sample cluster membership for different & for both data sources
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Summary and Conclusion of iCluster

Why is one interested in clustering samples? This is not only a statistical problems,
it is also a medical issue as physicians are trying to identify similarities and subtle
differences in patient’s tumor samples in order to target specific therapies to groups
of patients, for example. Clustering basically means grouping together samples
that behave, in this analysis in a statistical way, similar to the other samples in the
same cluster. ‘Clustering is the most appropriate in typical clinical experiments’
as Wit and McClure show in [38]. It is important to look at the samples, even
if they come from the same phenotype as it is maybe possible through clustering
methods to find new, so far unknown, subtypes of cancer. How can one find out
that the samples are similar? Special clustering methods are the way to solve
this question. Within this thesis the method from Shen et al., iCluster [28], is
systematically studied and applied to an integrated data from Sarcoma patients.
A short summary of the previous chapters as well as possible further studies and

a conclusion is given in the following sections.

6.1 Summary of iCluster

Integrative clustering is an important topic as more and more genomic data sets of
different types are becoming available iCluster is a powerful method to deal with
multiple high-dimensional genomic data sets in cancer research at once. That
an integrative approach is more powerful than n stand-alone approaches with a
followed manual integration is obvious.

During the analyses in this thesis one was looking into the details of iCluster and
the methods behind the algorithm. Further indices as well as event analysis were

introduced. The main example was done with the Sarcoma data set that includes
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Gene Expression and Copy Number data. A lot of different subsets of the data
were created with a set of four different thresholds for different parameters. It
turned out that clusters, created by of all subsets, are equal for each k. Another
good way to show the stability of the clusters is to look at how the samples behave
if one increases the number of k£, what is measured with the Wallace Index. The
comparison with other data set, in that case with the Sarcoma data set for 64
samples, for the same k also shows good results with the Rand Index. After
showing all the methods and results in a statistical way it is also important to
look at the survival analysis. This analysis also gives significantly different survival
curves for most of the analysis of DSS and DRFS.

6.2 Further studies of iCluster

Further studies of the paper or of ongoing work with the existing methods are
possible and would increase the quality of the results. For example, by creating a
function or method that choses the best tuning parameter A on its own. This would
lead to less manual work as well as may be saving computational time depending
on how one is going to solve this problem. Closely related to this topic is the
calculation of the POD that should be used to get the best threshold(s). Another
important topic would be the whole analysis of the cluster membership, including
the Wallace Index, as wells as the clinical analysis that should be implemented
in the R package to give the analyst an easier way to use iCluster to solve the
problem. POD yields result in a statistical way, meanwhile the other measurements
provide an actual analysis of the real problems and answer biological and medical
questions. Another field of study would be the integration of all the data such
that one does not have to create subsets of the data manually. Depending on
their importance, genes should not be deleted and others integrated to in the
subset. It may be possible to integrate all the genes with a special weight function
that shrinks genes without any information towards zero and just uses the most

important ones.
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6.3 Conclusion of iCluster

As this analysis demonstrates iCluster provides stable results that satisfy statis-
tical criteria. In addition, an interesting from medical point of view insights is
obtained from survival analysis of the data. The methods used in statistical anal-
ysis included the comparison of different subsets of the data, different numbers
of clusters and also a comparison of the two main data sources. Some additional

measurements make iCluster a perfect tool as an integrative clustering method.
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Methods of GSS

The idea of the Gene Set Score (GSS) came up after looking at differentially
expressed (DE) genes (see Section 5.4.1) and the ACE (Analysis of Copy Number
Alterations by Expression data) score [14] of a given region of genes. One can say
that the GSS is something like a mixture of the two existing methods to deal with
data. GSS integrates two different data types (Gene Expression and Copy Number
data) and scores gene sets/pathways by taking into account events in both data
types. Both other methods just deal with one type of data at once. The ACE
uses Copy Number data of different genes connected by its loci. Meanwhile, Gene
Expression data is used for the DE analysis. The new GSS uses both data types
and it is open for further investigation concerning integration of the structure of
a region/pathway/gene set. First, one should understand the DE and ACE better
before looking at the GSS.

7.1 Analysis of gene sets

To identify gene sets, that are deregulated (activated, de-activated or differen-
tially regulated) between different conditions, phenotypes and specifically cancer
subtypes is a big challenge for genomics data analysis. The original idea was ad-
vanced by Bild and Febbo [2] and there are various approaches that do not take the
structure of the pathway into account (GSEA, GSA, IGA, SPIA) as well as there
are approaches that take the connections of genes in a pathway into account. The
Gene Set (Enrichment) Analysis that do not take structure into account, are ex-
plained in the following. In particular the GSA method that is further compared
with results of the GSS. We proceed by looking separately at Gene Expression
data.
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7.1.1 Individual Gene Analysis (IGA)

IGA as its name suggests performs analysis on the level of individual genes. In
this analysis the following null-hypothesis is tested to compare two conditions with

each other:

Hy: Gene i is not differentially expressed between condition 1 and condition 2

to compare two conditions with each other. Its simplest form is using a t-test to
calculate a p-value for each of the genes. The resulting p-values need some adjust-
ments for multiple hypothesis tests. The Bonferroni correction [3], [4] was used.
As genes are intrinsically or biologically organized in pathways, it is a disadvan-
tage of IGA that this analysis is just looking at each gene individually. Genes are
assumed to be independent while they are connected and strictly speaking are not

independent as well as different results occur if one uses different test statistics.

7.1.2 Gene Set Enrichment Analysis (GSEA)

GSEA is a method for comparing two conditions that uses gene sets instead of
looking at single genes and it was first introduced by Subramanian et al. [31]. ‘The
idea behind this method is that even if there is only a weak expression change in
the individual genes it can occur that in association with large gene sets there will
be a significant pattern. While the IGA method cannot discover this, the GSEA is
a powerful, analytical tool which gets its power by focusing on pathways’, as it is
written in the summary of Kiithnle and Pfundstein [20]. The GSEA compares two
conditions by first ordering all genes in a ranked list with absolute values due to
their differential expression between two conditions with a Signal2Noise-Statistic.
For a given pathway GSEA then calculates whether the genes of that pathway
are randomly distributed throughout this list or found at the top or bottom of
that list. For this one uses an Enrichment Score (ES) in the Gene Set Enrichment
Analysis. The ES shows how many genes in a given gene set are found at the
extreme values (bottom or top) of the ranked list. The correlation of the gene
expression with a certain phenotype or condition is also included in the score. To
identify significant pathways, one is doing a permutation test by permuting the

conditions many times.
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7.1.3 Gene Set Analysis (GSA)

Efron and Tibshirani [8] introduced GSA as an improvement of GESA [31]. One
advantage of GSA in dealing with the data is that it is implemented in R instead
of using special software for that so that analysts can easily continue working with
that. Another advantage, that is not needed in the analysis of GSS yet, is that one
is able to compare multiple phenotypes in one step instead of just comparing two
at a time. The biggest analytical advantage of the Gene Set Analysis is that GSA
uses the Maxmean-Statistic instead of the Signal2Noise-Statistic. In the paper
of Efron and Tibshirani [8] it was shown that this is often more powerful than
the statistic used in GSEA which is a modified Kolmogorov-Smirnov-Statistic.
GSA also includes the permutation of the genes and not only the permutation of

samples.

7.1.4 Signaling Pathway Impact Analysis (SPIA)

SPIA by Tarca et al [32] goes one step further than GSA and GSEA taking into ac-
count the structure of a pathway. The Signaling Pathway Impact Analysis requires
pathway representation as directed graphs, availability and accuracy of which, in
particular in cancer, is still an issue. SPIA calculates an Impact Factor for each
pathway as a sum of two terms. One of the terms uses the information from the
p-value from IGA in Section 7.1.1 with a variety of possibilities of how to use
it (maximal observed significant one, mean of all significant p-values, etc.). The
other term is a functional term that depends on the identity of the differentially

expressed genes from a gene set and the interactions described by that set of genes.

7.1.5 Choosing one method for comparison with the GSS

As the Gene Set Score that is being developed in this thesis is not yet dealing
with the structure of the pathways, it is therefore clear that one is not interested
in using SPIA. Using IGA does not make sense as this method is only looking
at single genes and not at pathways or gene sets. GSA contains all the features
of GSEA plus additional advantages that it uses more robust statistics and is
implemented in R. GSA is therefore the best choice for the analysis of pathways

or gene sets and the method that will be used for comparison to the GSS.
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7.2 ACE - Analysis of CNAs by Expression data

Alterations in Copy Number data (CNAs) are detected in a lot of human cancers
and therefore amplification/deletions in the genes are often mediators of malig-
nancy in the genomes. Various techniques are available to deal with these events.
Detection of CNAs from expression data is technically difficult as Hu et al. [14]
say in their paper because the ‘expression data reflect multiple layers of gene reg-
ulation beyond genomic alterations. They introduced the ACE, a computational
algorithm, to identify regions of gain and loss.

Before each step of the ACE is introduced in more detail it is useful to look at it

in an algorithm:

Algorithm 3: ACE Algorithm
Data: Copy Number data by expression data

Result: The goal is to define locations/regions of gain and loss
1 repeat
2 As the indicator of CNA likelihood one calculates the Neighboring Score
(NS) for each of the chromosomal locus (i)

3 The significance of the NS is estimated (ii)

4 Regions of loss and gain are defined (iii)

5 until it is done for all the genes

Now it is useful to look at the algorithm in more detail.
(i)
The Neighboring Score (NS) is calculated for each of the chromosomal locus. In
their paper Hu et al. [14] used paired t-statistics for ovarian cancer cell lines
as well as independent t-statistics for other data sets to calculate the Expression
Score (ES) for each gene. This is done by ‘the correlation of its expression with
the phenotypes in comparison’ [14]. An extension of this method is that one can
use other metrics than t-statistics to calculate the ES. For all j = 1,2,..., N
genes ordered by their physical position on genome one can define the NS at the
locus :

N

NS, = Zwﬁ- -ES; (7.1)

j=1

where weight wj; is the weight of gene j at locus ¢. It depends on the distance

between the two loci. Obviously the weight is getting weaker when the distance
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increases. The weight is calculated by using a Gaussian function:

W;j = C- exp (—0_1)2> : (7.2)

2.02

where c is a rescaling/nomalizing constant to get a NS, within the interval [—1, +1].
In the analysis of ACE the variation controls the weight decay rate. o was set to
values between 3 and 10 and a default of around 7. Hu et al. [14] claim that, as
written in the paper, similar values can be used in other studies. With the weight
function given by Equation 7.2 physically close genes have a big influence on the
NS compared to genes that are far away. Positive and negative values for the NS

are possible and stand for gain or loss.

(ii)

To calculate p-values and the significance of the NS various permutation schemes
can be used. For example, one can permute the gene positions and, if there are
enough samples available, the samples. This permutations are done 1000 times
and one can calculate the Neighboring Score for each permutation. Hu et al. [14]
then mention that ‘the p values of observed NS are then computed using the dis-
tribution of permuted NS and adjusted to false discovery rate (FDR) ¢ values by

the Benjamini-Hochberg procedure’.

(iii)
The final step is to define regions of gain or loss. If there are 20 or more continuous
NSs that are positive, and a ¢ < 0.01 (DFR), one speaks about a gain in the region.

For 20 ore more negative NS one speaks of a loss.
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Data preparation of GSS

To calculate the GSS and determine its significance the data has to be organized
such that the calculations are possible. Some preprocessing steps are needed and

are described in detail in the next sections.

8.1 Gene Expression and Copy Number data

The data is again a set of two data sets, one containing Gene Expression data and
one with Copy Number data. This set is publicly available in the internet!® and
it will be referred as the ‘Prostate Dataset’.

The raw data for Gene Expression (MSKCC_PCa_mRNA_ data) looks like the

following subset:

Genel D GeneSymbol PCA0001 PCA0002 PCA0003

1 A1BG 8.056938  7.955632  8.287924
9974  AICF 5.387556  5.573194  5.781781
54715 A2BP1 6.876291  6.614546  6.874874

This is a 3 x 3 subset out of a 26447 x 185 matrix. This means that there are 26447
genes/probes and 185 samples in the data set. The following subset (again a 3 x 3
matrix), is from the 18202 x 207 data matrix (MSKCC_PCa_RAE_ gene_calls)
of Copy Number data:

Onttp://cbio.mskcc.org/cancergenomics/prostate/data/
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Genel D GeneSymbol PCA0001 PCA0002 PCA0003

1 A1BG 0 0 0
9974  A1CF 0 0 0
54715 A2BP1 0 0 0

In this subset just zero entries occur. In the whole matrix the following five values

occur:
CN data parameter values = {—2,—1,0,+1,+2}

Comparing to Section 3.2.2 the values of the Copy Number are not continuos
within an interval [—1,+1] and are now discrete while the Gene Expression data

is continuous.

8.2 Similar samples and conditions

The next step is to extract similar samples profiled on both data sets as well as
organize them in one of the two conditions. It turned out that there are 133
samples which are in both data types. 128 out of the 133 had some information
about the condition. The two conditions are ‘PRIMARY’ and ‘MET’ which is also
provided. This data is for prostate tumors. ‘PRIMARY’ is for initial or primary
tumor and ‘MET” for metastasis. 109 samples have condition ‘PRIMARY” and the
other 19 ‘MET’. As the data set of Copy Number contained similar genes, these
double genes are deleted as entries are the same. This occurred for 23 genes, such
that 18179 genes are left. Altogether a vector with the conditions as well as the

following two matrices are used:
o A 128 x 26447 Gene Expression data matrix.

e A 128 x 18179 Copy Number data matrix.

8.3 Pathways as gene sets

Genes interact with each other on different levels. Interaction between genes are a
complex biological process. Such interactions or regulations between genes can be
viewed as being organized in different pathways. In other words groups of genes

perform a specific function in the cell or participate in the same biological process.
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Most of the genes are not just part of one pathway and some genes occur more than
once in a certain pathway. The exact structure of many pathways and interactions
within a pathway are not yet determined. For the GSS it is enough to consider
pathways as sets of genes. Altogether seven different pathway collections are used
for GSS. The first six of them can be found at the GSA website!! and the seventh
(KEGG) collection of pathways can also be found in the internet'?. In Table 8.1
one can have a look at the sources of the pathways.

The number of (unique) genes in each pathway varies. The mean (blue line) of
(unique) genes per pathway is around 46 genes while the median ( line) is
21 genes. The smallest pathway just included one gene and the largest pathway
included 2728 genes. Altogether there were 625 pathways with 10 and less (

line) genes and 124 pathways with more than 200 (red line) genes. The largest are
not displayed in Figure 8.1 as it would make the histogram not as good readable
as with excluding them. Note that later in the GSS just pathways with at least
10 genes in CN and GE data are included.

Hhttp://www-stat.stanford.edu/~tibs/GSA/
2http://www.genome. jp/kegg/
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Number | Short name Long name # pathways

1 arms Chromosome Arms from Stanford Microarray Database 46

2 cyto Cytobands from Stanford Microarray Database 797

3 proc Cellular processes gene sets from Stanford Microarray Database 24

4 sega Cancer module gene sets from Eran Segal’s lab 456

5 tile 5MbChromosomalTiles from Stanford Microarray Database 1192

6 tiss Tissues gene sets from Stanford Microarray Database 80

7 kegg KEGG: Kyoto Encyclopedia of Genes and Genomes 206
TOTAL All pathways together 2801

Table 8.1: Name of the pathways
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Figure 8.1: Histogram of the number of genes in each pathway



CHAPTER 9

Gene Score GS

In order to calculate the score for a gene set, a score for each gene in the set is
required. Since Gene Expression and Copy Number data are of different types
(one is discrete, the other one is continuous), the challenge is to combine two
scores into one. In this chapter, first the Gene Score for Gene Expression data
is explained (in Section 9.1) followed by the description of Gene Score for Copy
Number data (Section 9.2). Having computed the Gene Scores for single genes, it

is then possible to calculate Gene Score for a gene set.

9.1 Gene Score for Gene Expression data GSgg

To calculate the Gene Score for each gene it is first required to calculate the Fold

Change for each gene.

9.1.1 Fold Changes (FCs) of Gene Expression data

Various methods for identifying statistically significant differentially expressed
genes are shown in section 5.4.1. The methods yield p-values as a result of the
analysis of the difference of the two conditions. Another possibility is to look
at the Fold Changes of the genes rather than the p-values from the t-statistics,
mainly because the results are more reproducible as Witten and Tibshirani showed
[39]. The first attempt of creating a FC for GE data was done by Tusher et al.
[36]. They used the standard definition of a Fold Change that is calculated by the

following equation:

FC, =" (9.1)

7.

<
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Here 7; and ¥; represent the mean on raw expression level for gene ¢ in condition
one (Z;.) or condition two (7).

Another possibility to calculate the FC is the following method explained by Choe
et al. [5] and Guo et al. [11]:

FC; =T — Ui (9.2)

For the GSS the second method is used, because the Gene Expression data is on

log,-scale.

09.1.2 Gene Score

We would like the Gene Score for all genes in Gene Expression data to be within
the interval [0, 1]. The closer to 1 the GSg is the bigger the difference between the
Fold Changes for the two conditions. After calculating the FC it is now possible

to get the Gene Score. At least three possibilities can be considered:

First possibility:
For gene ¢, one gets the Gene Score for Gene Expression data as the ratio be-
tween the absolute Fold Change value of that gene divided by the maximum of all

absolute Fold Change values across all genes.

GSen(i) = majzb(i(bi(ii)C)) (9:3)

For the Prostate Dataset the mean of the GS of GE data is around 0.0418.

Second possibility:

As a second method one can think of setting a threshold to get rid of large out-
liers. All absolute FC values larger than the pre-defined threshold are set to the
threshold value. For our data, as we consider some large data sets with many
thousands genes (e.g. 20000 genes) it does not matter if fold changes are outliers,
as they do not change the mean that much. However, if this happens one should
definitely use a threshold. After that the Gene Score for each gene is calculated
as in Equation 9.3. Results of both methods do not vary much as in the test data
set enough genes were included. Method one is more conservative and is therefore

chosen in this study.
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Third possibility:
Another way is to order the values of the absolute values of the FC and then

calculate the score using the rank:

rank(abs(FC;)) — 1
#genes — 1

GSep(i) = (9.4)

This Gene Score for Gene Expression data is also within the interval [0, 1]. As one
can see the mean of this score is always 0.5. The results in the simulation were
not as good as for the first two possibilities. Therefore, one should not use this
score for the Gene Set Score.

There are also other methods for calculating a Gene Score that one can think
about. Those can be subject of further studies.

An event for a gene in Gene Expression level occurs if its Gene Score is larger than

the mean of all Gene Scores for all the genes.

9.2 Gene Score for Copy Number data GS¢y

Unlike the Gene Score for Gene Expression data the Gene Score for Copy Number
data is more difficult. The values of CN data are mapped from continuous log,
ratios to constant values between 0 and +1 [33] and being discretized. An event
represent an amplification or a deletion and is often set to values < —0.9 (defined
as s) for deletion and > +0.9 (defined as t) for amplification. Let us assume that
the two conditions in that example are 0 and 1 defined as ¢y and ¢;. Then, the
following four parameters can be defined for each gene i as the number of samples
that have one condition larger than the threshold divided by the number of samples

of that condition:

#(coN't)
a= e (9.5)
b #(coNs)
#¢o
. #H(cpNt)
#a
#(e1 N s)
T

As one can see it is required to look at various steps to find the most common
event, as long as this event does not occur in the other condition as well. This
threshold is pre-defined to 0.3 and it can also be changed. This threshold of 30%



79

9.2 Gene Score for Copy Number data GScy
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is set, because it makes no sense to define an event if it occurs in more than 30% of
the other condition as well. In other words, an event is declared in ¢; if it occurs in
at least 30% of samples in this condition but in less than 30% in another condition
plus some more strict additional checks.

The Copy Number Gene Score in that data set, by comparing ¢y with ¢;, has a
mean of 0.1941. It is also possible to compare ¢; with ¢y where different results
are the output, but are similar as one can see in Section 10.3.

The Gene Score for Copy Number data, GScy, is defined as:

GSen(i) = maz(a,d) (9.6)
fora>0b,¢c<0.3-c;and a>c. Andfora <b,d<0.3-c; and b > d:

GSen(i) = maz(b, c) (9.7)

otherwise

GSen(i) =0 (9.8)

9.3 Gene Score for a Gene Set

In the previous sections the Gene Score was introduced for one gene only. Normally
one is not interested in the behavior of a single gene but in the behavior of a set
of genes. Gene Sets are usually biological pathways that include various number
of genes. The detailed structure of the pathways is not yet included in the GSS
but is a possible topic for further studies. This could add more information for a
pathway. For all it is important to determine a Gene Score for a gene set (for a
given pathway) for Copy Number and Gene Expression data:

The Copy Number Score (CNS) and the Gene Expression Score (GES) is the
sum of all available Genes Scores for data divided by the number of genes that
are present in both GE and CN data, and their corresponding scores are in the
interval [0,1]. For a given pathway j with ¢ = 1,... n genes the scores can be
defined as follows:

For the Gene Expression Score for a pathway j

. > GSer(i)
GES(7) == 9.9
b) i1 lasgp (>0 6-9)

and for the Copy Number Score for a pathway j.

. > GSen(i)
CNS(j) = = 9.10
U) Yici laseniy=0 (9.10)
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For the overall analysis of the data set one uses all the pathways as described from
Section 8.3 and calculates the GES and CNS.

The threshold of 10 genes is not a fixed threshold and thresholds of 20, or 40 genes
are used in the analysis as well. But the threshold should be at least 10 genes
because otherwise one or two genes that have a large Gene Score can substantially
affect the GES and/or CNS.

The subject of the next chapter is how the Gene Set Score is used for identifying
deregulated pathways.



CHAPTER 10

Null hypothesis and results of combining two data types

Before the null hypothesis for the behavior of gene sets/pathways is formulated it
is necessary to determine what one understands as an event in GE and CN data

regarding the Gene Expression Score and the Copy Number Score.

10.1 Events in CNS and GES

There are several ways to determine an event that occurs/is observed /measured
in both data types. One can say that an event occurs if the score is larger than

the mean score for all genes. The following two definitions are the result of it.

10.1.1 Gene Expression Event (GEE)

A Gene Expression Event (GEE) occurs if the Gene Expression Score (GES) for
a given gene set/pathway j is larger than the mean (on expression level) of the

GSgg for all N genes.

yes GES(j) >+ YN, GSar(i)
no GES(j) < % YN, GScp(i)

GEE = (10.1)

10.1.2 Copy Number Event (CNE)

There is an event in Copy Number data (CNE) if the Copy Number Score (CNS)
for a pathway/gene set j is larger than the mean of the GScy of all M genes, that

does not compulsory have to be the same number of genes as for GEE.
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(10.2)

10.2 Null Hypothesis H|

If one is working with pathways different analyses are possible. There are (at least)

four different ways on how the analysis can be done:
1. Working with Gene Expression data.
2. Working with Gene Expression data including structure.
3. Working with Gene Expression data and Copy Number data.

4. Working with Gene Expression data and Copy Number data including struc-

ture.

A lot of research is done for the first method including GSEA [31], GSA [8], SPIA
[32]. For the second method also various work was done including the work of
Kiihnle and Pfundstein [20] as well as these methods are described in Section 7.1.
Here the GSS is computed using the third method as not much work has so far been
done on integrating GE and CN data. We formulate the null hypothesis as one of
the most important questions in analyzing high-throuhput data sets/pathways in

cancer and other complex diseases is to identify de-regulated gene sets/pathways.

Hoi

(1) Ho: Pathways/Gene sets that have at least one CNE are as likely to have a
GEE as all other gene sets.

(2) Hy: The relationships of genes in the pathways do not change between two

conditions (or phenotypes).
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10.3 Results of combining CNS and GES

To test the null hypothesis

Hy: Pathways/Gene sets that have a CNE are as likely to have a GEE as all

other gene sets.

one can proceed as follows:

Out of 2801 pathways from Section 8.3, 1902 have at least 10 genes in both of
the data types (GE and CN) available to calculate the CNS and GES. As one can
see in Section 8.2 it is possible to compare ‘PRIMARY’ with ‘MET’ as well as
‘MET’ with ‘PRIMARY". As it turns out that the rates for a CNE accompanied
by a GEE are similar (both ratios are equal to 0.74) it is not necessary to check
out the different ways each time. The results are shown in Table 10.1 for all the
pathways (PWs).

There is more than one possibility to calculate the Gene Score for GE data and
therefore the ratios are also calculated with the ‘Interval Method” with Equation
9.4. The total ratios (0.60, 0.67) are still better than a random picking, but not
as good as the other ones. The exact results are available in Appendix B.1. The
next step is to come up with a score and show whether the pathways with a Copy
Number Event and a Gene Expression Event are significant different to other
pathways. For this one introduces the Gene Set Score for a given pathway and

compares this GSS with a GSS for a random set of genes.
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CHAPTER 11

Gene Set Score (GSS)

11.1 Gene Set Score

In the last chapters the CNS and GES were introduced and the results presented.
This chapter is combining these two scores into one score. The name for this
combined score is Gene Set Score (GSS). For this score various possibilities are
worth thinking about as this is a novel score and the best one was chosen.

In the GSS it should play a role how the CNS behaves compared to a random CNS
as well as how the GES behaves compared to a random GES. Therefore, ratios
of the CNS against a random set are used as well as ratios of the GES against a
random set. The random sets are equal to the mean over all genes by the Gene
Score of GE or CN times the number of genes within the regarded pathway. The
final GSS comes up with a product of two ratios including indicator functions of
each ratio. Using a sum instead of the product also provides nearly the same results
as including indicator functions, but using indicator functions slightly increases the
quality of the results and is therefore also included. The indicator function is not
just included because of getting better results. It is included, because it shows
that there is a Copy Number Event accompanied by a Gene Expression Event
which one was investigating in the previous sections. Because comparing ‘MET’
with ‘PRIMARY’ and vice versa is the same one just focuses in on one direction
for the GSS. So the total Gene Set Score for a given pathway/gene set j with n
genes is the following as there are i = 1,..., N genes in Gene Expression data and

t=1,..., M genes in Copy Number data:
CNS(j) GES(j)
g 2 GSen(i n- YN, GSapl(i)

Yy z

GSS(j) = () Loa(z) (101)
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11.2 GSS Random

As the sample size is often not big enough for a randomization one just focuses on
the randomization of the genes. A combined randomization of genes and samples
would also be possible. For the random Gene Set Score G'SSgrandom(j) for a path-
way j with n genes one samples randomly picks n genes from the available data

set of all genes K = 1000 times and calculates the G'S'Srandom(x)(j) each time:

GSSR&ndom(j) - (GSSRandom(l) (])7 ) GSSRandom(lOOO) (]))T (112>

The GSSRrandom(k)(J) is calculated with the same equation as the ‘normal” GSS.
With that vector of GSSgandom(7) it is then possible to calculate significant path-

ways.

11.3 Significant different pathways with the GSS

As a reminder the null hypothesis one wants to test is:

Hy: The relationships of genes in the pathways do not change between two

conditions (or phenotypes).

To calculate the p-values from the test of the null hypothesis it is required to
calculate a random Gene Set Score as well. These p-values result from those
pathways which have a CNS and GES which are both larger than for a random
pathway, because indicator functions are added. The result of this is only pathways
that have a Copy Number Event and a Gene Expression Event that are maybe
significant.

The p-values are calculated as in the following equation for one pathway j:

K
Zk:l [GSSRandom(k) (J)>GSS(])
K
As one can see the p-value is the fraction of the random GSS of all permutations

p —value(j) = (11.3)

being larger than the GSS and the number of permutations.

Different thresholds for the p-values are possible by comparing those gene sets/
pathways with the pathways which are differently expressed with GSA. Therefore
three different thresholds for the p-values are included in the results in Table 11.1.

This analysis is done with pathways with at least 10 genes. As it is also interesting
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how the results change if one is looking at pathways that are larger, Table B.2 and
Table B.3 in the appendix show how the results look for pathways with at least
20 or 40 genes.

The ratio of significant pathways of GSS (see the definition above) is increasing
if the p-values are getting larger which is no surprise. With a significance level of
0.05 already 74% of the pathways are significantly different than random pathways
if they have a CNE and a GEE. By increasing this level to a threshold of 0.10 87%
of all pathways with a Copy Number Event accompanied by a Gene Expression
Event are significant.

Increasing the minimum number of genes in the pathways also increases the signif-
icance rate. This may be the result of the increased power of the GSS could also
be the result of the decreasing affect of the randomization. The randomization,
as a reminder, randomly picks as many genes as in the pathway to compare with.
The smaller the pathway the larger the possible affect of one gene (or more genes)
affecting the GSS distinctly. This can be shown as the affect getting smaller if the
p-value is getting larger. This needs some further analysis with other data sets.
Including a parameter which adjusts the number of genes within the randomiza-
tion is a possibility to handle this. For the different results one can compare Table
11.1 to Tables B.2 and B.3 in the appendix.
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39

# (CNE || # PW | Ratio || # PW | Ratio || # PW | Ratio

Name N GEE) p < 0.01 p < 0.05 p < 0.10
arms 16 16 1.00 16 1.00 16 1.00
cyto 135 61 0.45 100 0.74 124 0.92
proc 14 11 0.79 12 0.86 12 0.86
sega 190 110 0.58 147 0.77 169 0.89
tile 302 157 0.52 224 0.74 259 0.86
tiss 47 29 0.62 39 0.83 44 0.94
kegg 68 12 0.18 33 0.49 49 0.72
TOTAL 772 396 0.51 571 0.74 673 0.87

Table 11.1: Significant pathways for different thresholds for the p-value with at

least 10 genes per pathway



CHAPTER 12

Comparing the Gene Set Score with the Gene Set Analysis

12.1 Introduction

A comparison of significant pathways of the GSS with the significant pathways
found by the GSA is an important step to validate the results and show the quality
of the Gene Set Score. As introduced in Section 7.1.3 GSA is an important and
well known method to detect significantly different pathways. The goal is that the
novel Gene Set Score detects most of the significant pathways that are detected by
the Gene Set Analysis plus additional pathways that GSA does not detect. There
are two thresholds, one is the p-value of GSS and one is the p-value of GSA, that
one has to set to a value before the analysis to get a ratio of how many significant
pathways of the GSA method are also found with the GSS method.

12.2 Results

The p-value of the GSA was set to 0.01 as this yields to the most significant
pathways that are found with GSA. The smaller the p-value for GSS the less
accordance of pathways found with both methods. Though this effect is not that
large and even for a p-value of 0.01 for the GSS there is still a ratio of 0.66 of
detected pathways by the GSS of the significant pathways of the GSA. For a p-
value of 0.10 this ratio increases to 74%. Increasing the numbers of genes for a
pathway increases the ratio most of the time but less pathways fulfill the selection
as the number of pathways is getting lower by increasing the minimum number of
genes in each pathway. Results with a p-value of 0.01 for GSA and 10 genes can
be found in Table 12.1. The results of 20 or 40 genes can be found in the appendix
in Tables B.4 and B.5.
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# PW # PW | Ratio | # PW | Ratio || # PW | Ratio

Name || pgsa < 0.01 pass < 0.01 pass < 0.05 pass < 0.10

arms 0 0 - 0 - 0 -

cyto 6 3 0.50 3 0.50 4 0.67
proc 3 3 1.00 3 1.00 3 1.00
sega 33 24 0.73 25 0.76 25 0.76
tile 16 8 0.50 9 0.56 10 0.62
tiss D 4 0.80 4 0.80 4 0.80
kegg 5 3 0.60 3 0.60 4 0.80
TOTAL 68 45 0.66 47 0.69 50 0.74

Table 12.1: Detected significant pathways of the GSA (pgsa < 0.01) by significant
GSS with at least 10 genes

In Tables B.6 and B.7 in the appendix one can also compare the results with
results of a Gene Set Score with a significance level of 0.05 or 0.10. The ratios are
lower than the ratios for a significance level of 0.01 what shows that GSS detects
primarily pathways that are highly significant with the Gene Set Analysis and does
not focus at the low significant pathways plus additional other pathways that one
does not get by using the GSA.

It is also interesting to see that there are zero significant pathways with the Gene
Set Analysis for the ‘arms’ pathways. Looking at this source shows that these
pathways contain couple of hundreds up to some thousands (!) of genes. For some
reason GSA does not detect those large pathways as significant.

Depending on the thresholds for the p-value and minimum number of genes the
Gene Set Score detects up to 81% of the pathways that the Gene Set Analysis also
detect. As the primary version with a p-values of 0.01 for the GSA and a p-value
of 0.10 for the GSS with a minimum of 10 genes per pathway still finds 74% of the
pathways and shows that the GSS is a good method using two data types to find
differentially expressed pathways.
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12.3 Further studies

As mentioned above further studies should include a parameter that is dealing with
the influence of the randomization. The randomization, as far as the results seem
to indicate and one thinks about, plays a small role in the way that for pathways
with fewer genes one gets not as many significant pathways as for pathways with
more genes.

Another way to continue working on the Gene Set Score is to take the structure
of pathways into account. There are a lot of possibilities of how one may add
this into the Gene Set Score. It should obviously just be included if the power is
increased, such that the ratio of detected significant pathways of the GSA by the
GSS is increased.

Comparing the GSS with the ACE it is not necessary to deal with neighboring
genes to calculate a gene score based on the neighboring genes. But this idea can
be somehow also implemented in the way of how pathways interact with each other
as far as data is available for this.

Not available data for a gene is maybe also not treated in a way of how it should
be treated and loss in the power is the result. If there is no data available for one
gene of a pathway in either the Gene Expression data, the Copy Number data or
in both of the data types one just ignores this gene for the Gene Set Score. In
the version of the Gene Scores for a gene set the sum of all available Gene Scores
divided by the number of available genes is calculated. But there is maybe a reason
why data is not available for some genes. This is particular a problem if the data

sets are not as big as the data sets used in this analysis.

12.4 Summary and Conclusion

The new developed Gene Set Score is a powerful score to detect most of the
already known pathways that are significantly different between two conditions or
phenotypes in the Gene Set Analysis as well as the GSS finds more pathways that
are not significant with GSA but with the GSS.

First one is looking at Copy Number data and whether there is an event for a
given gene set. If there is an event one checks if there is also an event in the Gene
Expression data. This accompanied event occurs in three quarters of the CNEs.
The results of both data types are then combined with the novel Gene Set Score.

With this score one is able to detect significantly different (between two conditions
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or phenotypes) pathways using two data types instead of just one as the Gene Set
Analysis does.

As a conclusion it is possible to say that looking at two data types at once to
solve the problem of finding significantly different pathways adds more information
about the data and therefore increases the power of the quality of these pathways.
This yields to detecting the most relevant pathways that are also found with just
one data type as well as additional pathways that are not detected as significantly

different with just one data type.



APPENDIX A

Results iCluster

A.1 POD, Conv.Rate and Conv.Nr

In this section, all the results for using iCluster with the Sarcoma data set including
37 samples are shown. Results include the POD, Conv.Rate and Conv.Nr for the

following subsets of the original data:
e sd GE 13
e sd GE 11
e sd GE_15
o ME437
e MEG37
e MSV7
e MSV9
e STD4
e SDK4
e SDKG6
e SDKI10

e Random
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With the represented results one is able to figure out which of the 21 lambda is the
best for each of the k = 2,...,6. Conv.Nr equal to 100 occurs, if the Conv.Rate
was above the pre-defined threshold. One should look at these specific plots to
figure out if it is still convergent or not (for another threshold or a larger Conv.Nr.).
NAs occur for the reason: ‘more cluster centers than distinct data points’. This is

an error from the R-package iCluster from Shen [27].
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20110627_sd_GE_13

POD lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.1023 0.149 0.1023 0 0.3682 0.3389 0.2337 0.2337 0.1928 0.1928 0.1928

k=3 0.1237 0.2611 0.1562 0.1575 0.1554 0.1528 0.1499 0.1464 0.143 0.1396 0.1363

k=4 0.1652 0.1705 0.1636 0.1838 0.1797 0.1781 0.1623 0.1614 0.1607 0.1606 0.161

k=5 0.1513 0.1639 0.1494 0.1413 0.1278 0.1264 0.1377 0.1378 0.1391 0.1397 0.1405

k=6 0.145 0.1495 0.142 0.1429 0.1482 0.1344 0.14 0.14 0.1401 0.1422 0.1419
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.1928 0.149 0.149 0.149 0.1023 0 0 0 0.149 0.149

k=3 0.1332 0.1311 0.1296 0.1286 0.128 0.1278 0.1275 0.1273 0.1136 0.1129

k=4 0.1617 0.1627 0.1335 0.1347 0.135 0.1505 0.1506 0.1504 0.1501 0.1464

k=5 0.1399 0.1414 0.142 0.1422 0.1406 0.1421 0.1405 0.1405 0.1404 0.1403

k=6 0.141 0.1396 0.1387 0.1383 0.1366 0.1361 0.1374 0.1355 0.1363 0.1384

Conv.Rate lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.0007 0.0008 0.0009 0.0009 0.001 0.001 0.0009 0.0009 0.0009 0.0008 0.001

k=3 0.0009 0.0009 0.001 0.001 0.0009 0.0009 0.0008 0.0009 0.0008 0.0009 0.0008

k=4 0.0008 0.0016 0.0034 0.0039 0.0009 0.0009 0.001 0.0008 0.0008 0.0008 0.0009

k=5 0.0018 0.0078 0.0109 0.1155 0.0462 0.0048 0.0344 0.0296 0.0914 0.0835 0.0151

k=6 0.0064 0.0085 0.0395 0.0445 0.0321 0.0117 0.0069 0.0077 0.0081 0.0119 0.0269

lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.0008 0.0008 0.0007 0.0008 0.001 0.001 0.001 0.001 0.0007 0.0008

k=3 0.0009 0.0008 0.0008 0.0008 0.001 0.0009 0.0009 0.0009 0.001 0.0267

k=4 0.0009 0.001 0.0009 0.0009 0.0009 0.0051 0.005 0.0034 0.0032 0.0474

k=5 0.064 0.0576 0.0349 0.0244 0.0232 0.0181 0.0138 0.0095 0.0079 0.0067

k=6 0.0386 0.02 0.0278 0.0053 0.0044 0.0051 0.0419 0.029 0.0351 0.0254

Conv.Nr  lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 21 31 78 47 45 45 45 42 38 35 31

k=3 71 73 70 66 50 42 39 38 38 39 40

k=4 33 100 100 100 87 66 57 52 50 50 49

k=5 100 100 100 100 100 100 100 100 100 100 100

k=6 100 100 100 100 100 100 100 100 100 100 100
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 30 29 30 30 33 47 38 76 26 27

k=3 39 39 39 39 38 42 57 77 100 100

k=4 50 51 53 55 74 100 100 100 100 100

k=5 100 100 100 100 100 100 100 100 100 100

k=6 100 100 100 100 100 100 100 100 100 100

Figure A.1: POD, Conv.Rate and Conv.Nr of sd_ GE_ 13
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20110627_sd_GE_15

POD lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10
k=2 0.0526 0 0.0526 0 0 0 0 0 0.2717 0.2337 0.1928
k=3 0.1192 0.1238 0.2043 0.145 0.1477 0.1462 0.1444 0.1424 0.1403 0.1382 0.1357
k=4 0.158 0.1642 0.1687 0.1472 0.1543 0.1793 0.1762 0.171 0.1698 0.1804 0.161
k=5 0.1383 0.1498 0.143 0.144 0.1391 0.1257 0.166 0.1395 0.1393 0.1392 0.139
k=6 0.1378 0.1384 0.1448 0.1373 0.1456 0.1433 0.1592 0.1388 0.1448 0.1452 0.1454

lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.1928 0.1928 0.1928 0.0526 0 0 0 0 0 NA

k=3 0.1332 0.1311 0.1294 0.128 0.1271 0.1263 0.1258 0.1256 0.1255 0.1257

k=4 0.159 0.1603 0.1582 0.1564 0.1551 0.1537 0.1524 0.1511 0.1497 0.1482

k=5 0.1401 0.1402 0.1406 0.1409 0.1413 0.1417 0.1419 0.142 0.1423 0.1407

k=6 0.1458 0.1462 0.1465 0.1468 0.147 0.1472 0.1473 0.1473 0.1472 0.1472
Conv.Rate lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10
k=2 0.0009 0.0007 1.00E-03 0.0009 0.0009 0.0009 0.0009 0.0009 0.001 0.0009 0.0008
k=3 0.0009 0.001 1.00E-03 0.0009 0.0009 0.0008 0.0008 0.001 0.001 0.0009 0.0008
k=4 0.0009 0.0009 9.00E-04 0.0009 0.001 0.0433 0.1214 0.2225 0.2761 0.0051 0.0242
k=5 0.0027 0.0132 9.00E-04 0.0024 0.0079 0.009 5.4591 0.0221 0.0195 0.0183 0.0212
k=6 0.0042 0.0017 1.00E-03 0.0009 0.0051 0.0062 6.1634 0.0427 0.0181 0.0073 0.0037

lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008 0.001 NA

k=3 0.0009 0.0008 0.0007 0.0009 0.0008 0.0009 0.0008 0.0009 0.0009 0.0008

k=4 0.0647 0.0162 0.0129 0.0134 0.0165 0.0234 0.0283 0.0325 0.034 0.0371

k=5 0.0254 0.0222 0.0168 0.0111 0.0078 0.0057 0.0044 0.0037 0.0032 0.0019

k=6 0.002 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.0009 0.0009

Conv.Nr  lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 19 25 35 58 53 77 94 96 83 70 57

k=3 58 43 75 70 53 43 37 32 30 29 29

k=4 30 81 85 81 54 100 100 100 100 100 100

k=5 100 100 99 100 100 100 100 100 100 100 100

k=6 100 100 82 95 100 100 100 100 100 100 100
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 50 48 60 44 36 32 29 27 27 NA

k=3 28 28 28 27 28 28 28 28 28 28

k=4 100 100 100 100 100 100 100 100 100 100

k=5 100 100 100 100 100 100 100 100 100 100

k=6 100 98 97 88 85 80 74 61 51 49

Figure A.3: POD, Conv.Rate and Conv.Nr of sd_ GE_ 15
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20110627_ME637

POD lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.1023 0.149 0.1023 0 0.3682 0.3389 0.2337 0.2337 0.1928 0.1928 0.1928

k=3 0.1138 0.2647 0.1546 0.1575 0.1554 0.1528 0.1499 0.1464 0.143 0.1396 0.1363

k=4 0.1661 0.1677 0.1631 0.1837 0.1797 0.1781 0.1623 0.1614 0.1607 0.1606 0.161

k=5 0.1519 0.1647 0.1505 0.1405 0.1277 0.1263 0.1377 0.1378 0.139 0.1398 0.1404

k=6 0.1459 0.152 0.1426 0.1436 0.1485 0.1345 0.14 0.14 0.1401 0.1422 0.1419
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.1928 0.149 0.149 0.149 0.1023 0 0 0 0.149 0.149

k=3 0.1332 0.1311 0.1296 0.1286 0.128 0.1278 0.1275 0.1273 0.1136 0.1129

k=4 0.1617 0.1627 0.1335 0.1347 0.135 0.1505 0.1506 0.1504 0.1501 0.1494

k=5 0.1399 0.1414 0.142 0.1422 0.1406 0.1421 0.1405 0.1405 0.1404 0.1403

k=6 0.1411 0.1397 0.1387 0.1383 0.1366 0.1361 0.1428 0.1356 0.1364 0.1384

Conv.Rate lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.0008 0.0009 0.001 0.0009 0.001 0.001 0.001 0.0009 0.0009 0.0008 0.001

k=3 0.0009 0.001 0.0009 0.001 0.0009 0.0009 0.0008 0.0009 0.0008 0.0009 0.0008

k=4 0.0009 0.0012 0.0028 0.0042 0.0009 0.001 0.001 0.0009 0.0008 0.0008 0.0009

k=5 0.0018 0.0075 0.0265 0.1118 0.0467 0.0057 0.0366 0.0193 0.0802 0.0927 0.0859

k=6 0.003 0.0063 0.0403 0.0446 0.0325 0.0096 0.0072 0.0078 0.0082 0.0119 0.0266
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.0008 0.0008 0.0007 0.0008 0.001 0.0008 0.0009 0.001 0.0008 0.0007

k=3 0.0009 0.0008 0.0008 0.0008 0.001 0.0009 0.0009 0.001 0.0011 0.0259

k=4 0.0009 0.001 0.0009 0.0009 0.001 0.005 0.0049 0.0033 0.0031 0.0105

k=5 0.0643 0.0564 0.0347 0.0244 0.023 0.0181 0.0139 0.0096 0.0079 0.0068

k=6 0.0386 0.0212 0.0294 0.0054 0.0044 0.0051 0.1139 0.031 0.0351 0.0254

Conv.Nr 1lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 21 31 73 47 45 45 45 42 38 35 31

k=3 75 70 74 66 50 42 39 38 38 39 40

k=4 33 100 100 100 87 66 57 52 50 50 49

k=5 100 100 100 100 100 100 100 100 100 100 100

k=6 100 100 100 100 100 100 100 100 100 100 100
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 30 29 30 30 33 49 57 76 26 27

k=3 39 39 39 39 38 42 57 70 100 100

k=4 50 51 53 55 82 100 100 100 100 100

k=5 100 100 100 100 100 100 100 100 100 100

k=6 100 100 100 100 100 100 100 100 100 100

Figure A.5: POD, Conv.Rate and Conv.Nr of ME637
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Figure A.7: POD, Conv.Rate and Conv.Nr of MSV9

g
~~
w0
= 20110627_MSV9
.C POD lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10
M k=2 0.1023 0.1023 0.1023 0 0.3682 0.3389 0.2337 0.2337 0.1928 0.1928 0.1928
= k=3 0.1011 0.2559 0.1427 0.1575 0.1554 0.1528 0.1499 0.1464 0.143 0.1396 0.1363
= k=4 0.1635 0.1774 0.1698 0.1839 0.1797 0.1781 0.1623 0.1614 0.1607 0.1606 0.161
% k=5 0.143 0.156 0.1434 0.1523 0.127 0.1252 0.1376 0.1382 0.1391 0.1396 0.1415
oy k=6 0.1452 0.1384 0.1421 0.1415 0.154 0.1465 0.1453 0.1399 0.1401 0.1422 0.1417
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20
A k=2 0.1928 0.149 0.149 0.149 0.1023 NA NA NA NA NA
k=3 0.1332 0.1311 0.1296 0.1286 0.128 0.1278 0.1275 0.1273 0.1136 0.1129
k=4 0.1617 0.1627 0.1335 0.1347 0.135 0.1504 0.1506 0.1503 0.1498 0.1453
k=5 0.1417 0.1406 0.1418 0.1422 0.1422 0.1421 0.1405 0.1405 0.1404 0.1403
k=6 0.1408 0.1393 0.1391 0.1383 0.1366 0.1361 0.1437 0.1372 0.1401 0.1376
Conv.Rate lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10
k=2 0.0008 0.0008 0.001 0.0009 0.0009 0.0009 0.0009 0.0009 0.0008 0.0008 0.0009
k=3 0.0009 0.0009 0.001 0.001 0.0009 0.0009 0.0008 0.0009 0.0008 0.0009 0.0008
k=4 0.0008 0.0473 0.0027 0.0036 0.0009 0.0009 0.0009 0.0008 0.0008 0.001 0.0009
k=5 0.0017 0.0572 0.3528 0.1216 0.0309 0.0009 0.0164 0.0598 0.0956 0.0622 0.0335
k=6 0.0028 0.001 0.0076 0.0368 0.0185 0.0176 4.8052 0.0089 0.0101 0.0139 0.0332
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20
k=2 0.0007 0.0009 0.0008 0.001 0.001 NA NA NA NA NA
k=3 0.0009 0.0008 0.0009 0.0009 0.0009 0.0009 0.0009 0.0009 0.0012 0.0431
k=4 0.0008 0.0009 0.0009 0.0009 0.001 0.0053 0.0053 0.0038 0.0058 0.8216
k=5 0.0276 0.1189 0.0417 0.0259 0.0303 0.0196 0.0138 0.0095 0.0079 0.0069
k=6 0.0373 0.0086 0.0187 0.0049 0.0042 0.0049 0.0697 0.0349 0.0285 0.1111
Conv.Nr  lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10
k=2 21 31 92 47 45 45 45 42 38 35 31
k=3 58 81 63 66 50 42 39 38 38 39 40
k=4 34 100 100 100 87 66 57 52 50 49 49
k=5 100 100 100 100 100 98 100 100 100 100 100
k=6 100 100 100 100 100 100 100 100 100 100 100
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20
k=2 30 29 30 30 44 NA NA NA NA NA
k=3 39 39 38 38 38 42 34 75 100 100
k=4 50 51 53 55 99 100 100 100 100 100
k=5 100 100 100 100 100 100 100 100 100 100
k=6 100 100 100 100 100 100 100 100 100 100
N
(]
—
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20110627_SDK4

POD lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.1928 0.3389 0.1023 0 0.3682 0.3389 0.2337 0.2337 0.1928 0.1928 0.1928

k=3 0.2263 0.2937 0.1514 0.1574 0.1554 0.1528 0.1499 0.1464 0.143 0.1396 0.1363

k=4 0.1614 0.1627 0.1627 0.1837 0.1797 0.1781 0.1623 0.1614 0.1607 0.1606 0.161

k=5 0.1616 0.173 0.1329 0.1376 0.1307 0.1374 0.138 0.1386 0.1389 0.1396 0.1416

k=6 0.1526 0.1552 0.1517 0.1503 0.1311 0.1344 0.14 0.14 0.1401 0.1422 0.142
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.1928 0.149 0.149 0.149 0.1023 0 0 0 0 0.149

k=3 0.1332 0.1311 0.1296 0.1286 0.128 0.1278 0.1275 0.1273 0.3024 0.1129

k=4 0.1617 0.1627 0.1335 0.1347 0.149 0.1505 0.1506 0.1504 0.1502 0.1504

k=5 0.1408 0.1413 0.142 0.1422 0.1406 0.1405 0.1405 0.1405 0.1404 0.1403

k=6 0.1413 0.1402 0.1385 0.1383 0.1366 0.1361 0.1427 0.1354 0.1356 0.1373

Conv.Rate lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.0007 0.0009 0.001 0.0009 0.0009 0.0009 0.0009 0.0009 0.0008 0.0008 0.001

k=3 0.0009 0.0009 0.0009 0.0009 0.0009 0.001 0.0009 0.0009 0.0009 0.001 0.0009

k=4 0.0009 0.0009 0.0011 0.0046 0.0009 0.0008 0.0009 0.001 0.0009 0.0009 0.001

k=5 0.0016 0.0075 0.0224 0.1001 0.0529 0.0285 0.0508 0.0448 0.082 0.065 0.0462

k=6 0.0032 0.0337 0.0435 0.0456 0.0053 0.0138 0.0049 0.007 0.0066 0.0106 0.0222
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.0007 0.0007 0.0008 0.0006 0.0006 0.0009 0.001 0.0009 0.0045 0.0007

k=3 0.0009 0.0009 0.0008 0.0008 0.0008 0.0008 0.0009 0.001 0.0008 0.0245

k=4 0.0009 0.0008 0.001 0.0008 0.0232 0.0049 0.0047 0.0031 0.003 0.0105

k=5 0.1154 0.066 0.036 0.0248 0.0236 0.0246 0.0141 0.0097 0.0081 0.0068

k=6 0.0398 0.0289 0.0408 0.0062 0.0048 0.0056 0.1347 0.0232 0.0303 0.0249

Conv.Nr 1lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 22 31 68 47 45 45 45 42 38 35 31

k=3 42 61 82 67 50 42 39 38 38 39 40

k=4 39 68 100 100 88 67 58 52 50 50 49

k=5 100 100 100 100 100 100 100 100 100 100 100

k=6 100 100 100 100 100 100 100 100 100 100 100
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 30 29 29 30 32 51 55 77 100 27

k=3 39 39 39 39 39 42 57 72 31 100

k=4 50 52 53 56 100 100 100 100 100 100

k=5 100 100 100 100 100 100 100 100 100 100

k=6 100 100 100 100 100 100 100 100 100 100

Figure A.9: POD, Conv.Rate and Conv.Nr of SDK4
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20110627_SDK10

POD lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 0.1023 0.149 0.0526 0.149 0.3389 0.3389 0.2337 0.2337 0.1928 0.1928 0.1928

k=3 0.1042 0.2093 0.1893 0.1379 0.1571 0.1528 0.1499 0.1464 0.143 0.1396 0.1363

k=4 0.1516 0.131 0.1544 0.1757 0.1818 0.1782 0.1623 0.1614 0.1607 0.1606 0.161

k=5 0.1446 0.1475 0.1485 0.1488 0.1271 0.1253 0.1378 0.1383 0.1391 0.1395 0.1415

k=6 0.1484 0.1536 0.1484 0.1587 0.1538 0.1466 0.1359 0.1399 0.1401 0.1421 0.1417
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.1928 0.149 0.149 0.149 0.1023 0.149 0.149 0.149 0.149 0

k=3 0.1332 0.1311 0.1296 0.1286 0.128 0.1278 0.1275 0.1273 0.1136 0.1129

k=4 0.1617 0.1627 0.1335 0.1347 0.1345 0.1358 0.1364 0.1302 0.1302 0.1523

k=5 0.1418 0.1411 0.142 0.1407 0.1406 0.1405 0.1275 0.1405 0.1404 0.1403

k=6 0.1409 0.1396 0.1387 0.1383 0.1366 0.1361 0.1356 0.1351 0.1347 0.1344

Conv.Rate lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 7.00E-04 0.0008 0.0009 0.0009 0.001 0.001 0.0008 0.001 0.0009 0.0009 0.001

k=3 1.00E-03 0.0009 0.001 0.0009 0.0008 0.0009 0.0007 0.0008 0.0008 0.0009 0.0008

k=4 9.00E-04 0.0009 0.002 0.0009 0.0009 0.0009 0.001 0.0008 0.0009 0.0008 0.0009

k=5 1.00E-03 0.0156 0.0026 0.1015 0.0406 0.0009 0.0537 0.0682 0.0897 0.0391 0.0268

k=6 1.00E-03 0.0011 0.007 0.2303 0.0177 0.0166 14.535 0.0137 0.0117 0.0146 0.034
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 0.0009 0.0007 0.0009 0.0008 0.0007 0.001 9.00E-04 0.0008 0.0007 0.2359

k=3 0.0009 0.0009 0.0009 0.0008 0.0008 0.0008 1.00E-03 0.0009 0.0037 0.0272

k=4 0.0009 0.0009 0.0009 0.001 0.001 0.0008 9.00E-04 0.0009 0.0254 0.0675

k=5 0.0488 0.0711 0.0332 0.0207 0.015 0.0079 9.00E-04 0.0052 0.004 0.0098

k=6 0.0383 0.0186 0.0321 0.0055 0.0037 0.0035 0.0042 0.0017 0.001 0.001

Conv.Nr 1lam=0.00 lam=0.01 lam=0.02 lam=0.03 lam=0.04 lam=0.05 lam=0.06 lam=0.07 lam=0.08 lam=0.09 lam=0.10

k=2 21 37 42 39 42 44 45 41 37 34 31

k=3 70 60 82 61 51 43 40 39 39 40 41

k=4 35 77 100 86 85 66 56 51 49 49 48

k=5 84 100 100 100 100 97 100 100 100 100 100

k=6 76 100 100 100 100 100 100 100 100 100 100
lam=0.11 lam=0.12 lam=0.13 lam=0.14 lam=0.15 lam=0.16 lam=0.17 lam=0.18 lam=0.19 lam=0.20

k=2 31 38 26 22 23 23 24 25 29 100

k=3 40 40 40 31 43 43 57 78 100 100

k=4 49 50 51 50 46 44 66 92 100 100

k=5 100 100 100 100 100 100 57 100 100 100

k=6 100 100 100 100 100 100 100 100 80 97

Figure A.11: POD, Conv.Rate and Conv.Nr of SDK10
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A.2 Clusters for different &£ and lambdas

In this section one the membership of all the samples in the different clusters
which one specified as best clusters before are shown. This is done for all the
12 (including the random subset) subsets of the Sarcoma data set. A sum of the
number how often that sample (in the 11 subsets) is within the main cluster is also
provided as well as the number of samples in each cluster. The going from ...to
...is also provided in a more detailed version in color. The event analysis data is

also shown for 36 samples, where data was available.
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A.2 Clusters for different k and lambdas
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k=2, lam=0.03
k=4, lam=0.13
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Figure A.16: Splitting of the clusters, part 2



113

A.2 Clusters for different k and lambdas
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Sample Follow up | Die/ Time to
No Name Years Censor || recur/Censor | DR
1 PD_U133A_ MFH2516 3.633 0 3.633 0
2 PD_U133A__MFH633 1.900 0 1.900 0
3 PD_U133A_MFH623 0.408 0 0.408 0
4 PD_HG_U133A_MFHG660 5.029 0 5.029 0
5 PD_MXF815 HG-U133A 4.331 0 4.331 0
6 PD U133A MFH632 1.311 1 0.244 1
7 PD_U133A__MFH659 3.953 0 3.953 0
8 PD_MFH730_HG_U133A 2.281 1 0.164 1
9 PD_MXF871_HG-U133A 1.257 0 0.526 1
10 | PD_MXF829 HG-U133A 4.619 0 4.619 0
11 PD_ MXF830 HG-U133A 4.474 0 4.474 0
12 | PD_MXF832_ HG-U133A 0.712 1 0.386 1
13 | PD_MXF849 HG-U133A 2.398 0 1.366 1
14 | PD_MXF874 HG-U133A 0.947 0 0.947 0
15 | PD_MXF875 HG-U133A 1.076 0 1.076 0
16 | PD_MXF834 HG-U133A 3.064 0 3.064 0
17 | PD_MXF835_ HG-U133A 1.224 0 1.224 0
18 | PD_MXF836_HG-U133A 3.466 0 3.466 0
19 | PD_MXF847 HG-U133A 2.319 0 2.319 0
20 | PD_MXF848 HG-U133A 2.428 0 2.428 0
21 PD_MXF851_ HG-U133A 2.426 1 0.621 1
22 PD_MXF852_ HG-U133A 2.396 0 2.396 0
23 | PD_MXF855_ HG-U133A 1.399 0 1.333 1
24 | PD_MXF856_HG-U133A 1.369 0 1.369 0
25 | PD_MXF861 HG-U133A 1.520 0 1.520 0
26 | PD_MXF863_ HG-U133A 1.328 0 1.328 0
27 | PD_pMFH816_HG-U133A 2.921 0 0.830 1
28 | PD_pMFH870_ HG-U133A 0.715 1 0.285 1
29 | PD_pMFH872_ HG-U133A 1.076 0 0.496 1
30 | PD_pMFH876_HG-U133A 0.947 0 0.947 0
31 | PD_pMFH877_HG-U133A 0.860 0 0.860 0
32 | PD_pMFH878 HG-U133A 1.117 0 1.117 0
33 | PD_pMFH897 HG-U133A 0.298 0 0.238 1
34 | PD_pMFH898 HG-U133A 0.487 0 0.487 0
35 | PD_MXF902 HG-U133A 2.686 0 2.686 0
36 | PD_MXF916_HG-U133A_2 1.281 0 0.331 1

Table A.1: Sample cluster membership for different &



APPENDIX B

Results GSS

In this chapter additional results of the Gene Set Score are provided. With the
Gene Set Score various possibilities are worth to think about. But some of them do
not provide as good results as others that were chosen as best and were represented

in the main chapters.
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‘PRIMARY”’ with ‘MET’

‘MET’ with ‘PRIMARY’

# PW # (CNE # (CNE

Name || # PW | >10 || # CNE | n GEE) | Ratio || # CNE | N GEE) | Ratio
arms 46 39 18 10 0.56 14 7 0.50
cyto 797 399 211 115 0.55 115 72 0.63
proc 24 23 16 13 0.81 12 10 0.83
sega 456 406 225 162 0.72 180 144 0.80
tile 1192 820 438 232 0.53 251 148 0.59
tiss 80 73 50 34 0.68 43 30 0.70
kegg 206 142 92 64 0.70 o8 43 0.74
TOTAL || 2801 1902 1050 630 0.60 673 454 0.67

Table B.1: Ratio of a CNE is accompanied by a GEE with the ‘Interval Method’
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# (CNE || # PW | Ratio | # PW | Ratio || # PW | Ratio

Name N GEE) p < 0.01 p < 0.05 p < 0.10
arms 16 16 1.00 16 1.00 16 1.00
cyto 63 28 0.44 46 0.73 60 0.95
proc 14 11 0.79 12 0.86 12 0.86
sega 145 93 0.64 115 0.79 132 0.91
tile 129 58 0.45 99 0.77 117 0.91
tiss 41 28 0.68 35 0.85 39 0.95
kegg 38 9 0.24 22 0.58 30 0.79
TOTAL 446 243 0.54 345 0.77 406 0.91

Table B.2: Significant pathways for different thresholds for the p-value with at
least 20 genes per pathway

# (CNE || # PW | Ratio || # PW | Ratio || # PW | Ratio

Name N GEE) p < 0.01 p < 0.05 p < 0.10
arms 16 16 1.00 16 1.00 16 1.00
cyto 14 7 0.50 10 0.71 13 0.93
proc 10 9 0.90 10 1.00 10 1.00
sega 105 72 0.69 87 0.83 97 0.92
tile 21 10 0.48 17 0.81 19 0.90
tiss 30 22 0.73 27 0.90 29 0.97
kegg 15 5 0.33 9 0.60 12 0.80
TOTAL 211 141 0.67 176 0.83 196 0.93

Table B.3: Significant pathways for different thresholds for the p-value with at
least 40 genes per pathway
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# PW # PW | Ratio || # PW | Ratio || # PW | Ratio

Name || pasa < 0.01 Pass < 0.01 Pass < 0.05 Pass < 0.10

arms 0 0 - 0 - 0 -

cyto 3 1 0.33 1 0.33 2 0.67
proc 3 3 1.00 3 1.00 3 1.00
sega 30 22 0.73 23 0.77 23 0.77
tile 0.00 0.33 0.33
tiss 1.00 1.00 1.00
kegg 0.20 0.60 0.80
TOTAL 51 31 0.61 36 0.71 38 0.75

Table B.4: Detected significant pathways of the GSA (pgsa < 0.01) by significant

GSS with at least 20 genes

# PW # PW | Ratio || # PW | Ratio || # PW | Ratio
Name Pasa < 0.01 pass < 0.01 pass < 0.05 pass < 0.10
arms 0 0 - 0 - 0 -
cyto 0 0 - 0 - 0 -
proc 2 2 1.00 2 1.00 2 1.00
sega 19 15 0.79 15 0.79 15 0.79
tile 3 0 0.00 1 0.33 2 0.67
tiss 1 1 1.00 1 1.00 1 1.00
kegg 1 1 1.00 1 1.00 1 1.00
TOTAL 26 19 0.73 20 0.77 21 0.81

Table B.5: Detected significant pathways of the GSA (pgsa < 0.01) by significant
GSS with at least 40 genes
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# PW # PW | Ratio || # PW | Ratio || # PW | Ratio

Name || pasa < 0.05 pass < 0.01 Pass < 0.05 pass < 0.10

arms 0 0 - 0 - 0 -

cyto 35 11 0.31 14 0.40 16 0.46
proc 5 4 0.80 4 0.80 4 0.80
sega 57 34 0.60 37 0.65 37 0.65
tile 101 39 0.39 48 0.48 55 0.54
tiss 10 9 0.90 9 0.90 9 0.90
kegg 13 5 0.38 6 0.46 7 0.54
TOTAL 221 102 0.46 118 0.53 128 0.58

Table B.6: Detected significant pathways of the GSA (pgsa < 0.05) by significant
GSS with at least 10 genes

# PW # PW | Ratio || # PW | Ratio || # PW | Ratio

Name || pgsa < 0.10 pass < 0.01 Pass < 0.05 pass < 0.10
arms 1 0 0.00 0 0.00 0 0.00
cyto 81 25 0.31 40 0.49 43 0.53
proc 8 5 0.63 D 0.63 ) 0.63
sega 7 44 0.57 48 0.62 48 0.62
tile 183 71 0.39 88 0.48 97 0.53
tiss 12 11 0.92 11 0.92 11 0.92
kegg 22 8 0.36 13 0.59 14 0.64
TOTAL 384 164 0.43 205 0.53 218 0.57

Table B.7: Detected significant pathways of the GSA (pgsa < 0.10) by significant

GSS with at least 10 genes



APPENDIX C

DVD Content

A digital version of this thesis, all the program code (R-Files) and most of the
workspace files (RData-Files), the original data files (txt-Files and xls-Files), var-
ious plots (PDF-Files) as well as most of the cited papers are attached in a DVD.
For iCluster there are always two folders including both Sarcoma data set (37 or
64 samples). As the case with 64 was done after the other one the R-Code is better

commented.
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