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Abstract

Im vergangenen Jahr wurden Resampling-Methoden auf ihre Modellstabilitét iiber Re-
sampling-basierte Variablenselektion untersucht. Aufgrund der Tatsache, dass in diesem
Zusammenhang der Bezug zu moglichen AusreiBern fehlte, soll diese Bachelorarbeit un-
tersuchen, inwiefern sich das Ergebnis durch die Prisenz von Ausreiflern veridndert. Diese
Arbeit befasst sich unter anderem mit der Aufgabe modifizierte Datensiitze zu gener-
ieren, die dem realen Datensatz dhneln, aber Ausrei3er fiir verschiedene Szenarien enthal-
ten. Durch Simulation haben die modifizierten Datensitze sowie der original Datensatz
eine Resampling-basierte Variablenselektion durchlaufen, die zwischen den Resampling-
Methoden Bootstrap und Subsampling differenziert. Dabei handelt es sich, um eine Riick-
wartsselektion mittels B/C' in einem multiplen linearen Regressionsmodell. Mit Beendi-
gung der Simulation wurde der Gini-purity und die relativen Inklusions-Héufigkeiten der
Variablen fiir jeden Datensatz berechnet. Diese Ergebnisse wurden schlieBlich hergenom-
men, um den Einfluss der Ausreifler zu untersuchen und Informationen iiber die Modell-
stabilitit zu erhalten, insbesondere im Bezug zu den Resampling-Methoden. Diese Anal-
ysen liefern teils iiberraschende Ergebnisse. Die Annahme, dass sich die Ausreifler neg-
ativ auf die Modellstabilitit mittels Bootstrap-Verfahren auswirken wiirden, konnte nicht
bestitigt werden. Die Ausreiler tragen entscheidend zu der Stabilitdt der Modellselektion
bei. Insbesondere bewirken sie, dass andere Variablen ins Modell selektiert werden, als

es beim original Datensatz der Fall ist.
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1. Einleitung

Bei Datenerhebungen kommt es in vielen Féllen vor, dass sich unter den Beobachtun-
gen auffillig kleine bzw. gro3e Werte befinden. Insbesondere wenn diese als unrealistisch
empfunden werden, werden sie hiufig aus dem Datensatz entfernt. Denn sie wiirden auf-
grund ihrer hohen Auswirkung die Richtigkeit der Daten in Frage stellen. Solche Werte
werden in der Statistik als Ausreiffer bezeichnet, wenngleich eine prizise Definition des
Begriffs nicht existiert. (Fahrmeir, Kneib & Lang, 2009, S. 173)

In der vorliegenden Arbeit sind Datensitze durch Simulation fiir unterschiedliche Sze-
narien generiert worden. Ausgehend von einem realen Teildatensatz wurden je Szenario
zufdllig Beobachtungen ausgewihlt, die durch berrechnete Ausreifler-Werte ersetzt wor-
den sind. Das bedeutet, dass absichtlich Ausreif3er-Werte in unterschiedlichsten Stidrken
und Mengen in die Variablen eingefiigt worden sind und dass dadurch viele unterschied-
liche modifizierte Datensitze entstanden sind. Damit schlielich eine Aussage iiber den
Einfluss von Ausreiflern auf Resampling-basierte Variablenselektion bei multipler Re-
gression getroffen werden konnte, sollten die modifizierte Datensitze den gleichen Pro-
zess durchlaufen wie der original Datensatz. Auf diese Weise konnten die Ergebnisse des
urspriinglichen Datensatzes mit denen der modifizierten Datensitze verglichen werden

und der Einfluss der Ausreif3er veranschaulicht werden.

Diese Bachelorarbeit baut auf den Forschungen von De Bin, Janitza, Sauerbrei und Bou-
lesteix (2014) auf. Die Forschungen dienten der Untersuchung der beiden Resampling-
Methoden Bootstrap und Subsampling auf Resampling-basierte Variablenselektion bei
multivariabler Regression. Fiir diese Analyse wurde unter anderem derselbe Datensatz
hergenommen, auf den sich auch meine Arbeit bezieht (De Bin et al., 2014, S. 4).

Zum einen wurde die relative Inklusions-Hiaufigkeit der Variablen untersucht, die nach
Resampling-basierter Variablenselektion je Resampling-Methode berrechnet wurde. Dar-
aus wurden sowohl Schliisse beziiglich der Modellstabilitit, als auch iiber die Bedeutung
der Variablen im Modell gezogen (De Bin et al., 2014, S. 1).

Zum anderen konnten die Ergebnisse dieser Analyse auch durch die Untersuchung des
AUC bestitigt werden (De Bin et al 2014, S. 23). Aus den Ergebnissen dieser Simulati-
onsstudie kam unter anderem hervor, dass die definierten Storvariablen eine verhaltnisma-

Big hohe relative Inklusions-Hiufigkeit bei dem Bootstrap-Verfahren hatten, wihrend bei



1. Einleitung

der Subsampling-Methode bessere Modelle ausgewihlt wurden, dadurch dass hiufiger
die relevanten Variablen selektiert wurden (De Bin et al., 2014, S. 23). In dem Zusam-
menhang der Analysen von |De Bin et al.| (2014) erwies sich die Subsampling-Methode
vorteilhafter als die Bootstrap-Methode (De Bin et al., 2014, S. 1).

Das Ziel meiner Bachelorarbeit ist es zum einen den Einfluss von AusreiBern auf die Sta-
bilitdt der Modellselektion zu quantifizieren und zum anderen zu untersuchen inwiefern
sich die Ausreifer auf die Ergebnisse der Bootstrap-Methode und die der Subsampling-
Methode auswirken werden. Die Kriterien anhand dessen die Ergebnisse der Resampling-
basierten Variablenselektion hinsichtlich der Auswirkungen der Ausreifer auf die Modell-
stabilitét verglichen worden sind, sind wiederum die relativen Inklusions-Héufigkeiten der

Variablen und auBerdem der Gini-purity.

Im folgenden Kapitel wird kurz auf die urspriinglichen Daten der empirischen Studie
eingegangen. Die darauffolgenden drei Kapitel sollen die wesentlichen Eigenschaften der
multiplen Regression, der Resampling-Methoden und den Prozess der Variablenselekek-
tion erldutern. AnschlieBend wird in Kapitel [6] erkldrt wie die modifizierten Datensitze
erzeugt wurden. Dies beinhaltet die Generierung der Ausreifler und die Unterscheidung
der Szenarien. Das Kapitel [/| beschiftigt sich mit der Definition der Vergleichskriteri-
en. Insbesondere soll gekldrt werden wie die Ergebnisse entstanden sind, die schlieB3-
lich in Kapitel [§] veranschaulicht werden und zum Vergleich der Methoden beziiglich
der Auswirkung der Ausreifler dienen. Das Kapitel [§] ist wesentlicher Hauptteil meiner
Arbeit und umfasst den Einfluss von Ausreiflern fiir unterschiedliche Szenarien auf die
Modellstabilitit der Resampling-Methoden, die nach dem Gini-purity und den relativen
Inklusions-Héaufigkeiten beurteilt werden. Zum Schluss wird iiber die erhaltenen Ergeb-
nisse disskutiert und es werden alternativen Vorgeschlagen die eventuell zu anderen bzw.

eindeutigeren Ergebnissen gefiihrt hitten.



2. Original Datensatz

Die behandelten Daten basieren auf einer empirischen Studie von [horst et al.| (2004)). Ur-
spriinglich diente die Studie dazu mittel- und langfristige Auswirkungen des Ozons auf
die Lungenfunktion von Schulkindern zu untersuchen (De Bin et al., 2014, S. 4). Unte-
randerem auf das Atemvolumen, dass nach maximaler Einatmung eines Kindes forciert
ausgeatmet wurde, die sogenannte forcierte Vitalkapazitit (FVC) (Kellner, 2009). Im Fol-
genden wird ein Teildatensatz “forced vital capacity in autumn 1997 dieser empirischen
Studie behandelt, der deutlich weniger Kinder einbezieht (De Bin et al., 2014, S. 4).

Explizit wurden fiir diesen original Datensatz Ozon 496 Schulkinder einbezogen. Auf3er
den gemessenen Werten des gesundheitlichen Zustandes wurden auch spezifische Merk-
male der Kinder erhoben, wie Alter und Geschlecht. Insgesamt enthélt der Datensatz fiir
25 Merkmale n = 496 Beobachtungen. Diese Merkmale sind in der Tabelle [2| dargestellt.
Die Bedeutung dieser Variablen ist fiir die folgenden Untersuchungen unrelevant. Die 25
Merkmale setzen sich aus einer Zielvariablen Y und den p = 24 erklidrenden Variablen

zusammen.

In den Forschungsberichten von De Bin et al. (2014) wurden die Variablen SEX, FL-
GROSS und FLGEW, aufgrund ihrers starken Effekts, als Core-Variablen definiert (De
Bin et al., 2014} S. 12). Alle anderen Kovariablen wurden daher in dieser Arbeit als Non-
Core-Variablen bezeichnet.



2. Original Datensatz

Typ Variable Skalierung
Response Y FFVC metrisch
SEX bindr
Core-Variablen FLGROSS metrisch
FLGEW metrisch
Non-Core-Variablen ALTER metrisch
AGEBGEW  metrisch
FNOH24 metrisch
FO3H24 metrisch
FTEH24 metrisch
ADHEU metrisch

HOCHOZON  binir
AMATOP binir
AVATOP bindr
ADEKZ bindr
ARAUCH binir
FSNIGHT binir

FMILB bindr
FTIER binir
FPOLL bindr
FLTOTMED  binir
FSPT binidr
FSATEM bindr
FSAUGE bindr
FSPFEI bindr

FSHLAUF binar

Tabelle 2.1.: Variablen des original Datensatzes Ozon



3. Multiple lineare Regression

Bei dieser empirischen Studie handelt es sich um eine multiple lineare Regression. Die
einfache lineare Regression gilt als Spezialfall der multiplen Regression. Im Gegensatz
zum linearen Regressionsmodell tragen bei der multiplen Regression mehrere Einfluss-
groBen X1, ..., X, zur Erklirung des Response Y bei. Eine multiple lineare Regression
kann angewendet werden, falls: (Vgl.:|GroB, 2010, S. 205)

e bei p Kovariablen X1,..., X, und einem metrischen Response Y’

n Beobachtungstupel (z;1,...,2:p,yi), i = 1,...,n gegeben sind,
o fiir £ Regressionskoeffizienten n > £ gilt und

e jede Variable X sich nicht als Linearkomination anderer Variablen im Modell bil-

den lésst.

Wobei z;; die Beobachtungen der Kovariablen X;, 7 =1,...,p (Vgl.: GroB, 2010, S. 205)
und y; die Beobachtungen des Response Y sind (Vgl.: Grol3, 2010, S. 191).

3.1. Definition

Das multiple lineare Regressionsmodell ist, mit oben genannten Annahmen, gegeben
durch: (Vgl.: Fahrmeir et al., 2009, S. 24)

yi=Po+Pizii+...+ Bpzip+e€i, i=1,...,n.

Die Fehlerterme €1, ..., €, sind dabei unabhingig und identisch verteilt mit £ (¢;) = 0 und
Var (02) = 0 (Vgl.: [Fahrmeir et al., 2009, S.21). Die abhingigen Variablen sind bei ge-
gebenen Kovariablenwerten unter der Normalverteilungsannahme (bedingt) unabhéngig
und normalverteilt: (Vgl.: Fahrmeir et al., 2009, S. 24f.)

yi~ N (pi,0?)
dabei ist
pi=E i) =0+ bz +...+Bpxip, i=1,...n.



3. Multiple lineare Regression

Bei einem multiplen linearen Regressionsmodell mit Intercept ist die Anzahl der Regres-
sionskoeffizienten k = p+ 1 und es gilt: (Vgl.: GroB, 2010, S. 206)

0 1 x T Po
1 1 - 1
B 7 B1
n I zp1 oo Ty
w X ——
B

mit bekannter Modellmatrix X der Dimension (n X k) und unbekanntem Vektor [ der

Dimension (k x 1).

3.2. Modell des original Datensatzes

Das multiple lineare Regressionsmodell kann fiir den original Datensatz Ozon mit p = 24
Kovariablen X7,..., X24 und einem metrischen Response Y angewendet werden, da die

in Kapitel |3{ genannten Annahmen wie folgt erfiillt sind:
e n = 496 Beobachtungstupel (z;1,...,%24,i), ¢ = 1,...,496 sind gegeben,
o fiir £ = 25 Regressionskoeffizienten gilt 496 =n > k = 25 und

e keine der Kovariablen X;, j = 1,...,24 ldsst sich als Linearkomination anderer
Variablen im Modell bilden.

Damit Iésst sich das volle multiple lineare Regressionsmodell des original Datensatzes
durch: (Vgl.: Fahrmeir et al., 2009, S. 24)

y; = Bo+ Brxin+ ...+ Bpriza+ € 1=1,...,496 ,

erkliren.



4. Resampling-Methoden

Bei empirischen Studien werden Resampling-Methoden zur Untersuchung von statisti-
schen Daten immer héufiger herangezogen. Vor allem iiber die letzten Jahre haben sie
gegeniiber Standardverfahren an Durchsetzungskraft gewonnen. Wihrend klassische Ver-
fahren theoretische Annahmen fordern, wie die Normalverteilungsannahme, kénnen Re-
sampling-Methoden ohne grof8en Analyse- und Modellierungsaufwand zur Untersuchung
von komplexen, trunkierten oder abhéngigen Datensitzen herangezogen werden. (Albers,
Klapper, Konradt, Walter & Wolf, 2009, S. 521)

Sogar bei unkomplizierten statistischen Problemen resultieren in vielen Fillen mittels
Resampling-Methoden prizisere Ergebnisse. Wie der Begriff Resampling schon deuten
lasst, beruhen statistische Schlussfolgerungen solcher Methoden auf wiederholten Stich-
probenziehungen der analysierten Daten und deren empirischen Verteilungsmerkmalen,
die bei der Analyse herausgekommen sind. (Albers et al., 2009, S. 521)

In den folgenden Unterkapiteln sollen die Grundideen zweier Resampling-Methoden, die
bei der behandelten empirischen Studie angewandt wurden, vermittelt werden. Die daraus

resultierenden Ergebnisse werden in Kapitel [§] verglichen und diskutiert.

4.1. Bootstrap

Das wohl wichtigste und flexibelste Resampling-Verfahren (Albers et al., 2009, S. 522)
ist der von [Efron (1979) eingefiihrte und in Zusammenarbeit von Efron und Tibshirani
(1993)) weiterentwickelte Bootstrap (Albers et al., 2009, S. 527).

Aus der Sage des Baron von Miinchhausen, der sich an den eigenen Haaren aus dem
Sumpf gezogen haben soll, siche Abbildung oder wie es im Englischen formuliert
wird, an der eigenen Stiefelschlaufe (engl.: Bootstrap), ist sowohl der Begriff als auch der
Prozess auf die Statistik abgeleitet worden. Im Grunde bedeutet Bootstrap, das wiederhol-
te Zufallsziehen mit Zuriicklegen aus einer Stichprobe, sodass mehrere neue Stichproben
erzeugt werden, die den gleichen Stichprobenumfang wie die Originalstichprobe haben.
(Albers et al., 2009, S. 527)



4. Resampling-Methoden

Abbildung 4.1.: Baron von Miinchhausen mit Pferd im Sumpf (iHosemannI, |1807—1875[)

Aus dem Paper von De Bin et al.| (2014) ist bereits bekannt, dass es sich bei dieser em-
pirischen Studie um einen nichtparametrischen Bootstrap handelt (De Bin et al., 2014,
S. 8f.). Insbesondere unterscheidet sich dieses Verfahren vom parametrischen Bootstrap

dadurch, dass sich die erzeugten Pseudo-Stichproben aus den Komponenten der Original-
stichprobe ergeben (Wittmann, 2010, S. 58).

Das nichtparametrische Bootstrap-Verfahren wurde wie im Folgenden erldutert in dieser
Studie verwendet:

Aus einer Menge von ¢ = {1,...,n} Beobachtungen wurde n-mal mit Zuriicklegen gezo-
gen, dadurch wurde eine Pseudo-Stichprobe vom Umfang n generiert, die sich aus den
gezogenen Beobachtungen fiir jede der p Einflussgrolen zusammensetzt. Dieser neu ge-
wonnene Datensatz wurde fiir die Variablenselektion verwendet. Anschlieend wurde die-
ses Verfahren B-mal wiederholt, wodurch sich fiir einen Datensatz 5 Pseudo-Stichproben

generierten.

Das bedeutet, dass einige Beobachtungswerte aus dem original Datensatz in einer Pseudo-
Stichprobe mehrfach vorkommen konnten und folglich andere Beobachtungswerte aus
der original Stichprobe ausgeschlossen werden wiirden. In einer Bootstrap-Stichprobe

sind im Mittel 0, 632n voneinander verschiedene Beobachtungen enthalten.

(De Bin et al., 2014, S. 8)

Durch die Méglichkeit von wiederholten Beobachtungen konnten beim nichtparametri-
schen Bootstrap inkonsistente Schitzer hervorgehen (Albers et al.l 2009, S. 534). Dies

stellt einen Nachteil fiir den Bootstrap dar und zieht andere Resampling-Methoden in

Betracht. Eine wichtige Alternative ist die im folgenden Kapitel geschilderte Subsamp-

ling-Methode (De Bin et al., 2014, S. 9).




4. Resampling-Methoden

4.2. Subsampling

Subsampling, oder auch delete-d jackknife genannt, wurde erstmals von ‘Wu| (1986) ein-
gefiihrt und hat sich durch seine asymptotische Konsistenz gegeniiber dem Bootstrap be-
wiesen (De Bin et al., 2014, S. 9).

Im Gegensatz zum Bootstrap wird beim Subsampling m-mal ohne Zuriicklegen aus ei-
ner Originalstichprobe vom Umfang n gezogen, wobei m < n gilt. Dadurch wird eine
Pseudo-Stichprobe generiert, die einen kleineren Stichprobenumfang hat und deren Be-
obachtungen einmalig sind. Fiir diese Studie wurde m gleich der durchschnitllichen An-
zahl der einmaligen Beobachtungen im Bootstrap gewihlt, d.h.: m = |0,632n, sodass
sich ein Vergleich der beiden Resampling-Methoden machen lésst.

(De Bin et al., 2014, S. 9)

Die Eigenschaften, der in diesem Kapitel vorgestellten Resampling-Methoden, spielten
eine wichtige Rolle bei der Simulationsstudie. Im folgenden Kapitel soll der Umgang der

Resampling-Methoden in dieser empirischen Studie erldutert werden, insbesondere im
Kapitel [5.3]



5. Variablenselektion

Je weniger Parameter ein Modell besitzt, desto geringere Standardfehler haben ihre Ko-
effizientenschitzer. Viele Parameter in einem Modell fithren zu einem breiten Prognose-
intervall (Schlittgen, 2013, S. 40). Eines der wichtigsten Anwendungsbereiche der Re-
gressionsanalyse ist die Variablenselektion. Ihre Aufgabe ist es aus einer Menge p von
moglichen EinflussgroBen X7, ..., X, herauszufinden, ob eine geringe Anzahl an Kova-
riablen geniigen wiirde, um die Zielvariable Y zu erkldren (Pruschal, 2006, S. 119). Koef-
fizientenschitzer ermoglichen bereits eine grobe Einschidtzung iiber den Einflussgrad der
Kovariablen auf den Response. Bei groBem Absolutbetrag der Koeffizienten kann man
einen groBen Einfluss der Kovariablen erwarten, sofern ihre Zielvariablen auf der glei-
chen Skala gemessen wurden. Es bieten sich fiir die Art und Weise der Variablenselektion
mehrere Moglichkeiten an. (Schlittgen, 2013, S. 40)

Bei dieser Arbeit wurde eine Riickwdrts-Selektion mittels des Modellbewertungskriteri-
ums des BIC durchgefiihrt. In den folgenden Unterkapiteln wird dieser Prozess beschrie-

ben.

5.1. Ruckwarts-Selektion

Die Riickwirts-Selektion, bekannter unter dem englischen Begriff backward selection, hat
gewisse Vorziige im Vergleich zu anderen Selektionsverfahren, welche in Mantel (1970)

genauer untersucht wurden (De Bin et al.,[2014, S. 7).

In einem Anfangsschritt wird mit dem vollen Modell gestartet. Sukzessive wird diejenige
Kovariable aus dem Modell eliminiert, die gemd Modellwahlkriterium zum schlechtes-
ten Wert fiihrt (Fahrmeir et al., 2009, S. 164). Die aus dem Modell entfernte Variable
sollte diejenige sein, die am wenigsten fiir die Erkldrung des Response Y beigetragen
hitte. Dieser Schritt wird wiederholt bis keine Verbesserung mehr moglich ist. Das heifit,
dass es bei einer weiteren Reduktion zu viel Informationsverlust bedeuten wiirde. Damit
ist die Riickwirts-Selektion beendet. (Vgl.: Schneider, Hommel & Blettner, S. 780)

10



5. Variablenselektion

5.2. BIC

Der BIC, die Abkiirzung fiir das Bayesianische Informationskriterium, stellt ein wichti-
ges Modellwahlkriterium dar, welches fiir diese Studie hergenommen wurde. Weiterhin
sei n die Anzahl der Beobachtungen und %k die Anzahl der Parameter, so wird dieses
Informationskriterium definiert durch: (Vgl.:|Unkel, 2013, S. 22)

BIC = —2-1(0)+k-log(n) ,

wobei § € R* ein k-dimensionaler Parametervektor ist, mit Log-Likelihood 1(¢) und
Maximum-Likelihood-Schitzer 6. Bei der Modellwahl ist dasjenige Modell zu wihlen,
dass die grofite Posteriori-Wahrscheinlichkeit besitzt. Das entspricht dem Modell, bei wel-
chem der kleinste BIC-Wert berechnet wurde. (Fahrmeir et al., 2009, S. 489)

Bei dieser Studie wurde die Riickwérts-Selektion mittels BIC' durchgefiihrt. Das bedeu-
tet, dass mit dem vollen Modell gestartet wurde und der BI1C' bei jedem Schritt, d.h.: nach
jeder Reduktion einer Kovariablen, berrechnet wurde. Dasjenige Modell mit dem kleins-
ten BIC-Wert wurde ausgewéhlt.

Diese Variablenselektion wurde auf Resampling-Stichproben laufen gelassen. Dieser Pro-
zess sowie die weitere Vorgehensweise nach Erhalt des geeignetsten Modells soll im Fol-

genden veranschaulicht werden.

5.3. Resampling-basierte Variablenselektion

Bei dieser weiterfiihrenden Studie wurde die Riickwirtsselektion mittels BIC' fiir die
Resampling-Stichproben benutzt. Einerseits wurden Resampling-Stichproben aus der Ori-
ginalstichprobe gezogen, andererseits aus den modifizierten Stichproben, siche Kapitel [6]
Die Abbildung [5.1]soll das Verfahren fiir die Bootstrap-Methode demonstrieren.

Sei nun die Ausgangsstichprobe X die Originalstichprobe Ozon. Der Ozon-Datensatz hat
zur Erinnerung n = 496 Beobachtungen, p = 24 Kovariablen und ein Response Y. Zu Be-
ginn wurde eine leere Matrix definiert mit 5 = 1000 Zeilen fiir die Iterationen und p = 24

Spalten fiir die Kovariablen:
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5. Variablenselektion

Ausgangsstichprobe X

Bootstrap~Stichprobe X*

l

Variablenselektion

Weitere
Bootstrap—Stichproben
zichen?

Answahlhianfigkeiten
ausgehen

Abbildung 5.1.: Variablenselektion mit Bootstrap-Stichprobe (Fleischer & Folda, 1996,
S. 109)

Mit Hilfe des R-Paketes MASS von Ripley et al. (2014) wurde aus {1,...,496} Beobach-
tungen 496-mal mit Zuriicklegen gezogen. Die dadurch gewonnene Bootstrap-Pseudo-
Stichprobe setzt sich wiederum aus 496 Beobachtungen zusammen, wobei einige Beob-
achtungen aus der Originalstichprobe nun gar nicht, einmal, oder mehrfach vorkommen.
Die Riickwirtsselektion mittels B/C wurde anschlieBend auf die Pseudo-Stichprobe lau-

fen gelassen, um das beste Modell dieses Resampling-Datensatzes zu finden.

Fiir jede Kovariable X; mit j = 1,...,24, die zufolge des Modellwahlkriteriums zum
besten Modell gehort, wird in j-ter Spalte und i-ter Zeile fiir jeden ¢-ten Durchlauf mit
1t =1,..., B eine Eins in die zum Anfang leere Matrix gesetzt. Beispielsweise ergab sich

bei der Riickwirts-Selektion mittels B/C' im ersten Durchgang ¢ = 1 folgender R-Output:

Step: AIC = —1546.44
Y ~SEX+FLGROSS+FMILB+ FNOH24+ FSATEM + FLGEW

oder anders formuliert: Y ~ X3g+ X114+ X124+ X134+ X99 + X999 . Das wiirde bedeuten,
dass fiir jede j-te Spalte mit j = {3, 11, 12, 13, 20, 22} in i-ter Zeile die Matrix mit

Einsen vervollstindigt wird, hier fiir : = 1:

1 2 3 4 10 11 12 13 14 ... 19 20 21 22 23 24

1 0010.- 01 1 1 0 -~ 0 1T 0 1 0 O
2 |00 0 O o o o o o0 - 0 O O O 0 O
o000 0 00 --~- 0 o0 0 O0O O - 0 0 0 O 0 O
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5. Variablenselektion

Damit war der erste Durchlauf beendet und beim zweiten Durchlauf wurde wieder aus der
Ausgangsstichprobe eine neue Bootstrap-Pseudo-Stichprobe generiert, die dann wieder-
um einer Variablenselektion ausgesetzt war. Analog wurde dieser Prozess B = 1000-mal
wiederholt und die Ergebnisse wurden fiir die darauffolgenden ¢ = 2, ..., 1000-Durchliufe
in die nicht mehr leere Matrix eingetragen, bis schlieBlich die Matrix vollkommen 0 — 1-

kodiert war.

Der Prozess war somit fiir diese Ausgangsstichprobe beendet, das heiit es wurden kei-
ne weitere Bootstrap-Stichproben mehr aus dieser Ausgangsstichprobe gezogen und die
Auswahlhiufigkeiten wurden ausgegeben. In diesem Fall sind das die Gini-purity und die

relativen Inklusions-Hiaufigkeiten, die in Kapitel [/|behandelt werden.
Sowohl die Abbildung [5.1] als auch der eben beschriebene Prozess gilt analog fiir die
Subsample-Stichproben. Der einzige Unterschied ist, dass beim Subsampling m-mal oh-

ne Zuriicklegen gezogen wurde, mit m = |0,632-n] = |0,632-496] = |313,472| = 313.

Gleiches gilt fiir jede der im folgenden Kapitel vorgestellten modifizierten Datensitze.

Jeder Datensatz hat fiir 1000-Iterationen die Rolle der Ausgangsstichprobe angenommen.
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6. Modifizierte Datensatze

Damit fiir die empirische Studie die Auswirkung von Ausreiflern untersucht werden konn-
te, mussten zusitzliche Ausreifler durch eine Simulation in den Ozon-Datensatz eingebaut
werden. Insgesamt kamen dabei 1.800 unterschiedliche durch Ausreiller modifizierte Da-
tensitze zustande. Die folgenden Unterkapitel sollen einen Uberblick geben, wie die Aus-

reiBer eingebaut wurden und inwiefern sich die modifizierten Datensétze unterscheiden.

6.1. Generierung von Ausreifern

Der Ozon-Datensatz enthilt 24 Kovariablen, davon sind 17 bindr und 7 metrisch. Die
Moglichkeit Ausreifler in den Datensatz einzufiigen bot sich daher nur fiir diese 7 Kova-
riabeln an: FLGROSS, FLGEW, ALTER, AGEBGEW, FNOH24, FO3H24, FTEH24. Diese

Kovariablen wurden weiterhin differenziert in folgende Variablentypen:
a) Core-Variablen: FLGROSS, FLGEW
b) Non-Core-Variablen: ALTER, AGEBGEW, FNOH24, FO3H24, FTEH24

Nach Vorgabe in welchen Variablentyp Ausreifler generiert werden sollen, wurden zufél-
lig innerhalb der Typen Ausreiller-Werte fiir eine oder mehrere Variablen berechnet. Da-
nach wurde fiir die entsprechende Variable zufillig eine Beobachtung gewihlt, die durch

den Ausreifler-Wert ersetzt wurde.

Die Literatur bietet unterschiedlichste Auffassungen fiir den Begriff des Ausreiflers, da-
her gibt es keine allgemeine Definition (Fahrmeir et al., 2009, S.173). Basierend auf der
von [Tukey| (1997) vorgeschlagenen Definition des AusreiBers wurden Ausreifler-Werte
berechnet. Alle Werte, die:

e grofer sind als Q3+ IQR-1,5 bzw.
e kleiner sind als Q1 —IQR-1,5

sind nach Tukey Ausreiffer. Wobei ()1 das untere Quartil (25%-Quartil), ()3 das obere
Quartil (75%-Quartil) und /Q) R den Interquartilsabstand definiert.
(Vgl.: Gebler,|1993, S. 99)
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6. Modifizierte Datensétze

Das bedeutet, dass ein Ausreiller-Wert generiert werden kann, wenn statt dem Faktor 1,5
eine Zahl grofer als 1,5 gesetzt wird. Mit diesem Hintergrund wurden Ausreifer-Werte

fiir die unterschiedlichen Variablen nach diesem Muster definiert:
Q)3+ QR - Faktor , mit Faktor € {2,5,10},

Dadurch folgten unterschiedlich starke Ausreifler-Werte:
a) moderate Ausreifer, die mit Faktor 2,

b) mittel-starke Ausreiller, die mit Faktor 5 und

¢) starke Ausrei3er, die mit Faktor 10

berechnet wurden.

FLGROSS FLGEW

o Ausreiler o Ausreil3er
o — o —
N O Faktor 10 — O Faktor 10

Faktor 5 Faktor 5

Faktor 2 Faktor 2

[m]
(]

o o
o o
N —

50

1B

150
|

-4

100
|
0
|

Abbildung 6.1.: Durch Ausreier modifizierte Core-Variablen

An den Abbildungen @ und@ lasst sich erkennen, wie sehr die berechneten Ausreifler-
Werte von der Gesamtstreuung der jeweiligen Variablen abweichen. Die Ausreiller-Werte
je Variable wurden unbeachtet davon, ob diese sinnvoll bzw. moglich sind erzeugt. An
den Box-Plots sieht man, dass die Core-Variablen FLGROSS und FLGEW, sowie die
Non-Core-Variablen ALTER und AGEBGEW bereits natiirliche Ausrei3er hatten.
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6. Modifizierte Datensétze

Allerdings spielt dies fiir die Untersuchungen keine so grofle Rolle, da die modifizierten
Datensitze spiter mit dem original Datensatz verglichen werden und diese sich lediglich
durch die berechneten AusreiBBer-Werte unterscheiden. AuBBerdem ist zu beachten, dass es

sich bei der Skalierung der y-Achse um unterschiedliche MaBeinheiten handelt.

ALTER FTEH24 FO3H24
R 7 g g 1
o o .
8 -
9 S
o
8
S 8 -
1 8 —
= S —
wn - o - — o -
FNOH24 AGEBGEW
(=3
S 8 4
o S
o e N o
8
(=3 .
o S Ausreil3er
S @
” s | O Faktor 10
- 3 Faktor 5
S 7] S —
S 4 : Faktor 2
S =
o —_— o 1
S 1S3 .
— ! S
= B
o - o -

Abbildung 6.2.: Durch Ausreiler modifizierte Non-Core-Variablen

6.2. Szenarien

Der Einfluss von AusreiBern bei der Datenanalyse und speziell bei der Resampling-basierten

Variablenselektion konnte von folgenden Kriterien abhidngen:

a) Die Stirke der Ausreiler (moderat, mittel-stark oder stark)

b) Die Anzahl der Ausreifler (1, 5, 10 oder 50 Ausreifler)

c) Die Lage der Ausreiller (Core-Variable, Non-Core-Variable oder in alle Metrischen)

Deswegen wurden verschiedene Szenarien untersucht, die in Tabelle [6.2] dargestellt sind.
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6. Modifizierte Datensétze

Szenario Variablentyp AusreiBer-Menge Faktor f € {2,5,10}

1 core
2 non-core 1 f
3 alle 7
4 core
5 non-core 5 f
6 alle 7
7 core
8 non-core 10 f
9 alle 7
10 core
11 non-core 50 f
12 alle 7

Tabelle 6.1.: Zwolf untersuchte Szenarien einer Ausreiller-Stirke mit Faktor f

Je Ausreiler-Faktor f wurden 12 Szenarien untersucht. Beispielsweise sind im 9. Sze-
nario 10 Ausreifler zufillig in die 7 metrischen Variablen generiert worden. Dabei ist es
moglich, dass alle, einige, einer oder gar keiner der 10 Ausreifer in die Core-Variablen
gesetzt worden sind. Analog sind die anderen untersuchten Szenarien von der Tabelle[6.2]

abzulesen.

Fiir jedes Szenario und je Ausreiler-Stirke wurden 50 variierende Datensitze erzeugt.
Wie beim Ozon-Datensatz wurde fiir jede der 50 - 12 - 3 = 1.800 modifizierten Datensét-
ze Resampling-Stichproben gezogen und analog wie in Kapitel [5.3] beschrieben durch

Riickwirts-Selektion mittels B/C' Auswahlhdufigkeiten angegeben.

Im folgenden Kapitel werden die Eigenschaften der Auswahlhédufigkeiten, die bei diesem

Prozess berechnet wurden, beschrieben.

17



7. Vergleichskriterien

Die Auswahlhédufigkeiten, die durch die Variablenselektion fiir jeden Datensatz und je
Resampling-Methode ausgegeben wurden, sind in vollstandig 0 — 1-kodierterte Matrizen
zusammengefasst worden, daraus wurden schlieBlich die Gini-purity und die relativen
Inklusions-Héufigkeiten der Variablen berechnet. Weichen diese Werte, die aus den mo-
difizierten Datensitzen berechnet wurden, sehr von den Ergebnissen des original Daten-
satzes ab, so kann eine Auswirkung der Ausreifler auf die Stabilitit der Variablenselektion
unterstellt werden. Daher stellen die Gini-purity und die realtiven Inklusions-H&ufigkeiten
Vergleichskriterien in dieser Studie dar. In den folgenden Unterkapiteln werden diese Ver-

gleichskriterien definiert und erldutert.

7.1. Gini-purity

Der Gini-purity, das Gegenteil zum Gini-impurity, bezeichnet ein Reinheitsmall und wird
in dieser Studie als Mal} hergenommen, um die Stabilitdt der Variablenselektion der unter-
schiedlichen Stichproben zu vergleichen. Seien in einer Trainingsmenge 7' mit disjunkten
Trainingsobjekten 73, mit ¢ = 1,...,n Klassen gegeben und g; bezeichnet die relative
Haufigkeit der Klasse ¢; in 7', dann ist der Gini-purity gegeben durch: (Vgl.: Alifalg et al.,

2003, S. 103ft.)
C

gini(T) =" (g:)* .

i=1
Die durch Variablenselektion an Resampling-Stichproben erzeugten 0 — 1-kodierten Ma-
trizen stellen, wie in Kapitel [5.3] erwihnt, in jeder i-ten Zeile das in dieser Iteration ge-
wihlte Modell dar. Dabei umfasst eine Klasse alle identischen Modelle. Somit entspricht
der Gini-purity in diesem Fall, der Summe der quadrierten relativen Haufigkeiten der
gegebenen Modelle. Wiirde beispielsweise in allen 1000 Iterationen das gleiche Modell
ausgewihlt werden, wire gini(T) = 1. Dies wiirde eine maximale Konzentration eines
Modells und hohe Reinheit bedeuten (Vgl.:|Alfalg et al., 2003, S. 105), da nur eine Klasse
vorhanden ist, jedoch wire dies bei diesem Umfang der Iterationen hochst unrealistisch.
Ist der Gini-purity jedoch nahe Null, so bedeutet das, dass viele unterschiedliche Modelle
selektiert wurden und damit eine geringe Reinheit gegeben ist. Dies soll in einem kleinen
Beispiel mit zwei statt 24 Kovaribalen und mit drei statt mit 1000 Iterationen demonstriert

werden:
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7. Vergleichskriterien

Bei der Variablenselektion sei in jeder Iteration die erste Kovariable nie und die zwei-
te Kovariable immer ausgewihlt worden. Das heifit, dass es nur eine Klasse "01” gibt,

welche drei mal ausgewihlt wurde und damit ist:

0 1 ! 3)?
0 1|= gini(T)Reinh.hoch = Z(gi)Q - <3> =1
01 i=1

Sei dagegen in allen Iterationen ein anderes Modell gewihlt worden, gédbe es drei unter-

schiedliche Klassen ”01”,”710” und ”11”, die je einmal ausgewihlt wurden und damit:

ot 3., /1N /1N 1V 1 _
I 0= gini(T)Remh.gering = Z(gz) = (3> + <3> + (3) = g =0,33.
11 =1

Durch den Gini-purity als Vergleichskriterium kann erkannt werden, bei welcher Resampling-
Methode die Modellstabilitét stirker ausgeprégt ist und fiir welche Szenarien eine hohere

Konzentration der Modelle gegeben ist.

7.2. Relative Inklusions-Haufigkeiten

Eine sehr wichtige weitere Information, die durch die Resampling-basierte Variablense-
lektion erhalten wurde, sind die relativen Inklusions-Hiufigkeiten der Variablen. Damit ist
die relative Haufigkeit der Male in dem diese Variable in ein Modell einbezogen wurde
definiert, d.h.: das ihre Werte alle zwischen O und 1 liegen. Ist die relative Inklusions-
Haufigkeit einer Variable 0, bedeutet das, dass die Variable nie in ein Modell einbezogen
wurde. Dementsprechend bedeutet eine relative Inklusions-Héufigkeit von 1, dass diese
Variable immer (Vgl.: De Bin et al., 2014} S. 8) in das durch Riickwirts-Selektion mittels
BIC gewihlte Modell einbezogen wurde. Die Forschungen von De Bin et al.| (2014) ha-
ben bereits gezeigt, dass die Core-Variablen des Ozon-Datensatzes immer hohe relative-
Inklusionshiufigkeiten bewiesen. (De Bin et al., 2014, S. 12)

Konkreter hat jede Core-Variable fiir B = 1000 Iterationen beim original Datensatz ei-
ne relative Inklusions-Héaufigkeit von 1. Im folgenden Kapitel, explizit in Kapitel [8.2]
wird unteranderem untersucht, ob dies fiir die modifizierten Stichproben auch gilt, oder
ob durch die hinzugefiigten Ausreifler in den Core-Variablen sich die relativen Inklusions-

Hiufigkeiten verringern werden.
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8. Vergleich der Resampling-Methoden

8.1. Methodenvergleich bei Betrachtung der Gini-purity

In den folgenden Unterkapiteln werden die Ergebnisse der Gini-purity verglichen. In Ka-
pitel wird der Einfluss der Ausreiller-Stirke fiir jedes Szenario thematisiert und mit
den urspriinglichen Ergebnissen verglichen und in Kapitel[8.1.2] wird insbesondere auf die
Modellstabilitit der Resampling-Methoden in Abhédngigkeit der Ausreifler-Anzahl einge-

gangen.

8.1.1. Einfluss der AusreiBer-Starke

Beim original Datensatz wurden zwei Gini-purity-Werte berechnet, da nur zwei 0 — 1-
kodierte Matrizen bei der Variablenselektion erzeugt wurden, das heif3t fiir jede Resamp-
ling-Methode eine Matrix. Dementsprechend werden in den folgenden Abbildungen zwei
Geraden dargestellt. Die pinke Gerade reprisentiert den berechneten Gini-purity der durch
Bootstrap-Verfahren erzeugten Matrix und die tiirkise Gerade den Wert des Gini-purity
der durch die Subsampling-Methode zustande kam. Die folgenden Abbildungen veran-
schaulichen die Ergebnisse der Gini-purity fiir jede der drei Ausreiler-Stirken. Dabei
stellt die x-Achse fiir jede Grafik die Szenarien dar, welche zusitzlich durch die gestri-
chelten vertikalen Linien gruppiert sind, sodass sie in gleicher Reihenfolge wie in Tabelle
dargestellt sind. Fiir jedes Szenario und je Resampling-methode sind 50 modifizier-
te Datensitze erzeugt worden, dementsprechend sind je 50 Gini-purity-Werte berechnet
worden und daher sind die Ergebnisse fiir jedes Szenario in Boxplots dargestellt. Analog
zum original Datensatz sind die Ergebnisse der modifizierten Datensitze in den entspre-

chenden Farben der Resampling-Methode gekennzeichnet.
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8. Vergleich der Resampling-Methoden

Modifizierte Datensatze EI Bootstrap E Subsample

Original Datensatz = Bootstrap === Subsample
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Abbildung 8.1.: Die Streuung der Gini-purity der modifizierten Daten fiir alle Szenarien
durch moderate Ausreifler und die Gini-purity des original Datensatzes

je Resampling-Methode

In Abbildung [8.1]ist dies fiir moderate Ausreiler dargestellt. Wie bei den Ergebnissen
des original Datensatzes wurden auch bei den modifizierten Datensédtzen hohere Gini-
purity-Werte gemessen. Der Grofiteil der Ergebnisse liegt unter einem Gini-purity-Wert
von 0, 2. Bei den Ergebnissen durch Subsampling-Methode kann man eine gréBere Streu-
ung der Werte fiir AusreiBBer die in Core-Variablen liegen erkennen. Dabei vergroBert sich
die Streuung mit ansteigender Ausreiller-Anzahl. Die Ergebnisse der modifizierten Da-
tensédtze durch die Bootstrap-Methode sind mit dem Ergebnis vom original Datensatz fast
identisch, sodass die Boxplots erst bei 50 Ausreiflern in der Grafik zu erkennen sind. Da-
bei ist, wie beim Subsampling, die Streuung der Gini-purity bei 50 Ausreiflern in den

Core-Variablen am groften.
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Modifizierte Datensatze EI Bootstrap E Subsample

Original Datensatz = Bootstrap === Subsample
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Abbildung 8.2.: Die Streuung der Gini purity der modifizierten Daten fiir alle Szenarien
durch mittel-starke Ausrei3er und die Gini-purity des original Datensat-

zes je Resampling-Methode

In Abbildung [8.2]sind die Ergebnisse der Gini-purity bei mittel-starken Ausreilern dar-
gestellt. Im Vergleich zur vorherigen Abbildung hat sich die Lage der Boxplots verdndert.
Dies gilt besonders fiir Ausreiller in den Core-Variablen bei der Subsampling-Methode,
denn die Boxen verlagern sich allméhlich unterhalb des gemessenen Gini-purity-Wertes
der original Daten. Das bedeutet, dass ofters unterschiedliche Modell selektiert wurden.
Im Gegensatz zur Abbildung [8.1] besitzt das Szenario bei dem die Lage der 50 Ausreifier
nicht beriicksichigt wurde, sodass zufillig in die sieben metrischen Variablen Ausrei3er
eingefligt worden sind, die grofite Streuung der Gini-purity-Werte bei der Subsampling-
Methode. Wihrenddessen steigen die Gini-purity-Werte bei der Boostrap-Methode an.
Die Modelle sind mit mittel-starken Ausreillern stabiler geworden, dies gilt vor allem bei

den Szenarien mit 50 Ausreiflern.
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Modifizierte Datensatze EI Bootstrap E Subsample

Original Datensatz = Bootstrap === Subsample
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Abbildung 8.3.: Die Streuung der Gini-purity der modifizierten Daten fiir alle Szenarien
durch starke Ausreifler und die Gini-purity des original Datensatzes je

Resampling-Methode

Die Abbildung [8.3] bestitigt die Tendenz aus vorangegangener Grafik. Die Modelle der
Stichproben mit Ausreilern in Core-Variablen sind bei der Subsampling-Methode noch
unstabiler geworden. Die Konzentration der Modelle aus den Szenarien der Non-Core-
variablen ist dagegen leicht angestiegen. Fiir die Bootstrap-Methode ist zu bemerken,
dass durch die Anwesenheit der Ausreiller die Stabilitit des Modells sich zu verbessern
scheint. Mit Anstieg der Ausreiler-Stirke haben sich in allen Szenarien die Werte des

Gini-purity erhoht.

Im folgenden Unterkapitel wird untersucht, ob sich die Modellstabilitdt tatsidchlich auch

mit der Anzahl der AusreiBBer verbessert.
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8. Vergleich der Resampling-Methoden

8.1.2. Einfluss der AusreiBBer-Menge auf die Gini-purity

Das Verhalten der Gini-purity bei den Untersuchung der Ausreifler-Stirke lieBen darauf
hin deuten, dass die Konzentration der Modelle sich vor allem bei den Ergebnissen der
Bootstrap-Methode durch steigende Ausreier-Anzahl verbessert.

Dies wird in Abbildung[8.4]offensichtlicher. Diese Grafik veranschaulicht die Gini-purity
in Abhdngigkeit der Ausreiler-Anzahl. Dabei sind die Ergebnisse aus den Resampling-
Methoden in den gleichen Farben dargestellt wie in den vorherigen Grafiken, wobei in

dieser Grafik die Boxplots mit den entsprechenden Farben fiir die AusreiBer-Stirke gefiillt

sind.
Ausreil3er—Starken E moderat E mittel-stark - stark
Resampling—Methoden EI Bootstrap E Subsample
0.5
0.4 4
0.3 4
=
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Abbildung 8.4.: Die Streuung der Gini-purity der modifizierten Daten in Abhingig-
keit von der AusreiBler-Menge fiir je Ausreiller-Stirke und Resampling-
Methode

Durch diese Darstellung ist zu erkennen, dass bei der Bootstrap-Methode die Werte des
Gini-purity mit groBerer Anzahl der Ausreifler ansteigen. Das heif3t, dass sich die Stabili-
tit der Modellwahl durch mehrere Ausreif8er in der Stichprobe verbessert. Dies wird noch
durch die Ausreifler-Stirke verstdrkt. Bei der Subsampling-Methode ist nur ein leichter

Anstieg der Werte vor allem fiir mittel-starke und starke Ausreiller zu erkennen.
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8. Vergleich der Resampling-Methoden

Fiir eine grofere Ausreiller-Menge ist insbesondere eine groBere Streuung der Gini-purity-
Werte zu beobachten. Die Groe der Gini-purity-Werte fiir moderate Ausreiler bei der
Subsampling-Methode nehmen fiir fiinf Ausreiler gegeniiber einem Ausreiller zu, dann
sinken die Werte fiir zehn Ausreifler und steigen bei 50 eingefiigten Ausreilern wieder
an. Das sich allgemein die Stabilitit bei der Bootstrap-Methode in Abhingigkeit der
Ausreiler-Anzahl verbessert und im Vergleich dazu bei der Subsampling-Methode kaum
eine Verbesserung zu sehen ist, hitte man nach den Forschungsberichten von De Bin et
al| (2014) zu urteilen, nicht erwartet. Nichtsdestotrotz liegen die Gini-purity-Werte der
Subsampling-Methode iiber denen der Bootstrap-Methode und damit ist bei dieser Un-
tersuchung eine grofere Konzentration der Modelle durch die Subsampling-Methoden
feststellbar.

8.2. Methodenvergleich bei Betrachtung der relativen

Inklusions-Haufigkeiten

Die Untersuchungen der relativen Inklusions-Héufigkeiten, welche je AusreiBer-Stirke
und je Szenario betrachtet wurden, haben sowohl beim Vergleich der AusreiBer-Stirke
bei gegebenem Szenario als auch beim Vergleich der Ausreiler-Menge bei gegebener
Ausreifler-Stiarke Abweichungen in jeglicher Hinsicht ergeben. Aufgrund der grofen Viel-
falt, die sich durch die groBe Anzahl der Szenarien je Ausreiller-Stirke ergab, stellten
sich viele Moglichkeiten die Ergebnisse zu vergleichen. Im Unterkapitel [8.2.2] werden die
Ergebnisse des original Datensatzes mit denen der modifizierten Datensétze verglichen.
Dabei handelt es sich bei den modifizierten Datenséitzen immer um mittel-starke Ausrei-
Ber die in eine Core-Variable des Ozon-Datensatzes eingefiigt wurden. Die Ergebnisse der

tibrigen Szenarien sind im Anhang zu finden.

8.2.1. Bedeutung der Lage der AusreiBer

Bei Betrachtung aller Ergebnisse wurde festgestellt, dass auch die Lage der Ausrei3er
einen Einfluss auf die Inklusions-Haufigkeiten der Variablen ausiibten. So wurden bei
den Ergebnissen groBere Unterschiede festgestellt, wenn sich der Ausrei3er in einer Co-
re-Variablen befand als in einer Non-Core-Variablen. Aus diesem Grund war die Ent-
scheidung fiir die Darstellung der Core-Variablen gefallen. Sind die Ausreiler in den
Non-Core-Variablen so hat die AusreiBer-Stirke einen geringen Einfluss auf die relativen
Inklusions-Héaufigkeiten und im Wesentlichen verédnderte sich meist nur die Streuung der
Non-Core-Variablen. Wihrend bei Szenarien, die Ausreif3er in Core-Variablen enthalten,
sowohl sich der Einfluss der Ausreifer-Stirke als auch der Einfluss der Ausreiler-Menge

tendenziell bei allen Variablen auswirkte.
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8. Vergleich der Resampling-Methoden

8.2.2. Auswirkung der AusreiBer-Menge auf die
Inklusions-Haufigkeiten

Wie beim Gini-purity werden in den folgenden Abbildungen sowohl die Resampling-
Methoden als auch die Abweichung der modifizierten Datensétze zum original Datensatz
verglichen. Dabei kennzeichnet pink wieder die Ergenisse, die durch Boostrap-Verfahren
entstanden sind und tiirkis die durch Subsampling-Verfahren entsprungen sind. Selbst-
verstindlich sind als Vergleich die Ergebnisse des original Datensatzs zu jeder Variable
eingezeichnet, wobei diese Ergebnisse durch Schneeflocken bzw. Zielscheiben gekenn-
zeichnet sind. Die x-Achse bildet dabei immer die Kovariablen ab und zwar zuerst die
Core-Variablen in denen sich die Ausreifler befinden, dann die metrischen Non-Core-
Variablen und schlieBlich alle bindren Variablen. Die y-Achse stellt somit die relative

Inklusions-Héaufigkeit dar.
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Abbildung 8.5.: Szenario 1 mit Faktor 5: Ein mittel-starker AusreiBer in einer Core-
Variablen

Die Abbildung [8.5]zeigt die Ergebnisse der relativen Inklusions-Haufigkeiten bei der nur
ein mittel-starker Ausreiler in eine der beiden Core-Variablen eingefiigt wurde. Die Co-
re-Variablen, welche dadurch definiert wurden, dass sie fiir 1000 Iterationen immer zum
besten Modell gehoren, dass man anhand der Symbole fiir den original Datensatz beider
Resampling-Methoden erkennen kann, geben bei einem enthaltenden moderaten Ausrei-
Ber ein anderes Bild ab. Denn nur die Variablen FLGROSS und SEX wurden immer ins
Modell gewdhlt, wihrend die Variable FLGEW bei der Variablenselektion der modifi-
zierten Datensitze nicht immer zum besten Modell gehort hat. Dafiir gewinnt die Varia-
ble ALTER im Modell der modifizierten Datensitze mehr an Bedeutung. Die Boxplots
der Variable ALTER besitzen die grofite Streuung im Vergleich zu den anderen Varia-
blen. Wobei der durch Subsampling-Verfahren berrechnete Boxplot eine etwas grofere
Streuung hat, als der der Bootstrap-Methode. Jedoch liegt der Median beim Subsampling-
Verfahren niaher am original Ergebniss. Allgemein ist zu bemerken, dass bei der Variablen
ALTER die Mediane der Boxplots beider Resampling-Methoden mehr von dem original

Ergebniss abweichen als bei anderen Variablen.
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Abbildung 8.6.: Szenario 4 mit Faktor 5: Fiinf mittel-starke AusreiBer in Core-
Variablen

Durch den eingefiigten Ausreifer ist auch bei der Variablen FSPFEI eine eher groBere
Abweichung der Ergebnisse gegeniiber dem Ergebniss des original Datensatzes zu be-
merken. Dies ist insbesondere bei der Subsampling-Methode sichtbar. Dabei wird die
Variable FSPFEI aufgrund des Ausreillers in einer Core-Variablen seltener ins Modell
gewihlt. Dies wird in Abbildung [8.6] deutlicher. Nun sind fiinf mittel-starke Ausreier
in einer Core-Variablen oder in beide Core-Variablen verteilt. Dabei wird vor allem die
Streuung der Variablen ausgeprigter. Die Variable ALTER wurde noch hiufiger ins Mo-
dell gewihlt und hat weiterhin die groB3te Streuung gegeniiber den anderen Variablen. Der
Median entfernt sich nun fiir beide Resampling-Methoden gleichermallen vom Ergebniss
des original Datensatzes.Durch die fiinf mittel-starken Ausreiller wurden auBler der Va-
riablen ALTER vor allem die Variablen AGEBGEW, FNOH24 und FSATEM o6fters ins
Modell gewihlt. Wihrend die Variable FSPFEI noch weniger zur Erkldrung des Response
beitrug und daher seltener in Modell gewihlt wurde. Die Resampling-Methoden verhalten
sich durch das Einfiigen der Ausreifler dhnlich. Entweder steigt die Anzahl der Inklusion-
Héufigkeiten der modifizierten Datensédtze gegeniiber dem original Datensatz an, oder sie

fallt bei beiden Resampling-Methoden.
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Abbildung 8.7.: Szenario 7 mit Faktor 5: Zehn mittel-starke Ausreifler in Core-
Variablen

Bei Betrachtung der Abbildung[8.7] wird die Abweichung der Ergebnisse der modifizier-
ten Datensitze aufgrund der zehn mittel-starken Ausreiler zum original Datensatz stéirker
zum Ausdruck gebracht. Die Variable ALTER hat im Vergleich zum Ergebnis mit fiinf
eingefiigten Ausreillern eine geringere Streuung, allerdings unterscheiden sich die Ergeb-
nisse des modifizierten Datensatzes von den original Datensatz Werten mit deutlichem
Abstand. AuBBerdem weichen auch die Ergebnisse der modifizierten Datensétze der Varia-
blen AGEBGEW und FSPFEI von den original Ergebnissen klarer ab.

Ein eindeutigeres Bild tiber die Wichtigkeit der Variablen im Modell spiegelt die Ab-
bildung [8.8] wider. Bei 50 mittel-starken AusreiBern, die in die Core-Variablen eingefiigt
worden sind, wurden durch die Riickwirts-Selektion mittels BIC' ofters andere Varia-
blen ins Modell gewihlt bzw. ausgeschlossen als es beim Ozon-Datensatz der Fall war.
Die Core-Variablen FLGEW und FLGROSS verlieren bei den modifizierten Datensétzen
hiufiger ihre Position im geeignetsten Modell. Wihrend die Variable ALTER bei allen
50 modifizierten Datensitzen je Resampling-Methode fiir 1000 Iterationen eine relative

Inklusions-Héaufigkeit von 1 besitzt.
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Abbildung 8.8.: Szenario 10 mit Faktor 5: Fiinfzig mittel-starke AusreiBer in Core-
Variablen

Das heifit die Ergebnisse der modifizierten Datensédtze und die des original Datensatzes
unterscheiden sich im Maximum fiir diese Variable. Im Vergleich der steigenden Anzahl
der Ausreiller, die in die Core-Variablen eingefiigten wurden lésst sich erkennen, dass die
Variablen ALTER, AGEBGEW, FNOH24, ADHEU, HOCHOZON, FSNIGHT, FSATEM
und FSHLAUF eine immer wichtigere Rolle zur Erkldrung des Response spielen. Dabei
tragen besonders die Variablen FLGROSS, FLGEW, FMILB, FPOLL, FLTOTMED und
FSPFEI im Vergleich zum original Datensatz weniger zur Erkldrung bei.

Insbesondere streuen die Variablen FNOH24, HOCHOZON und FSATEM im Vergleich
zur Abbildung[8.7jmehr. Diese Variablen weisen vor allem durch die Subsample-Methode
eine grofere Streuung auf. Interessant ist dabei, dass nur die Variable SEX von der An-
zahl der Ausreifler nicht beeinflusst wurde. Dies gilt auch fiir die Ausreifer-Stédrke und die

Lage der Ausreiler. Fiir jedes mogliche Szenario war die relative Inklusions-Haufigkeit
der Variablen SEX stets 1.
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8. Vergleich der Resampling-Methoden

Fiir alle Szenarien gilt, dass die Ausreiler-Stirke, die Ausreiler-Menge und die Ausreif3er-
Lage die Wahl der Variablen, die in das Modell gewihlt wurden, beeinflusst haben. Je
mehr Ausreiler in den Datensatz eingefiigt worden sind und je grofer die Ausreifler-
Stirke, desto mehr weichen die Ergebnisse von denen des original Datensatzes ab. Die
relative Inklusions-Héufigkeit der Non-Core-Variablen steigt tendenziell an, wéahrend die
Core-Variablen seltener ins Modell gewihlt wurden. Eine gro3e Bedeutung spielt dabei,
welches Szenario man betrachtet. Die Ergebnisse der relativen Inklusions-Héufigkeiten
der Variablen unterscheiden sich von Szenario zu Szenario und insbesondere bei den
Extremfillen. Wie man in den Abbildungen im Anhang erkennen kann gibt es einige
Besonderheiten. Die grofiten Unterschiede sind in den Abbildungen [A.26] (Core), [A.29]
(Non-Core) und [A.32(Core/Non-Core) zu erkennen, die 50 starke Ausreiler enthalten.
Bei Betrachtung dieser Abbildungen wird nochmal deutlich, wie sehr sich die Ergebnisse
unterscheiden, wenn die Ausreif3er sich in unterschiedlichen Variablentypen befinden. Zu-
sammenfassend ist zu erkennen, dass bei wenigen bzw. moderaten Ausreiflern die Boxen
sich im Bereich der original Ergebnisse befinden, bei Zunahme der AusreiBBer-Stirke bzw.
Ausreiller-Menge wird die Streuung gréfer und bei einer weiteren Erhohung entfernen
sich die Ergebnisse der modifizierten Datensitze drastischer von den original Datensatz

Ergebnissen.
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9. Diskussion und Ausblick

In dieser Arbeit wurde durch Resampling-basierte Riickwirtsselektion mittels B1C' bei
multipler Regression die Gini-purity und die relative Inklusions-Héiufigkeit der Variablen
berrechnet, um den Einfluss der Ausreifler zu untersuchen. Bei Gegeniiberstellung der Er-
gebnisse des original Datensatzes und der Ergebnisse der modifizierten Datensitze, wel-
chen Ausreifler-Werte iibergeben worden sind, konnten einige Unterschiede festgestellt
werden. Aufgrund der Studien von [De Bin et al.| (2014) war zu vermuten, dass sich die
AusreiBler negativ auf die Modellstabilitit insbesondere auf die der Bootstrap-Methode

auswirken wiirden.

Entgegen den Erwartungen wurde eine Verbesserung der Stabilitit der Modellselekti-
on durch Bootstrap-Verfahren in Abhédngigkeit der Ausreiller-Anzahl und der Ausreifer-
Stérke festgestellt. Dies konnte durch die Ergebnisse der Gini-purity beurteilt werden. Ei-
ne Aussage iiber die Modellstabilitit die durch die Subsampling-Methode erzielt wurde,
kann in diesem Zusammenhang nicht konkretisiert werden, da aufgrund der schwanken-
den Ergebnisse eine Tendenz schwer zu erkennen ist. Beim Vergleich der Ergebnisse aus
den Analysen der relativen Inklusions-Haufigkeiten der Variablen ist durchaus ein Ein-
fluss der Ausreiler auf die Resampling-basierte Variablenselektion zu erkennen. Durch
die eingefiigten AusreiBler gewinnen andere Variablen als beim urspriinglichen Daten-
satz zur Erkldrung des Response an Bedeutung. In dieser Arbeit wurden 12 Szenarien
je AusreiBBer-Stirke untersucht. Es gibt natiirlich die Moglichkeit andere Szenarien oder
mehrere zu vergleichen. Desweiteren konnten die Ausreifler-Stirken auch anders gewéhlt
werden, als es hier der Fall ist. Dieser Aspekt hitte wohlmoglich andere bzw. eindeutigere

Ergebnisse zum Vorschein gebracht.

Die Variablenselektion mittels B/C' durchzufiihren hatte zu einfache Modelle als Kon-
sequenz. Tatséchlich hitte sich das Akaike Informationskriterium A/C mehr angeboten,
damit mehr Parameter in das Modell selektiert werden und dass somit der starke Strafterm
des BIC vermieden wird. Dieser wesentliche Unterschied dieser beiden Informationskri-
terien ist ein Grund, dass in der Praxis hdufiger der AI/C verwendet wird.

(Fahrmeir et al.| 2009, S. 489)
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Die Riickwirtsselektion mittels A/C' wiirde wahrscheinlich andere Ergebnisse liefern,
die vermutlich in diesem Kontext interessanter wiren, um die Ergebnisse der Resampling-
Methoden zu vergleichen. Ein weiterer Grund, dass beispielsweise die Tendenz der Sub-
sampling-Methode auf die Stabilitit der Modellselektion in Abhéngigkeit der Ausreil3er-
Anzahl schwer zu erkennen ist, ist auch die Anzahl der modifizierten Datensétze je Szena-
rio. Fiir diese Analysen wurden 50 modifizierte Datensitze je Szenario erzeugt, es wiirde
sich empfehlen mehr als das Doppelte an modifizierten Datensitzen fiir jedes Szenario zu
erzeugen. Je mehr Ergebnisse berechnet werden, desto aussagekriftiger sind die Auswir-
kungen der Ausreifler auf die Modellstabilitdt der Resampling-basierten Variablenselek-

tion.
Weiterhin konnten andere Kennzahlen berrechnet werden, um zu untersuchen, wie sich

Ausreifler in dieser empirischen Studie auswirken. Beispielsweise konnte der AUC, wie

in (De Bin et al., 2014), zur Analyse herangezogen werden.
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A. Abbildungen
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Abbildung A.1.: Szenario 1 mit Faktor 2
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

Szenario 2 mit Faktor 2

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.3.
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A. Abbildungen

Abbildung A.5.: Szenario 2 mit Faktor 10
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Abbildung A.6.: Szenario 3 mit Faktor 2
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A. Abbildungen

Abbildung A.7.: Szenario 3 mit Faktor 5

E Bootstrap E Subsample

Modifizierte Datensatze

3% Bootstrap ¢ Subsample

Original Datensatz

e e

00

S0

T T
050 20
uaNayBlNeH-SUOISN{U| BAe|aI

4NVIHSd

134dsd

30Nvsd

W3lvsd

1dsd

a3ntond

11044

Y3l

alnd

1HOINSH

HONvaY

23av

dOLVAY

dOLVAY

.- NOZOHOOH

X3s

N3Hav

M3974

SSOY9 14

Variablen

Abbildung A.8.: Szenario 3 mit Faktor 10
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.9.: Szenario 4 mit Faktor 2
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.11.: Szenario 5 mit Faktor 2
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A. Abbildungen

E Bootstrap E Subsample

3% Bootstrap ¢ Subsample
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Abbildung A.13.: Szenario 5 mit Faktor 10
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Abbildung A.14.: Szenario 6 mit Faktor 2
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.15.: Szenario 6 mit Faktor 5
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.17.: Szenario 7 mit Faktor 2
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.19.: Szenario 8 mit Faktor 2

.!% L dnviHsd . .%* L d4nviHsd
. +I- L 134ds4 ] +I+ - L 134dsd
*¢ L 3onvsd u% L 3onvsd
B —B— L Wawsd g - —{H— L W3lsd
* + | ldsd + + | 1ds4
“ .
1 + L @3wloLd — ° : J L @awLoLtd
[} s —B-
! 2 L Tod4 m £ 2 B! 2 L T0d
& 19} € #
.a.&. IR (TE [t m m : |a¢.-.. IR E I
% &+ Loaun = T I - 4+ Loand
.*4 _ lHOINSH om =Y A .—ms. _ LHOINS4
= aQ
*v L HONvY @) 2 g *v L HONwdy
. p— e} S "
b _ pEIv & b @ 0 + _ DIy &
' g g I s * 2
4 L dowww T dovAY T
= § R * - g
*¢ _ downv n @ *¢ _ dOWNY
.. b N
—fll— _ NOZOHOOH o 2 m —{IF  _ NOZOHOOH
— 11— 3] 1T
xas 3! g g
L A 3 g % L X3S
4 | n3mHav g K 4 n3Hav
g =
* = 55 *
+eo 5§ —t
. A L . - .
R s = = $—ai?
+ L < e
- — Fe |ﬁ.+
% L M3on % L Mm3on
% L Ssoy¥o™d % L Ssoy¥oMd
T T T T T T T T T T
T L0 050 20 000 00T 50 050 520 000

uaNayBlNeH-SUOISN{U| BAe|aI U)X BINBH-SUOISNU| BAE|BI

47



E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.21.: Szenario 8 mit Faktor 10
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A. Abbildungen
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A. Abbildungen
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.27.: Szenario 11 mit Faktor 2
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E Bootstrap E Subsample

3% Bootstrap ¢ Subsample

A. Abbildungen

Modifizierte Datensatze
Original Datensatz

Abbildung A.29.: Szenario 11 mit Faktor 10
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A. Abbildungen

Abbildung A.31.: Szenario 12 mit Faktor 5
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Abbildung A.32.: Szenario 12 mit Faktor 10
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B. Digitaler Anhang

Auf der beigefiigten CD-ROM befindet sich folgender Inhalt:

1.) Ozon Datensatz, Ergebnisse und AusreiBBer-Abbildungen:
e ozone_reduced.txt: zur Verfiigung gestellter Datensatz

e original.R: beinhaltet die Resampling-basierte Variablenselektion fiir den ur-

spriinglichen Datensatz und den Code fiir die Grafiken
e original_ergebnis_nl1000.csv: Ergebnisse des Ozon-Datensatzes

e Grafiken in .pdf Format:

core-Variablen

non-core-Variablen

2.) Szenario R Skripte: Programmcode fiir die Simulation der modifizierten Datensitze

e faktor2szenariol R
e faktor2szenario2.R
o faktor2szenario3.R
e faktor2szenario4.R
e faktor2szenario5.R
e faktor2szenario6.R
e faktor2szenario7.R
e faktor2szenario8.R
e faktor2szenario9.R
e faktor2szenariol O.R
e faktor2szenariol I.R

o faktor2szenariol2.R

e faktor5szenariol R
e faktor5szenario2.R
e faktor5szenario3.R
e faktor5szenario4.R
e faktor5szenario5.R
e faktor5szenario6.R
e faktor5szenario7.R
e faktor5szenario8.R
e faktor5szenario9.R
e faktor5szenariol0.R
e faktor5szenariol I.R

e faktor5szenariol2.R
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e faktorlOszenariol .R
e faktorlOszenario2.R
e faktorlOszenario3.R
e faktorlOszenario4.R
e faktorlOszenario5.R
e faktorlOszenario6.R
e faktorlOszenario7.R
e faktorlOszenario8.R
e faktorlOszenario9.R
e faktorl0Oszenariol O.R
e faktorlOszenariol 1.R

e faktorlOszenariol2.R

3.) Szenario R Ergebnisse: Ergebnisse der modifizierten Datensétze als csv.-Dateien



szenariol mit faktor2
szenario2 mit faktor2
szenario3 mit faktor2
szenario4 mit faktor2
szenario5 mit faktor2

szenario6 mit faktor2
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szenario7 mit faktor2
szenario8 mit faktor2
szenario9 mit faktor2
szenariol mit faktor5
szenario2 mit faktor5

szenario3 mit faktor5

szenario4 mit faktor5
szenario5 mit faktor5
szenario6 mit faktor5
szenario7 mit faktor5
szenario8 mit faktor5

szenario9 mit faktor5

szenariol 0 mit faktor2
szenariol 1 mit faktor2
szenariol2 mit faktor2
szenariol 0 mit faktor5
szenariol 1 mit faktor5
szenariol2 mit faktor5
szenariol mit faktorl0
szenario2 mit faktorl0
szenario3 mit faktor10

szenario4 mit faktor10

szenario5 mit faktorl0
szenario6 mit faktorl0
szenario7 mit faktorl0
szenario8 mit faktorl0
szenario9 mit faktor10
szenariol 0 mit faktorl10
szenariol 1 mit faktorl0
szenariol2 mit faktorl10

melt-Datensitze zu allen Szenarien
wurden mittels folgender R-Skripte

erstellt.

4.) R Skripte fiir die Abbildungen der Inklusions-Hiufigkeiten:
e Grafik Inklusion Faktor 2.R
e Grafik Inklusion Faktor 5.R
o Grafik Inklusion Faktor 10.R

5.) Abbildungen Inklusions-Hiufigkeiten der Szenarien: Grafiken in pdf.-Format

Szenariol und faktor2 hédufigkeiten
Szenario2 und faktor2 hdufigkeiten
Szenario3 und faktor2 héufigkeiten
Szenario4 und faktor2 hiufigkeiten
Szenario5 und faktor2 hiufigkeiten
Szenario6 und faktor2 hédufigkeiten
Szenario7 und faktor2 hdufigkeiten

Szenario8 und faktor2 hiufigkeiten
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Szenario9 und faktor2 héaufigkeiten
Szenario10 und faktor2 héaufigkeiten
Szenariol 1 und faktor2 hdufigkeiten
Szenariol2 und faktor2 héaufigkeiten
Szenariol und faktor5 héaufigkeiten
Szenario2 und faktor5 héaufigkeiten
Szenario3 und faktor5 héaufigkeiten

Szenario4 und faktor5 hiufigkeiten
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Szenario5 und faktor5 hdufigkeiten
Szenario6 und faktor5 hdufigkeiten
Szenario7 und faktor5 héufigkeiten
Szenario8 und faktor5 hdufigkeiten
Szenario9 und faktor5 hédufigkeiten

Szenariol0 und faktor5 hdufigkeiten

Szenario4 und faktor10 hdufigkeiten
Szenario5 und faktor10 haufigkeiten
Szenario6 und faktor10 haufigkeiten
Szenario7 und faktor10 hdufigkeiten
Szenario8 und faktor10 héaufigkeiten

Szenario9 und faktor10 haufigkeiten

e Szenarioll und faktor5 hiufigkeiten o Szenariol0 und faktor10 héufigkei-

ten
e Szenariol2 und faktor5 hiufigkeiten

e Szenarioll und faktor10 haufigkei-

e Szenariol und faktor10 héaufigkeiten ten

e Szenario2 und faktor10 héaufigkeiten e Szenariol?2 und faktor10 hiufigkei-

e Szenario3 und faktor10 haufigkeiten ten

6.) Gini-purity Dateien, Skripte und Abbildungen:

o Grafik Gini alle Faktoren.R: verkniipft je Faktor alle Szenarien-Datensitze und
enthilt Code fiir die Erstellung der Grafiken

e faktor2.csv: Datensatz der Ergebnisse fiir Faktor 2
e faktor5.csv: Datensatz der Ergebnisse fiir Faktor 5
e faktorl0.csv: Datensatz der Ergebnisse fiir Faktor 10

e Grafiken in pdf.-Format:

gini faktor2
gini faktor5
gini faktor10
ginialle

Die Reihenfolge der aufgelisteten Inhalte soll bitte auch fiir das Laden der R-Skripte

eingehalten werden.
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C. Eigenstandigkeitserklarung

Hiermit versichere ich, Alma Sehic, die vorliegende Bachelorarbeit selbststindig und aus-
schlielich unter Benutzung der angegebenen Quellen und Hilfsmittel verfasst habe.

Die aus fremden Quellen (einschlieBlich elektronischer Quellen) direkt oder indirekt {iber-
nommenen Gedanken sind ausnahmslos als solche kenntlich gemacht. Die Arbeit ist in
gleicher oder dhnlicher Form oder auszugsweise im Rahmen einer anderen Priifung noch

nicht vorgelegt worden.

Miinchen, den 04.08.2015

Alma Sehic
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