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Abstract
Weperform a density-matrix renormalization-group study of strongly interacting bosons on a three-
leg ladder in the presence of a homogeneous flux. Focusing on one-third filling, we explore the phase
diagram in dependence of themagneticflux and the inter-leg tunneling strength.We find several
phases including aMeissner phase, vortex liquids, a vortex lattice, as well as a staggered-current (SC)
phase.Moreover, there are regions where the chiral current reverses its direction, both in theMeissner
and in the SC phase.While the reversal in the latter case can be ascribed to spontaneous breaking of
translational invariance, in thefirst it stems from an effective flux increase in the rung direction.
Interactions are a necessary ingredient to realize either type of chiral-current reversal.

1. Introduction

Experimental progress with ultracold quantum gases hasmade feasible engineering the coupling between the
different states of the atoms, in order to realize synthetic gaugefields [1, 2]. The effectivemagnetic fields acting
on the neutral atoms can bemuch larger thanwhat is possible in solid-state systems. These advances bring the
simulation of awide range ofHamiltonians into reach that are important in condensedmatter physics [3–8].
Indeed, some of themost intriguing phenomena in condensedmatter physics involve the presence of strong
magnetic fields. For instance, topological states ofmatter are realized in quantumHall systems [9, 10], which are
insulating in the bulk, but bear conducting edge states. Remarkably, topological phase transitions were observed
in experiments with cold atoms [11–13].

Recently, there has been a growing theoretical (see, e.g., work on fermions [14–16] and bosons [17–23]) and
experimental [24–26] interest in quasi-one dimensional relatives of the square lattice [27–37], theN-leg ladder
systemswith synthetic gaugefields. Besides using superlattices [24] to realize these geometries, a synthetic lattice
dimension can be exploitedwhere the sites on the rungs of the ladder correspond to different hyperfine states
[38]. The latter hasmotivated several recent theoretical studies [39–44]. Chiral edge currents on two- and three-
leg ladders subjected to a homogeneous flux have been observed using both experimental approaches, for
bosons [24, 26] and fermions [25]. The physics of interacting bosons on ladders has also been studied in the
context of Josephson junction arrays [45–48], albeit in theweakly-interacting regime.

SuchN-leg ladder systems, similar to their counterparts in quantummagnetism [49], provide an elegant
bridge between the physics in one and two dimensions [50]. Interacting bosons on two-leg ladders in
homogeneousmagnetic fields harbor very rich physics, featuringMeissner and vortex phases [17–19, 21, 23, 51–
53], a biased-ladder phase that breaks the symmetry between the two legs [22, 54, 55], analogues of Laughlin
states [56] aswell as an interaction-driven reversal of the direction of the current due to spontaneous breaking of
translational invariance in vortex lattices (VLs) [22].
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Here, we use density-matrix renormalization-group (DMRG) [57–59] simulations to explore the phase
diagramof strongly interacting bosons on a three-leg ladder subjected to a homogeneous flux.We focus on a
filling of one-third of a boson per site, which can easily be realized in experiments [26]. At thisfilling, the system
is expected to be in aMott-insulating state, based on the existence of amagnetization plateau at one-third of the
saturationmagnetization in the closely related three-leg spin-1/2 ladders [60, 61] and onwork on theMI-SF
transition in bosomic three-ladders at zero flux a zeroflux [74].We present the phase diagram for hard-core
bosons (HCBs) in dependence of the inter-leg coupling strength and themagnitude of themagnetic flux. As a
main result, we observe vortex phases that cannot be traced back to features in the single-particle dispersion. In
theMeissner phase in this system, there is a fascinating reversal of the direction of the current, driven by the
magnetic flux.We provide an explanation for this effect andwe show that it persists at intermediate interaction
strengths. Finally, a staggered-current (SC)phase, generalizing the one found on the two-leg ladder [17, 18], is
observed around ,f p~ which also triggers a chiral-current reversal.

2.Model andmethod

Weconsider the Bose-HubbardHamiltonian on a three-leg ladder of length L (see figure 1):
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where ar,ℓ
† creates a boson on the rth rung and the thℓ leg of the system and n a ar r r, , ,ℓ ℓ ℓ

†º is the on-site number
operator. J and Ĵ are the tunnelingmatrix elements along the legs and rungs, respectively,U is the on-site
interaction strength, andf is themagnetic flux through a plaquette of the ladder.

We compute the ground state of (1)numerically with a single-site DMRGalgorithm [62].While exploiting
theU(1) symmetry of theHamiltonian associated to particle number conservation, we keep up to 4000DMRG
states and the data in the figures of themain text are for L= 100, while we have considered L as large as L= 200 in
the appendix. ForU J ,< ¥ we limit the number of bosons per site to six atmaximum. For the determination
of theMott insulator (MI) to superfluid (SF) transitions, we use infinite-sizeDMRG [63]with up to 600DMRG
states (see appendix B).

The different phases are primarily characterized by their local current configurations. The associated
operators are
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Throughout the paper, wefix thefilling to1 3 bosons per site.

Figure 1. Schematic representation of the three-leg laddermodel (1). r, ℓ( ) labels the site on the rth rung and on theℓth leg. The
tunneling strength along the legs(rungs) is J (Ĵ ).We choose the gauge such that the phase is picked up on the rungs, resulting in a net
flux off through each plaquette. The on-site interaction strength is given byU.
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3. Phase diagram

3.1. Summary of results for two-leg ladders
Let usfirst briefly summarize some results for the corresponding two-leg laddermodel in the low density regime
(obtained by limiting the number of legs to two infigure 1), whichwill help to appreciate our results for the
three-leg ladder to be presented in the following. The phase diagram forHCBs at afilling of one boson per rung
has been reported in [21, 23]: at fixed rung coupling J J 1.6,<^ there is a transition from a phase with
Meissner-like currents to a vortex phase when increasing the flux. Above a critical value J J1.6 ,c

^  theMeissner
phase is stable at anyflux. Furthermore, at certain commensurate vortex densities, VLs are expected to form
[51], which, however, do not seem to exist in the limit ofHCBs [21]. At smaller interaction strength, though,
stable VLs at vortex densities of 1 2 and 1 3have been identified in [22]. In those phases, the translation
invariance associatedwith translations along the legs of the ladder is spontaneously broken and an enlarged unit
cell forms. As a consequence, the effective flux sensed by the bosons ismodified. This leads to a spontaneous
reversal of the direction of the chiral current, under certain conditions on the flux and interaction strength [22].

3.2.Overview of the phase diagram for the three-leg ladder
Figure 2 shows the ground-state phase diagram forHCBs [ a 0;r,

2( )ℓ
† = U J  ¥] of the three-leg ladder

model equation (1) as a function of J J J, 2[ ]Î^ andflux. Results are displayed for 0,[ ]f pÎ since all physical
quantities are 2p-periodic, odd or even, functions of theflux [22].Wefind the following phases: (i) aMeissner
phase (M-MI/M-SF), which shows a reversal of the current direction for large values of the flux, (ii) vortex-
liquid phases (V), (iii) a VLphase, and (iv) SCphases (SC-MI/SC-SF). The corresponding transitions are located
by solid lines infigure 2, inwhich the gray ‘+’ symbols indicate the parameter points that were analyzed
numerically. For J J 1.6^ or 0.3 ,f p we observe afinitemass gap (see appendix B) indicating that the
system is in aMott-insulating state. This is inherited from the J J 1^  limit, inwhich the ground state is the
product of the local ground state on each rung, separated by a gap J2 ^ from all excited states (similar to the
two-leg ladderwith one boson per rung [64]). Upon lowering Ĵ atfixedf, themass gap eventually closes. The
computation of the Binder cumulant [65] of an appropriate string-order parameter for theMott insulator yields
an upper bound for the transition to a SF phasewhen lowering Ĵ (see the dotted line infigure 2). This transition
is, for 0.3,f p compatible with a Berezinskii–Kosterlitz–Thouless transition (see appendix B) as expected
from the theoretical work onmagnetization plateaux inN-leg spin ladders [60, 61] and numerical work atφ= 0
[74]. The transition at 0.9 1,f p< on the other hand, is compatible with a second-order phase transition
(see appendix B). In the following, we refer to states with aMeissner-like current configurations using the label
M, and to states with a SC pattern using the label SC (irrespective of whether these areMI or SF phases).

Figure 2.Phase diagram forHCBswith 1 3 particle per site on average, as a function of Ĵ andf. The dotted lines are upper bounds
for theMott-insulator (MI) to superfluid (SF) transition, as determined by an analysis of the Binder cumulant corresponding to an
appropriate string-order parameter (see appendix B). The phase diagram featuresMeissner (M-MI/M-SF), vortex-liquid (V), vortex-
lattice (VL) and staggered-current (SC-MI/SC-SF) phases.While the SC region is split into aMott insulating and a superfluid phase,
the V andVLphases areMott insulating, in theMeissner phase, the color encodes the amplitude of the chiral current j .C The gray ‘+’

symbolsmark the parameter points analyzedwithDMRG. Large black diamonds denote the parameter values for which the local-
current patterns are presented infigure 3. The vortex-liquid region contains one- and two-component Luttinger liquids. TheVL is
expected to be surrounded by a (possibly very thin) vortex-liquid phase.
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3.3.Meissner phases
For J J 1.6,^ only aMeissner phase exists, characterized by currents occurring exclusively in the upper and
the lower leg (see figures 3(a) and (e)), with a finitemass gap. The existence of such aMeissner-Mott insulator
(M-MI) on the three-leg ladder has been predicted in reference [56]. For 0.3,f p wefind a transition from
thisMott-insulator to a SF phasewithMeissner currents (M-SF) by lowering the inter-chain coupling Ĵ (dashed
line infigure 2). Intriguingly, the chiral current reverses its chirality from counterclockwise (figure 3(a)) to
clockwise (figure 3(e)) for 0.75,f p meaning that the atomsflow in the direction opposite to the one favored
by the effectivemagnetic field. As a consequence, at the point at which the reversal occurs, no currentflows even
though the bosons feel a very strong, non-staggered,magnetic flux. A typical example for the j jC C ( )f= curve
in theMeissner phase is shown infigure 4(a) for J J 1.8.=^ The curve is smooth as there is no phase transition.

3.4. Vortex phases
Upon lowering Ĵ to J J 1.5,^ theMeissner phase is split by vortex phases at intermediate values of the flux.
Typical current patterns in the vortex phases, which, for open boundary conditions, exhibit non-zero rung
currents j ,

r,ℓá ñ^ are presented infigures 3(b)–(d).We also plot the chiral current jC (see figure 4(a)) as a function

off for J J 1.2,=^ together with the average absolute value of the rung current j j L2
r rR , 1,2 ,

∣ ∣ℓ ℓå= á ñ=
^ (see

figure 4(b)). The transition from theMeissner into the vortex phases is characterized by jR becoming non-zero
and by kinks in the j jC C ( )f= curves (see the example of J J 1.2=^ ). The vortex phases can be further divided

Figure 3.Current patterns forHCBs in (a) theMeissner phase (J J 2,=^ 0.2f p = ); (b–c) in the vortex-liquid phases (J J 1.2,=^
0.375f p = and 0.4); (d) in theVL phase (J J 1.2,=^ 0.6f p = ); (e) in theMeissner phase, where the chiral current is reversed

(J J 1.2,=^ 0.9f p = ); and (f) in the staggered-current phase (J J 1,=^ f p= ). Thewidth of the arrows is proportional to the
current strength and normalized to the strongest current in the region displayed for each parameter point.

Figure 4. (a)Chiral current jC (see equation (4)) as a function of themagneticfluxf for J J 1.2=^ and 1.8 andHCBs. Inset:
comparisonwith perturbation theory (PT) (equation (5)) for J J 5.=^ (b)Average rung current j j L2

r rR , 1,2 ,∣ ∣ℓ ℓå= á ñ
=

^ as a
function of fluxf for J J 1.2=^ and 1.8.
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into vortex-liquid (V) phases, which are incommensurate, gapless phases (see, e.g.,figures 3(b)–(c)) and aVL,
which is fully gapped and forms at a commensurate vortex density [51] (see, e.g.,figure 3(d)).

3.4.1. Vortex lattice
The commensurability of the phases can be unveiled by studying the spatial patterns of the rung currents
j .
r, 1ℓá ñ=
^ In general, their Fourier transforms bear two typical wavelengths qA and qB (see the inset offigure 5, we

choose q qB A∣ ∣ ∣ ∣< ).Motivated by this observation, we define two vortex densities q a 2v
A B

A B
,

,
1 ( )r p= - (with a

the lattice spacing), which are shown in figure 5 for J J 1.2.=^ In theMeissner andVL phases, both vortex
densities are commensurate with 0vr =a and 1 2vr =a (with A B,a = ), respectively. These two phases are
fully gapped. In the case of theVL, we ascribe this behavior to the incompressibility of the vortex pattern: it costs
afinite energy to add a vortex to the system, even in the thermodynamic limit. The transitions to the vortex-
liquid phases are continuous commensurate-incommensurate transitions [51].We therefore expect the vortex-
liquid region to surround theVL phase everywhere, even though the proximity of various phase transitions
renders it very difficult to resolve numerically.

3.4.2. Vortex liquids
The incommensurate vortex-liquid region (V) encompasses phases inwhich both vortex densities are
incommensurate (e.g., at 0.7f p = infigure 5) as well as phases where onemode is commensurate (at either

0vr =a or 1 2v )r =a and the other is not (e.g., at 0.375f p = and 0.5 infigure 5). This is fully corroborated by
the study of the vonNeumann entropy, yielding either a central charge c= 2 or c= 1 (see appendix A) in the
vortex-liquid phases, corresponding to two- and one-component Luttinger liquids, respectively (wedo not
distinguish between the c= 1 and c= 2 vortex-liquid phase in the figures). In principle, the study of current-
current correlations could also permit to distinguish the different vortex phases. However, the superposition of
the behaviours of the different components renders the analysis of correlations less conclusive forfinite-size
systems.

We stress that the emergence of vortex phases for bosons on the three-leg ladder is amany-body effect: the
minimumof the single-particle dispersion is always at zeromomentum, corresponding to aMeissner phasewith
counterclockwise chiral-current. The vortex phases are thus not inherited fromfinite-momentumglobal
minima in the single-particle dispersion relation, unlike in two-leg ladders [11, 21, 22, 52].

3.4.3. Staggered-current phase
Around J J~^ and for ,f p a phasewith SC emerges (see figure 3(f)). It is characterized by strong currents
going around each plaquette. This phase breaks translation invariance along the legs of the ladder and has a
commensurate vortex density 1 2,vr =a corresponding to a spatial periodicity of two lattice sites. It can be
visualized as twoVL states on the upper and lower two-leg ladder, shifted by one site with respect to each other.
This phase shows aMott-insulator to SF transitionwhen lowering J J^ (see figure 2 and appendix B). At ,f p=
theHamiltonian (1) is real, and therefore, time-reversal invariant. The SCphases then spontaneously break this
symmetry (see figure 3(f)): reversing all currents does not leave the pattern invariant; they can thus be viewed as a
generalization of the chiralMott-insulator and SF phases realized on two-leg ladders [17, 18].

3.5. Chiral-current reversal in theMeissner phase
Let us further investigate the region 0.75f p where the chirality of the chiral currents is opposed to the one
favored by the bareflux. In the strong-rung limit J J ,^  the three-site problem is solved analytically and

Figure 5.Vortex densities v
A B,r as a function ofmagnetic fluxf for J J 1.2=^ andHCBs. They are extracted from the Fourier

transformof j ,r, 1ℓá ñ=
^ which show two dominantwavelengths in the vortex phase as illustrated in the inset for 0.45.f p =
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standard perturbation theory (PT) can be applied. Tofirst order in J J ,^ the chiral current is then given by

j
J

J2 2
sin

3

4
sin 2 , 5

C
PT

2

( )⎜ ⎟⎛
⎝

⎞
⎠f f= +

^

which implies a reversal of the current at arccos 2 3 0.73 ,( )f p= - » independently of J .^ Equation (5) agrees
verywell with theDMRGcalculations for J J 5=^ (see the inset offigure 4(a)), and the parameter point at
which the reversal occurs barelymoves for J J 1.6^ (seefigure 2).

Theflux dependence j sinC ( )fµ is directly inherited from that of the two-leg ladder in theMeissner phase
[21]. The two terms of (5) can therefore be interpreted as stemming from two contributions, which are sketched
infigure 6. Thefirst term (left panel) corresponds to chiral currentsflowing on the two sub-ladders (formed by
themiddle leg and the upper or lower leg) resulting in a zero net-current on themiddle leg, whereas the second
term (right panel) corresponds to particles propagating only along the top and bottom leg of the three-leg ladder.
This can be thought of as aMeissner phase with an effective flux 2 .efff f= For 2 ,p f p< < the second
contribution is negative, which can lead to a total chiral current with a reversed chirality. This reversal is thus
associatedwith a doubling of the effective flux along the rung direction. It can already be captured in theminimal
model of two plaquettes (L= 2), inwhich a qualitatively similar reversal occurs in the strongly interacting limit.
An increase of the effective flux also underlies the chiral-current reversal in the case of two-leg ladders [22], yet
there, the increase results from spontaneous breaking of translation symmetry.

The J J^  limit also permits to understand another numerical observation: the density is imbalanced
between the legs, in all phases. PT indeed predicts a density twice as large on themiddle leg than on the outer
ones. This difference decreases when lowering J J .^

3.6. Finite interactionsU J < ¥
In the single-particle case (U J 0= ), theMeissner phase has counterclockwise chirality for any choice of
parameters. Therefore, theremust be a reversal of the chiral current as the interaction strength increases. This is
indeed the case as shown infigure 7, displaying jC as a function ofU, for 0.8f p = and 0.85 and J J 1.6.=^
The reversal from anegative to a positive current occurs at afinite interaction strengthUwhose value depends
onf. For 0.85,f p = the system enters into a SC phase at intermediate values ofU, as indicated in the figure.
Translational invariance is spontaneously broken in the SC phase and the unit cell comprises four plaquettes (see
figure 3(f)). For 3 4, ,[ ]f p pÎ the effective flux is 4 , 0eff [ ]f f p= Î - modulo 2 ,p and the current is
reversed. This realizes another instance of the chiral-current reversal due to spontaneously enlarged unit cells
first presented in reference [22]. The presence of the SCphases stabilizes the current reversal down tomuch
smaller values ofU J compared to parameters for which the SC phase is absent (compare the data for

0.8f p = and 0.85 shown infigure 7). Note that theVLphase leads to the same unit-cell enlargement.
However, as it occurs for 2, 3 4[ ]f p pÎ in theHCBs case (see figure 2), one has 4 0,eff [ ]f f p= Î modulo
2 ,p and the chiral current is not reversed.

Figure 6. Schematic representation of the two contributions to equation (5) for 2 .p f p< <

Figure 7.Chiral current jC as a function of on-site interactionU for J J 1.6=^ and 0.8f p = and 0.85.
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4. Experimental realizations

Themost straightforward experimental approachwould be to use a superlattice to split a two-dimensional
lattice into three-leg ladders [66]. This would create an energy offset between themiddle and the outer two legs,
which could easily be compensated by another superlattice with a two-site periodicity. For systemswith a
synthetic lattice dimension [25, 26, 38], the interaction in the rung direction is not on-site as considered here,
but depends on the total density n nr r

t
1

3
,ℓ ℓå= =
in all three rung sites. Thus, the appropriate form is

H
U

n n
2

1 . 6
r

L

r rint
1

t t( ) ( )å= -
=

OurDMRG results forU J 10= show that this type of long-range interactions suppresses vortex phases. This is
qualitatively consistent with the study of the two-leg ladder, inwhich this type of interaction also favors the
Meissner phase over the vortex phase [19, 56]. The chiral-current reversal in theMeissner phase at afilling of
one-third survives at small J J 0.3^ (see figure 8).

5. Summary

Wepresented the phase diagramof strongly-interacting bosons on a three-leg ladder subjected to a
homogeneousmagnetic flux.We identified several phases, including vortex-liquid phases, a vortex lattice and a
Meissner phase.Moreover, there is a state with staggered currents, which leads to a reversal of the chiral current
due to the spontaneous increase of the unit cell, similar to the situation discussed in [22]. Fascinatingly, the
Meissner phase also shows a chiral-current reversal when increasing the strength of themagnetic flux per
plaquette, yet in theMeissner phase, translational invariance is not broken. The analysis of the strong-rung and
large-interaction limit indicates that a doubled flux is experienced along the rung direction. Therefore, the
chiral-current reversal in theMeissner phase is qualitatively different.We argue that interactions are a necessary
ingredient to obtain these behaviors.
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AppendixA. Entanglement entropy

The entanglement entropy SvN is defined as the vonNeumann entropy corresponding to a bipartition of the
wavefunction into two subsystemsA andB:

S Tr ln , A.1A AvN ( )r r= -

where TrA B∣ ∣r y y= ñá is the reduced densitymatrix of subsystemA. In conformal field theory, for a one-
dimensional systemwith open boundary conditions and total length L, the vonNeumann entropy of a
subsystemof length r is given by [67, 68]

S r
c L r

L
g

6
log

2
sin , A.2vN ( ) ( )⎜ ⎟

⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥p

p
= +

where c is the central charge of the conformal field theory and g is a non-universal constant. The central charge
measures the number of gaplessmodes in the system.

Infigure A1 we show the entanglement entropy SvN(r) for straight cuts through the three-leg ladder between
rungs r and r 1.+ Byfitting (A.2) to the data we obtain estimates for the central charge. Oscillations of the
entropy in the vortex phasesmake the fit very sensitive to the fitting region used. This applies, in particular, to the
vortex-liquid phases. Nevertheless, the behavior of the central charge provides further insights into the nature of
the commensurate-incommensurate transition.

In theMeissner phase (figures A1(a) and (e)) the values of the central charge are very close to zero in
agreementwith an entanglement entropy independent of the subsystem size, which corresponds to the area law
of a fully gapped phase [69].

The vortex phases can be divided into vortex-liquid andVL phases with incommensurate and
commensurate vortex densities, respectively. As illustrated infigure 5 of themain text there are two vortex
densities that undergo a transition from theMeissner to a vortex-liquid andVLphase with increasing flux f p
and at low enough J J .^ This picture is consistent with the behavior of the central charge.More precisely, at
J J 1.2=^ and 0.375,f p = wefind one incommensurate vortex density in the Fourier transformof the rung
currents and a central charge of c 1» (figure A1(b)). Atflux 0.7,f p = there are two incommensurate vortex
densities. The central charge is c 2» in agreementwith the presence of two gaplessmodes (figure A1(d)). At

0.6,f p = both vortex densities are commensurate andwefind an entanglement entropy independent of
subsystem size (up to oscillations due to the increased unit cell), or c= 0 in terms of the central charge
(figure A1(c)).

Figure A1.The entanglement entropy SvN as a function of the relative length of the subsystem r L for L= 100. Symbols showDMRG
results for (a) J J 2.0,=^ 0.2f p = in theMeissner phase; (b) J J 1.2,=^ 0.375f p = in the vortex-liquid phase; (c) J J 1.2,=^

0.6f p = in the vortex-lattice phase; (d) J J 1.2,=^ 0.7f p = in the vortex-liquid phase; (e) J J 1.2,=^ 0.9f p = in the
Meissner phasewith currents with reversed chirality; (f) J J 1.0,=^ 1.0f p = in the staggered-current phase. The red line is a fit of
(A.2) to theDMRGdata. The insets show themass gap EMD as a function of inverse system lengthwhich is extrapolated to the infinite
length limit with a linearfit.
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This suggests that themodes, which aremeasured by the central charge, can be related to the dominating
vortex densities in the Fourier transformof the rung currents. An incommensurate vortex density would be
associatedwith a gaplessmodewhile a commensurate vortex density would correspond to a gappedmode.

In the SC phase the vortex densities are commensurate, while the fit gives a central charge c 1.» But the
scaling of the entanglement spectrum indicates that it is two independent c=0.5modes, and also the scaling of
the correlation function gives the scaling dimension 1 8D  (not shown), consistent with c=0.5. This
indicates that themass gap is closed, which is compatible with the analysis of themass gap and the Binder
cumulant presented in the next section.

Appendix B.Mott insulator to superfluid transition

Themass gap EMD is defined as

E E N E N E N
1

2
1 1 , B.1M [ ( ) ( )] ( ) ( )D = - + + -

where E(N) is the total ground-state energy of the systemwithN particles.
We generally observe afinitemass gap that becomes smaller when decreasing the inter-leg coupling J .^ In

the J 0=^ limit, themass gap is known to be closed. As alreadymentioned in themain text, in the 0f p =
limit, the transition to the SF phase at finite J J^ can be expected to be of the Berezinskii–Kosterlitz–Thouless
type [60, 61], and, therefore, is very hard to pinpoint numerically.

In the insets offigure A1we show themass gap as a function of the inverse system size L1 extrapolatedwith
a linearfit to the thermodynamic limit.Wefind afinitemass gap in theMeissner phase for J J 2,=^ 0.2f p =
and J J 1.2,=^ 0.9f p = (figures A1(a) and (e)). Themass gap closes in theMeissner phase when lowering
J J .^ The vortex-liquid phases (figures A1(b) and (d)) and theVL phase (figure A1(c)) havefinitemass gaps with
weak system-size dependence. Thefinitemass gap in the vortex-liquid phases confirms that the chargemode
does not contribute to the values of the central charges infigures A1(b) and (d) but they are fully accounted for by
the two othermodes on the three-leg ladder that undergo the commensurate-incommensurate transition.

The analysis of the central charge ismore difficult in the regionswhere themass gap can not be resolved (or is
actually zero)with the system sizes studied in this work. This is the case in theMeissner phase for J J 1.6^

and 0.3f p and in the SC phase (see the inset offigure A1(f)).
Calculating energy gaps is a quite difficult calculationwhen the gap is small, sowhere an order parameter

exists it is generally better to use it instead to detect the phase boundary of theMott-insulating region. A suitable
order parameter for aMott phase is the non-local string order parameter [70], given by

O lim 1 , B.2p
j i

r i
j n2 1 r

t( ) ( )
∣ ∣

= P -
- ¥

=
-

where n nr r
t

1

3
,ℓ ℓå= =
is the total particle density on rung r.

This can be expressed in terms of a ‘kink’ operator,

p i 1 , B.3r i
n1 r

t( ) ( ) ( )= P -<
-

fromwhichOp
2 takes the formof a correlation function,

O p i p jlim , B.4p
j i

2 ( ) ( ) ( )
∣ ∣

= á ñ
- ¥

or, we can construct an extensive order parameter P p i .
i

( )å= Wecannot evaluate Pá ñdirectly, since the sign
is indeterminate, however, we can calculate P ,2á ñ which is simply related to O ,p

2 as

O P L , B.5p
2 2 2 ( )= á ñ

where L is the length of the lattice. The great advantage of this construction is that theP operator is easy to
construct formatrix-product-state algorithms using the triangularmatrix-product-operator (MPO) formula-
tion [63, 71], and the expectation value of such triangularMPO’s can be evaluated directly in the thermodynamic
limit [72]. This allows us to calculate the Binder cumulant [65] ofP,

B
P

P
1

3
. B.6

4

2 2
( )= -

For an infinitematrix-product-state (iMPS), the expectation value of the nth power of an operatorPn is obtained
as a degree n polynomial of the lattice size L, which is exact in the asymptotic large-L limit. Hence the quantity
O P Lp

2 2 2= á ñ is evaluated directly as the coefficient of the degree 2 component of P .2á ñ
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If we evaluate the Binder cumulant directly for an iMPS in the large L limit, then it simply probeswhereOp
2 is

zero or non-zero, so does not give any additional information. Since the coefficient of the nth degree term in Pná ñ
is simply O ,p

n it follows that if Op
2 is non-zero then the Binder cumulant in the large L limit is identically equal to

2 3. Similarly, if O 0,p
2 = then the cumulant expansion of P4á ñ reduces to P3 2 2á ñ and the Binder cumulant is

identically zero.Hencewe have a step function located at the point whereOp
2 becomes non-zero, which is what

onewould expect if one takes the large-L limit of a finite-size Binder cumulant.
However, for an iMPS the correlation length is alwaysfinite, so onemight expect thatfinite-entanglement-

scalingwith the basis sizem can be used instead offinite-size scaling. This is indeed the case, if we evaluate the
polynomial Pná ñat L b ,x= where ξ is the correlation length, and b is some scaling factor. This is equivalent to
calculating the order parameter over afinite section of size L bx= of the infinite lattice.

Since ξ depends on the number of statesm, we can plot a family of curves of the Binder cumulantBm for
different values ofm. For a finite system, the value of the Binder cumulant at a second-order critical point is
independent of L (up to higher order corrections). For an iMPS, the analogous result is that the critical value of
the Binder cumulant is independent ofm. Note that forfinite size systems the actual value of the Binder
cumulant at the critical point is not universal and depends on the boundary conditions [73]. For an iMPS, the
value of them-dependent Binder cumulant depends on the chosen scale factor b. For the calculations here, we
use b= 1.

As an example, we show in B1 (a) the Binder cumulant as a function of Ĵ for 0.2.f p = The data is
compatible with a Berezinskii–Kosterlitz–Thouless transition from theMeissnerMott-insulating region into the
Meissner SF region as J J^ decreases and permits to give an upper bound for the critical point, which is reported
infigure 2 in themain text. For 0.95f p = (see figure B1(a)), aMott-insulator to SF transition also occurs in
the SCphase and it is compatible with a second-order critical point at J J 1.035.^  TheMeissner to SC phase
transition, which can be characterized by a rise of the average rung-current j ,R occurs at a distinct point
J J 1.135.^ 
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