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Abstract
We investigate a new scheme for astronomical spectrograph calibration using the laser frequency
comb at the Solar VacuumTower Telescope onTenerife. Our concept is based upon a single-mode
fiber channel, that simultaneously feeds the spectrographwith comb light and sunlight. This yields
nearly perfect spatialmodematching between the two sources. In combinationwith the absolute cali-
bration provided by the frequency comb, thismethod enables extremely robust and accurate spectro-
scopicmeasurements. The performance of this scheme is compared to a sequence of alternating comb
and sunlight, and to absorption lines fromEarth’s atmosphere.We also showhow themethod can be
used for radial-velocity detection bymeasuring thewell-explored 5min oscillations averaged over the
full solar disk. Ourmethod is currently restricted to solar spectroscopy, butwith further evolving
fiber-injection techniques it could become an option even for faint astronomical targets.

1. Introduction

Laser frequency combs (LFCs) have revolutionized precision spectroscopy in atomic andmolecular physics [1],
enablingmeasurements of transition frequencies with unprecedented accuracy. Recently, they have grown into
high-precision frequency calibrators for astronomical spectrographs [2–10]. An LFC represents an absolute
optical frequency reference, directly linked to an accurate radio-frequency (RF) standard such as an atomic
clock. Its spectrum consists of a very regular series of sharp lines (ormodes) at frequencies = +f f n fn r0 , where
the repetition frequency fr is themode spacing, the offset frequency f0 is a global shift of themode structure, and
themode number n is an integer. fr and f0 are both radio frequencies, accessible to conventional electronics,
while the values of n are high enough (from about 80 000 to 120 000 for the LFCdescribed in this work) to enable
the transfer fromRF to optical frequencies.With its unique properties, the LFC comes close to an ideal calibrator
for spectrographs [2], whose outstanding accuracy is expected to open up newperspectives in astronomy. This
comprises the detection of Earth-like extrasolar planets bymeasuring the recoilmotion of their host stars [9].
LFCsmay also enable a directmeasurement of the acceleration of the cosmic expansion [11], and amore
accurate cosmological search for variability of fundamental constants [12].

A central aspect in precision astronomical spectroscopy is themeasurement of radial-velocity (RV) changes
of celestial bodies viaDoppler shifts of spectral lines.With conventional calibration techniques, the best
spectrographs are currently limited to anRVprecision of roughly −1 m s 1over large time spans. LFCs hold
promise to enable RVmeasurements at an accuracy of −1 cm s 1over arbitrary time horizons, and a −2.5 cm s 1

calibration repeatability has already been demonstrated on a time scale of hours [9]. Unlike other calibration
sources, LFCs are not only repeatable, but to the same degree also accurate, i.e. they allow assigningwavelengths,
or optical frequencies, that come close to the true values.Most applications would profit fromLFCsmainly for
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their high repeatability, but the high accuracy of LFCs can also be beneficial, e.g. to compare spectra from
different instruments. This property has also been exploited by [10] to create an improved atlas of the solar lines
in the visible.

Current high-precision spectrographs are usually connected to their telescopes via opticalfibers, to detach
them from telescope guiding, increasing the stability of themeasurements. The spectrographs are usually
equippedwith a secondfiber channel that is used to simultaneously calibrate the spectrograph during each
measurement, to track spectrograph drifts. Differential drifts between the two channels areminimized by a rigid
mechanical connection between the fiber outputs.However, since it is challenging to couple light from
astronomical objects efficiently into single-mode fibers (SMFs), current high-precision spectrographs are fed
withmultimode fibers.While an SMF guides only a single, approximately Gaussian shaped beamprofile, a
multimode fiber supports a variety of beamprofiles. The profile at the output of amultimode fiber depends on
the beamalignment at its input, and therefore on telescope guiding. This translates into uncertainties in RV
measurements.

In this work, the use of SMFs for LFC-based calibration of astronomical spectrographs is explored. The tests
presented here have beenmade at theVacuumTower Telescope (VTT), a solar telescope in Tenerife, Canary
Islands, that is operated by theKIS. The very high optical powers available from the Sun allow the use of SMFs to
feed the spectrograph bothwith sunlight and comb light, tolerating low coupling efficiencies on the part of the
Sun.However, advances in adaptive optics are anticipated to enable efficient SMF coupling of distant stars [13],
making our approach interesting for night-time astronomy aswell. As an alternative to adaptive optics, photonic
lanterns have recently been developed as efficientmultimode to single-mode converters for astronomical
applications [14, 15]. They split up the light of amultimode fiber into an array of SMF channels. The use of SMFs
fully decouples the spatial beamparameters in the spectrograph from telescope guiding, which potentially limits
the precision of other fiber-fed spectrographs. SMFs also eliminate the degradation of the beamprofile through
formation of laser speckles upon fiber coupling of coherent light. Formultimode fibers, this occurs due tomodal
interference. This point is particularly critical for the LFC, owing to its high degree of coherence.

Another concept that we introduce for spectrograph calibrationwith an LFC ismultiplexing of the fiber
channel, which involves coupling both comb and sunlight into one singlefiber.We investigate both temporally
separated and simultaneous fiber injection of the two sources. Especially the latter concept is shown to enable
very accurate tracking of spectrograph drifts duringmeasurements. This eliminates the need for an extra fiber
for calibration, that can potentially drift versus the other one and thereby cause calibration errors. In
combinationwith the use of SMFs, we obtain nearly perfect spatialmode-matching between comb and sunlight,
and thus an extremely robust calibration. This is similar to themode inwhich iodine absorption cells are
operated, which however absorb a part of the science light, and are surpassed by LFCs in a number of calibration
characteristics such as accuracy, repeatability, and spectral coverage.

We demonstrate ourmethodology by observing the 5 min oscillations in the integrated solar spectrum, i.e.
in the spectrum averaged over the full solar disk. These oscillations arewell understood [16] and have been
extensively characterized [17–19]. They hence represent a suitable test-bed for ourmethod. The observation of
integrated sunlight, considering the ‘Sun-as-a-star’, is of great interest for night-time astronomy, as it allows
investigating effects like stellar activity onRVdetection. These studies could not be carried out in such detail on
other stars, but are needed for amore accurate search for extrasolar planets. Of course, ourmethod is not limited
to integrated sunlight, and theVTT telescope allows placing the SMF tip in the image of the Sun. This results in
spatially resolved, comb-calibratedmeasurements, supported by the adaptive optics of theVTT. Currently, this
approach is being used to study the center-to-limb variation of the solar convective blue shift, and is proposed
for characterization of the solarmeridionalmotion [7].

2. Instruments and observations

The observations described and analyzed in this workweremade at theVTT in Tenerife [20], where an infrared
LFChad already been tested in 2008 [3]. For our tests, we fed theVTT echelle spectrographwith integrated
sunlight from the auxiliary full-disk telescopeChroTel [21, 22], located in the same building as theVTT
telescope.Within the beampath of theChroTel, we installed a lens that produced an about 4 mmwide image of
the pupil of the telescope, inwhichwe placed the tip of an SMFwith a 2.5 μmcore diameter. The lens roughly
matched the numerical aperture (NA) of the sunlight to the fiberNAof 0.13. This resulted in 800 nWof visible
sunlight coupled into the SMF,which corresponds to a coupling efficiency of 0.1 ppmwith respect to the total
solar radiation power collected by the telescope. The fairly low coupling efficiency ismainly due to the fact, that
to an earthbound observer the Sun—unlike other stars—appears as an extended sourcewith poor spatial
coherence properties. Its light thus consists of amultitude of spatialmodeswithout awell-defined relative phase.
Only one of thesemodes can be fullymatched, and thereby efficiently coupled, to the single spatialmode of an
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SMF at a time. The sunlight collected by theChroTel consists of severalmillion spatialmodes, as can be deduced
from its optical resolution. This necessarily entails a poor spatialmode overlap of the guidedmode of the SMF
with the incident lightfield at the pupil image. The problem could be circumvented by coupling each spatial
mode to a different SMF, e.g. with a photonic lantern, but in our case this is impractical because of the great
number of spatialmodes. This is different for distant stars, where photonic lanterns should represent a viable
solution. Further, a diffraction limited image of a distant star, e.g. obtained by employing adaptive optics, could
enable coupling into an SMFwith efficiencies of >70% [13].

The SMF in this setup collects light from every point of the solar disk, but notwith equal efficiency, owing to
the approximatelyGaussian-shaped acceptance profile of the SMF. This is because in the pupil image, light from
different locations on the Sun is incident fromdifferent angles. As a result, the observed solar spectrum
represents aweighted average over the solar disk. The rotation of the Sun imprints ± −a 2 km s 1RVvariation
across the solar disk. Inaccurate telescope guiding can consequently distort the RVmeasurement, by shifting the
centroid of theweighted spatial average towards the blue or red-shifted region. The specified guiding accuracy of
0.5 arcsec of theChroTel should keep the resulting RV errors below approximately −1 m s 1. This guiding
accuracy can however only be guaranteed under sufficiently good observation conditions. It is also important to
note, that this sort of RV error from telescope guiding would not exist, if the techniquewas used in stellar night-
time astronomy, since distant stars are normally not spatially resolved.

The LFC as installed at theVTT inOctober 2011 is described in [7]. InMay 2012, just beforemaking the tests
reported here, the systemwas upgraded to enable higher calibration accuracy andmore reliable operation [8].
The system is referenced to aGPS disciplined quartz oscillator, accurate within a fractional uncertainty of< −10 12

for integration times exceeding 1 s. It features a broadband visible output coupled into an SMF, and routinely
delivers sufficient power for spectrograph calibration over a 460–680 nm spectral range. It was operated at a
repetition frequency of =fr 5.445GHz and an offset frequency of =f0 +100MHz. This comb spectrum is
synthesized from an LFCwith initially smallermode spacing, by suppressing unwantedmodes with a series of
Fabry–Pérotfilters [23]. It is estimated, that the unwantedmodes are suppressed to better than 47 dB, and thus
cannot shift the calibration bymore than 5 kHz [24]. At a center wavelength of 630 nm, as used in this work, this
corresponds to −3 mm s 1. Furthermore, owing to the finite width of the combmodes, themodefiltering can
shift their center of gravity by skewing their shape, in case the filter transmission peaks are not perfectly centered
at their position [25]. In analogy to the discussion in [26] we estimate, that this effect can cause line shifts of up to

−2.1 cm s 1 for this LFC.
The sunlight from the telescope and the calibration light from the LFC are combined into a one SMFby an

opticalmultiplexer that is shown infigure 1(a). Thefiber-coupled comb and sunlight enter the free-space
section of themultiplexer through fiber collimators using achromatic triplet lenses. The two beams are
overlapped on a 2 μmthick uncoated pellicle, that on average reflects 8%of the comb light and transmits 92%of
the sunlight. The reflectivity (and transmittance) ismodulated by interferences on the two surfaces of the
pellicle. Its very low thickness stretches the period of themodulation tomuch larger than the observed spectral
range of 0.7 nm (see below). Another solutionwould be to replace the pellicle by awedged glass plate, to

Figure 1. (a) Setup of the opticalmultiplexer: the sunlight (red) from the telescope and the comb light (blue) enter the free-space
section through fiber collimators (FC). They are combined (green) on a pellicle beam splitter, and then coupled into the outputfiber
leading to the spectrograph. The shutter can be positioned to block either the sunlight, the comb light, neither, or both. Three silver
mirrors inside the beampath support optical alignment. (b) Spectra asmeasured using the VTT spectrograph at different positions of
the shutter, with themultiplexer transmitting only comb light (top), sunlight (center), or both (bottom).
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suppress themodulation. The combined beamof comb and sunlight is coupled into an SMF leading to the
spectrograph. Allfibers are identical, feature single-mode guidance from450 to 680 nm, and use connectors
with angled end facets. The pellicle produces a second overlapped output, which for alignment purposes is
monitored on a photodiode.Within the free-space section, there is a beam shutter in formof aU-shaped black
metal panel, whose position is controlledwith amotorized linear translation stage. Four positions for the shutter
are defined, inwhich it blocks either the beam from the Sun, that of the comb, neither, or both.

The outputfiber of themultiplexer leads to theVTT echelle spectrograph. From there, the light is focused
through the entrance slit of the spectrograph by an aspheric lens, thatmatches theNAof the beam to that of the
spectrograph. TheVTT spectrograph has a very high resolution of =R 106, but usually only observes a single
echelle order at a time, and hence only a rather narrow spectral range. The center wavelength of the observation
can be tuned over awide range by adjusting the angles of the echelle grating and predisperser. The image plane of
the spectrograph can be accessed freely, allowing to place and exchangeCCD cameras as desired by the user.
With the PCO4000 camera that we used to record our spectra, we could observe a 0.7 nmwide spectral range

thatwe centered at 630.0 nm. TheCCDchip of the camerawas cooled down to− °C18 , had a rootmean square
(rms) readout-noise of 11 photoelectrons, and counted 3.3 photoelectrons for every step of the 14 bit readout
amplifier. TheCCDhad a 9 × 9 μmpixel pitchwith 4008 pixels in the dispersion direction of the echelle order
and 2672 pixels perpendicular to it.We employed an 8-to-1 hardware binning of the pixels in the latter
direction. Along the illuminated pixels, we summedup 5 of the binned pixels in every columnperpendicular to
the dispersion direction, in order to gain a one-dimensional data string from theCCD image.

For all exposures, we chose an exposure time of 1000ms. The position of the shutter within themultiplexer
was changed periodically for the observations, tofirst record a spectrumwith comb light only, thenwith sunlight
only, and finally with both, after which the cycle was repeated (seefigure 1(b)). Between the exposures, we left a
1000ms pause for the shutter tomove.With this choice of the exposure cycle, two differentmultiplexed
calibration schemes can be put into practice: if only the frameswith pure sunlight or pure comb light are
considered, the solar spectrum can be calibrated by interpolating the calibrations obtained from the comb
exposures directly before and directly after each Sun exposure. This temporally separated signal transmission is
known as time-divisionmultiplexing.We refer to this calibration scheme as time-interlaced calibration. If also
the exposures containing both comb and sunlight are considered, the solar spectra can be calibrated from the
overlaid comb. This concept is hereafter referred to as overlaid calibration. In the following sections we
investigate the benefits and drawbacks of the two calibration schemes, and assess their performance.

The observations used for our analysis weremade onMay 29, 2012, from12:18 to 17:16 coordinated
universal time (UTC).During this time span, 2715 full cycles as described abovewere recorded. Unfortunately,
the series was interrupted several times due to technical problems, and the telescope guidingwas partly
disturbed by passing clouds. Towards the end of the series, 86 min of uninterrupted operationwith stable
guidingwere accomplished, whichwe use as our observed sample for the comb-Sun comparisons. However, to
test the stability of the comb calibration on its own, all recorded comb spectra are usable. The observed solar
spectrum also contained several O2 lines of telluric origin, i.e. stemming fromEarth’s atmosphere. Their line
centers are independent of telescope guiding, and hence to compare the LFCwith these lines, all recorded solar
spectra are of use.

3. Calibration tests

3.1. Spectrograph calibration
The knownoffset frequency andmode spacing of the comb allow to attribute absolute frequencies to the
observed comb lines, as soon as they have been assignedmode numbers. The latter can be derived from the
known frequencies of the lines in the observed solar spectrum. The telluricO2 lines are particularly well suited
for this task, because they are fairly deep andmuchmore narrow and stable than lines originating from the solar
photosphere. Their frequencies are listed in theHITRANdatabase [27], whichwe use to attributemode
numbers to the comb lines as shown infigure 2. The result is that the 101 observed comb lines havemode
numbers ranging from87 417 to 87 317.

As a next step, the comb lines are fittedwithGaussian functions using the Levenberg–Marquardt algorithm
[28] (see figure 3(a)). Thefit algorithmdelivers uncertainties of the line centers from error propagation of the
photon noise at each data point. The photon noise was assumed to be [ +N R( ) ]2 1 2, whereN denotes the
number of detected photoelectrons, andR the CCD readout noise. Subtraction of the dark and bias current of
the CCD is included inN, as well as correction for different sensitivity of adjacent pixels (flatfielding). The
centers of the fitted lines and their uncertainties are the basis for further analysis. The fact that the observed line
profiles are not exactly Gaussian is uncritical for the further analysis, whichmerely requires a precise definition
of the line center that leads to reproducible results.
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An absolute calibration can be obtained from the line centers on theCCDand the known frequencies of the
corresponding combmodes.With this information, the pixel-to-frequency relation can bemapped across the
CCD,which is approximated by a third-order polynomial (figure 3(b)). According to thefitted polynomial,
which is hereafter referred to as the frequency solution, an average CCDpixel spans 138.2 MHz or −87.09 m s 1.
The rms deviation of thefit residuals of −0.87 m s 1 is close to the photon noise limit of −0.60 m s 1, but the
discrepancy still requires an explanation. Using a higher-order polynomial forfitting does not significantly
reduce the discrepancy. In [4], remarkable deviations of the comb line centers from the frequency solutionwere
observed, and attributed to irregularities of the pixelation caused by themanufacturing process of theCCD. In
particular, abrupt changes of the pixel-to-frequency relationwere found to occur every 512 pixels, which is equal
to thewidth of themask used for fabrication. In our case, the deviations are far less severe and do not display an
obvious, periodically occurring pattern. However, after averaging the residuals from the frequency solution over
all >( 2700) comb spectra, their rms still amounts to −0.50 m s 1. Hence, the deviations above photon noise seem
to be largely reproducible and of systematic nature.We thus attribute the largest portion of these deviations to
irregularities in theCCDpixelation, even though theCCDwas apparently not stitched together from smaller
lithographic blocks of pixels, which is clearly preferable.

3.2. Calibration repeatability
To assess the calibration repeatability that the LFCprovides in different calibration schemes, we consider only
exposures with pure comb light, circumventing any limitations from the solar observation.

For testing the calibration repeatability provided by the aforementioned concept of an overlaid calibration,
the observed comb lines are divided into two groups: one group is represented by themodeswith oddmode
numbers, and the other one by evenmode numbers.We thus decompose the LFC into two interleaved combs
with twofoldmode spacing, and assess their relative stability. Thismimics an overlaid calibration, with light

Figure 2. Identification of comb lines. The graph shows a small portion of the comb spectrum (blue solid line near bottom) and of the
solar spectrum (red solid line near top). Themode numbers n of the comb lines at the positions indicated by the blue dashed lines are
derived from the known frequency f of a telluricO2 line (red dashed line).

Figure 3. (a) Small section of the observed comb spectrum, with aGaussian function fitted to each comb line. The centers of thefitted
Gaussians are assumed as the centers of the comb lines on theCCD. (b)Upper plot: frequencies of the observed combmodes versus
their line centers on theCCD. The data points are approximated by a third-order polynomial. Lower plot: fit residuals, converted into

−m s 1. rootmean square (rms) of thefit residuals: −0.87 m s 1. Photon noise: −0.60 m s 1.
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from two sources simultaneously sent through the samefiber. For each exposure, we compute the shift of the
comb lines relative to their position in a reference exposure, which is the first exposure of the series. The
combined shift of all odd (even)modes is computed for every exposure by averaging the individual line shifts.
The averaging of lines applies photon noise weighting, whichmeans that each line is weighted by its inverse
variance given by photon noise. Figure 4 shows the result for the oddmodes, the evenmodes, and the difference
between the two.While the shifts of the oddmodes and the evenmodesmainly reflect spectrograph drifts, the
difference between the two should not be larger than photon noise, if the two calibrations are consistent to that
level. The standard deviation of both the odd and the evenmodes amounts to −17 m s 1, whereas the standard
deviation of the difference is only of −0.186 m s 1 (photon noise: −0.138 m s 1 ).

The deviation fromphoton noise limited statistics of the differential shifts, unlike in the case of the
deviations from the frequency solution, can hardly be explained by some type of systematic uncertainty. Rather,
we conclude that the scatter above photon noise is due to an excess noise source. Thermal noise certainly
contributes to the excess noise, since theCCDwas not cooled down to the very low temperatures reached by
other astronomical CCDs (typically−90 to−120 °C). The largest portion of the excess noise is howevermost
likely to be provoked by internal seeingwithin the spectrograph beampath, due to convection of air. The
convection elements have different air temperature, and therefore different refractive index, which disturbs the
beam. This occurs because theVTT spectrograph is neither evacuated nor thermally stabilized. Nevertheless, for
this calibration scheme, the improvement over the passive stability of the spectrograph amounts to about two
orders ofmagnitude.

Even if the calibration repeatability obtained in a single exposure is limited by noise, it can still be further
enhanced by combining several exposures into one. If an effect cannot be averaged down in thismanner, it
means that its influence displays some systematic behavior instead of being purely random.We test this by
combining a given number of subsequent exposures into bins.We then carry out the same analysis as previously
for the series of binned exposures. The result as a function of bin size is shown infigure 5. The standard deviation
drops below −3.0 cm s 1 for bins of >126 exposures. Again, the photon noise limit is not reached, whichwould
allow an uncertainty as low as −1.2 cm s 1 at this point. The standard deviation seems to form a plateau near

−2.3 cm s 1. Strikingly, a plateau at approximately the same valuewas also foundwith an LFCon the two-channel
spectrographHARPS [9]. As one of theworld’smost stable spectrographs, HARPS is passively stable to better
than −1 m s 1over at leastmany hours [29]. TheVTT spectrograph in contrast, being neither evacuated nor
temperature or pressure stabilized, can drift by up to −100 m s 1over a day. The results thus show thatwith
science light and calibration light simultaneously sharing the same spatialmode, spectrograph stabilization is of
reduced importance, provided that seeingwithin the spectrograph is kept low enough.

Wenow turn to the repeatability as determined for time-interlaced calibration. In this calibration scheme, a
science exposure is preceded and followed by a calibration exposure. From the two calibration exposures, two
frequency solutions are derived, that are interpolated to calibrate the science exposure. To test this concept with
comb light only, each calibration exposure is compared to the interpolation of the calibrations 6 s before and 6 s
after it. The total calibration shift is computed as the photon-noise weighted average shift of the lines versus the
interpolated calibration. The result is shown infigure 6. It displays a standard deviation of the calibration shifts
of −11 m s 1, which is only a rathermodest improvement over the −17 m s 1 as obtainedwhen considering the
fully uncompensated spectrograph drifts (see upper two plots offigure 4). The uncertainties in this calibration
scheme are known to arise from spectrograph drifts that occur on a sub-second time scale [8].We expect a

Figure 4.Test of the calibration repeatability for overlaid calibration. The calibration shifts of two subsets ofmodes are compared, one
formed by the lines with oddmode numbers (upper plot), and the other one formed by the lines with evenmode numbers (central
plot). The differential calibration shifts between the two subsets are shown in the lowest plot (notice the different vertical scale there).
Next to each plot, the standard deviation (SD) and the photon noise limit (PN) of the series are quoted. Integration time: 1 s. Cadence:
1 frame every 6 s.

6

New J. Phys. 17 (2015) 023048 RAProbst et al



slightly better repeatability than demonstrated here for the calibration of the solar spectra, because of the twofold
lower time span between the interpolated calibration exposures. Generally, the higher the frame rate, the better
is the repeatability that we expect for this calibration scheme, as shown in [8] using a 10Hz frame rate.

4. Calibrating solar spectra

4.1. Fitting procedures and noise limitations
Wenow showhowour calibrationmethods can be applied to solar spectra. Atfirst, we only consider exposures
containing pure sunlight. The line centers of the absorption lines are determined byfitting, similar towhat was
done in section 3.1 for the comb lines.We approximate the solar lines withGaussian functions, and the telluric
lines with Lorentzian functions. Contrary to the analysis of the comb exposures, we do not perform the fit on a
line-by-line basis, butfit the sumof the functions of all lines. The overall signal level is not constant along the
echelle order, which ismainly because of the blaze function of the spectrograph grating. This ismodeled by
multiplying the sumof functions by a fourth-order polynomial, whose coefficients are adjusted by the fit. The
result is shown in figure 7.

The positions of the line centers obtained in this way can be converted into frequencies using the frequency
solution obtained from time-interlaced calibration. This permits to track frequency changes (or RV changes) of
the lines. Fitting a linemodel that accurately reflects the true line shapes is not needed here, sincewe are not
interested in an accurate determination of absolute line frequencies. If the absolute frequency of a solar line
needs to be specified, it is customary to determine its bisector, to account for the asymmetry of the line profile.

Figure 5. Improvement of the calibration repeatability for overlaid calibrationwith increasing number of accumulatedCCDcounts.
The number of counted photoelectrons is increased by summing up exposures into bins of increasing size (from just 1 exposure per
bin to up to 360). The standard deviation (green line) of the differential shifts between odd and even combmodes is computed for
each series of binned exposures. The uncertainty of the standard deviation (black error bars) increases with increasing number of
accumulated counts because of the decreasing number of binswithin the series. An exposure of 1 swas taken once every 6 s.

Figure 6.Test of the calibration repeatability for time-interlaced calibration. Each calibration is compared to the interpolation of the
preceding and subsequent one. The photon-noise weighted difference yields the calibration shifts as shown by the line plot. The error
bar on the right represents the standard deviation of −11.3 m s 1 of themeasured shifts. The photon noise limit is −0.097 m s 1.
Integration time: 1 s. Cadence: 1 frame every 6 s.
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Determining line shifts in the overlaid exposures proves to be considerablymore difficult. Here it is a strict
necessity that thefit functions accurately reflect the true line shapes. This is not only the case for the solar lines,
but for all lines, including the comb lines. If themodel used for fitting does not fullymatch themeasured lines,
thefit residuals can influence thefit of the overlaid lines, and distort theirmeasured line center. Since the relative
signal strength of the two overlaid sources is notfixed, but can varywidely, the crosstalk between the two
channels is not stable. Only if the fit functions perfectlymatch themeasured line shapes can it be excluded, that
the twofits influence one another in a systematic way.However, the two overlaid spectrawill always be affected
by each other’s photon noise: the added photons from the comb bring in additional noise to the solar spectrum,
but do not increase the signal of solar spectrum. Thus, the overlaid calibration usually comes at the price of
decreasing the signal-to-noise ratio of the spectrum to be calibrated, and also the calibration itself is affected by a
degraded signal-to-noise.

Because the line profiles have to bemodeled so accurately, the approach offitting simplemathematical
functions to the spectral lines is given upwhen it comes to analyzing overlaid spectra. Instead, we use template
spectra (as described below) for the Sun and for the comb,whose sum (including an offset) is used to
approximate the overlaid spectra. The sumof the two templates ismatched to the overlaid spectra by shifting
each template’s position relative to theCCDpixels and by scaling its signal level. The square-sumof the fit
residuals (χ2), applying photon noise weighting of the data points, is calculated by evaluating the templates at
the positions of the pixels using cubic spline interpolation. Thefit is designed such that the comb lines are scaled
individually, since their relative signal strength is also subject to slight changes. Only a selected region around
each line in the solar spectrum isfitted at a time. In thismanner, lines in the solar spectrum can be tracked
separately. Especially the telluric lines are expected to experience shifts that are quite different from the lines of
solar origin. They also change in depth over the course of the day, owing to the varying air-mass along the line of
sight.

In afirst approach, a single comb exposure and a single solar exposurewere used as templates forfitting. This
however resulted in a very inaccurate localization of the line centers. The reason is, that if a noisymodel is fitted
to a noisy data set, the resulting χ2 as a function of thefit parameters acquires finely structured noise, and thus
loses its smoothness. This creates numerous localminima in the χ2 landscape for thefit algorithm to get stuck
in. The effect was found to bemost pronounced for the broad solar lines, because their shallow slopes of the χ2

valley canmore easily acquire localminima through noise. For the comb, the effect turned out to be close to
negligible, because of its narrow and numerous lines.

It was thus found to be essential to create templates withminimized noise.We therefore averaged the Sun
and comb templates over all available comb and solar spectra. Each spectrumwas shifted tomatch the line
centers as indicated by theGaussian/Lorentzian fits, before including it into the average. This was done
separately for every line in the solar spectrum. In order to suppress the noise ever further, the templates for the
lines in the solar spectrumwere low-pass filtered by a fast-Fourier transform (FFT) filter. The cut-off of the filter
had to be adjusted carefully depending on the linewidth, in order to achieve optimal noise suppressionwhile still
fully preserving the line shape. This yielded extremely smooth line templates especially for broad solar lines,
where the noise suppression ismost critical. Due to the narrow linewidth of the comb lines, the noise filter was
neither applicable nor needed for the comb.

Figure 8 shows thefit and its residuals for a solar Fe I line. The quality of the fit can be judged from the
distribution of the fit residuals normalized to the photon noise. The rms of the residuals is 47% above the photon

Figure 7. Fit of the solar spectrum. The solar lines arefittedwithGaussian functions, while the telluric lines arefittedwith Lorentzian
functions. The global descent of the signal level from left to right is approximated by a fourth-order polynomial. The black dashes
indicate the positions offitted spectral lines labeledwith the identifiers from table 1.
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noise of the data points, which is about equal to the usual level of excess noise, that was already observed and
discussed in section 3. Themethod therefore fulfills our expectations. All exposures with combined comb and
sunlight are analyzed in this way to track the lines in the solar spectrumwith respect to the overlaid comb.

A theoretical performance limitation is the photon noise of the solar lines. Even though the photon noise can
always be reduced by collectingmore exposures, it is useful to estimate the photon noise of the lines in a single
exposure with the two calibration schemes. To this aim, we employMonte-Carlo simulation, adding simulated
photon noise to our templates for the solar spectrum to create artificialmeasurements. 25 000 simulated
exposures were created in thismanner, and subsequently fittedwith the templates. The scatter of the line centers
over the series reveals the photon noise of the line positions. For comparison, an analogous simulationwas done
for the overlay of comb and Sun. Table 1 lists the results. The characteristic lines all have a photon noise in the
low −m s 1 range. TheO2 lines have particularly lowphoton noise, because they are quite deep and narrow. The
overlaid comb increases the photon noise of the solar lines by 10–16%. It is striking though, that for theO2 lines
the increase can be as low as 2%. The reason is, that theO2 lines are narrow enough tofit between the comb lines,
where they are hardly affected by the comb’s photon noise. The impact of the comb ismost pronounced if a
comb line is located on the steepest slope of a line, which ismost decisive for the localization of the line center.

4.2. Tracking solar lines
Wedemonstrate the usefulness of our calibrationmethods by detecting signatures of global solar oscillations in
our time series of disk-integrated solar spectra.Most of the power of these oscillations is concentrated at
frequencies of about 3 mHz, which is why they are often referred to as the ‘5 min oscillations’. In integrated
sunlight, only low-order oscillations with total velocity amplitudes of the order of −1 m s 1 are observed. Sensitive
instruments with a stable wavelength calibration are required to detect these low-amplitude signals. Such global
oscillations at a similar rate and amplitude are present in the spectra of other stars, and have to be temporally
averaged for the detection of low-mass exoplanets. Themeasurement of thewell-explored global solar

Figure 8. Fit of a combined Sun and comb spectrumaround a Fe I solar line. Upper plot: themeasured data are fittedwith a sumof
templates for the solar spectrum and for the comb spectrum. Lower plot: difference betweenmeasured data andmodel fit, expressed
in terms of the photon noise (PN) of the data. The rootmean square (rms) of the distribution should be one if themodel fits the lines
within the limits given by the photon noise. The actual rms of thefit residuals is 1.47 times the photon noise.

Table 1.Photon noise of the fitted line centers in the solar spectrum. PN: photon noise
without overlaid comb. PN2: photon noise with overlaid comb. The increase of photon
noise induced by the overlay is listed in the rightmost column.

Identifier Species Origin PN −(m s )1 PN2 −(m s )1 Increase

a H O2 telluric 20.80 23.08 11%

b Fe I solar 3.17 3.68 16%

c O2 telluric 1.70 1.74 2%

d O2 telluric 1.57 1.62 3%

e Si I solar 14.09 15.97 13%

f O I /Ni I solar 58.73 67.83 16%

g Sc II solar 38.92 45.33 16%

h Fe I solar 3.26 3.58 10%

i O2 telluric 1.94 2.23 15%

j Fe I solar 3.51 3.86 10%

k O2 telluric 1.79 1.83 2%

l Fe I solar 53.33 56.61 6%

m Ti I solar 31.98 35.92 12%
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oscillations, whose detection hasfirst been published in 1979 [17], serves as a proof-of-concept for our
technique. Future applicationsmay then investigatemore contemporary problems such as the influence of
sunspots onRVdetection, which is of great interest for high-sensitivity exoplanet searches.

For detecting the solar oscillations, we track the average shift of the three strong Fe I lines, which are themost
distinct features from the Sunwithin the spectral range of our observation. Besides the solar lines, we also track
the shifts of theO2 lines imprinted by Earth’s atmosphere. These lines are often used as a low-precision
reference, but are restricted to certain spectral regions. Their line centers are affected byDoppler shifts through
changingwind speeds and directions. At noon, they are expected to be stable within a few −m s 1. This is because
when the Sun is near the zenith, thewinds are approximately perpendicular to the line of sight. During the
course of the afternoon, however, the stability of the lines is supposed to degrade, as the component of thewind
speeds along the line of sight increases.

Time traces of the average shifts of the fourO2 lines, and of the three Fe I lines, are shown in figure 9, both
with time-interlaced and overlaid calibration. The time series is longer for theO2 lines than for the Fe I lines,
since for the tracking of theO2 lines, telescope guiding problems can be tolerated. Over the course of the series,
all fourO2 lines experience about the same drift of approximately− −17 m s 1, similar towhat found in earlier
investigations [30, 31]. The largest portion of the drift is assumed to be caused bywinds [30, 31], with aweaker
contribution arsing from the changing air-mass along the line of sight [31, 32]. Time-interlaced calibration
confirms the results obtainedwith overlaid calibration, butwith 2–3 times larger scatter. In the case of the
overlaid spectra, the scatter is dominated by themeasurement of the solar and telluric lines, rather than by the
calibration. This limitation could be reduced by averaging a larger number of lines, e.g. with a spectrograph that
records awider spectral range.

The time traces of the Fe I lines, as shown infigure 9, display a strong drift from the rotation of the Earth,
which needs to be subtracted.We do this byfitting and subtracting a second-order polynomial to the time traces,
leading to the curves shown infigures 10(a) and (c). This ‘quick-and-dirty’way of accounting for Earth’s
rotation is sufficient for the aim of detecting solar oscillations, and partly also compensates other unwanted
effects such as differential extinction of the solar disc [18] and telescope guiding errors. Besides the expected
5 min oscillations, the time traces also display a slower component, which is probably caused by guiding errors.
The graphs on the right-hand side offigure 10 represent the power spectra of the time traces to their left,
computed by FFT. The 5 min oscillations are represented by a peak at 3.3 mHz in the power spectra. The
frequency and the signal strength is in good agreementwith the results reported in [17]. Our series of
acquisitions is not long enough in time to fully resolve the substructure of the peak at 3.3 mHz.However, the
weak side-lobes next to the central peak are likely to stem frompartly resolved oscillationmodes. The total
oscillation power of the central peak at 3.3 mHz corresponds to an amplitude of −88 cm s 1. Amplitudes of the
globally averaged solar oscillations have also been characterized in [19] using theHARPS spectrograph, were the
strongest component is reported to have an amplitude of −25 cm s 1, confirming earlierfindings. Since in our
measurements, the peak at 3.3 mHz contains numerous unresolved components, our results are in unisonwith
this. Supposed errors from telescope guiding appear below 1mHz. It is not clearly seen in the power spectrum
obtained from time-interlaced calibration, probably because it interferes with noise.

The peak detection thresholdwith time-interlaced and overlaid calibration can be estimated by regarding
the noisefloor of the power spectrum. For an oscillation signal of unresolvedwidth and a 3 sigma confidence
level, it is of −37 cm s 1 for overlaid calibration. The calibration tests in section 3 yielded somewhat lower values

Figure 9.Tracking lines in the solar spectrumusing time-interlaced calibration (gray lines) and overlaid calibration (black lines). For
clarity, the gray lineswere given a vertical offset relative to the black lines. (a) Shift of the telluric lines with time, averaged over fourO2

lines. (b) Average shift of the three strongest Fe I lines.
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with this scheme, but there only the standard deviationwas specified, corresponding tomerely 1 sigma. The
guiding errors deteriorate the sensitivity of themeasurement only at frequencies of below 1 mHz, where a signal
would bemasked by the guiding errors if its amplitude is below −63 cm s 1. For time-interlaced calibration, the
3 sigma peak-detection threshold amounts to −69 cm s 1. The performance is better than in section 3 because of
the higher frame rate, and because considering the time series through a frequency filter is a way of applying a
temporal average.

On the time scale of the oscillations, theO2 lines are relatively stable, and can thus also be used as a reference
for their detection. Figures 10(e) and (f) shows the analysis of the time trace of the Fe I lines as referenced to the
O2 lines. Allfindings derived from comb calibration are confirmed.Due to the lower photon noise, the 3 sigma
peak detection threshold is of −28 cm s 1. Our above analysis however clearly reveals that over longer time frames,
theO2 lines are unstable even on the

−10 cm s 1 scale, and are thus unsuited for sensitive detection of phenomena
that occur on longer time horizons.

Disk-integrated solar oscillations have beenmeasured formore than three decades by BiSON [18]. BiSON is
a network of telescopes that observe solar oscillations via resonant scattering of a potassium line. This is a
method very different fromours, whichmakes a comparison between the two all themore interesting. BiSON
publicly provides data that also cover the time period of our observation. To these data, we compare our
observation using overlaid calibrationwith the LFC.We bin our data over seven exposures (42 s), tomatch the
temporal resolution of the BiSONdata (40 s). The comparison is shown infigure 11. Themeasured phases of the

Figure 10.Detection of solar oscillations using the three strongest Fe I lines offigure 7/table 1. Graphs on the left: time traces with a
second-order polynomial subtracted. Graphs on the right: power spectra computed by fast Fourier transformation of the time traces.
Note that these spectra scale quadratically in amplitude. Top: overlaid calibration. Center: time-interlaced calibration. Bottom:
calibrationwith telluricO2 lines.
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oscillations nicelymatch each other. Also the overall powers of the 5 min oscillations agreewithin the expected
uncertainties. Themost obvious differences come from the guiding errors in our data, that appear at frequencies
below 1 mHz.More subtle differencesmight arise from the different weighting of the solar limb in our
observation.

5. Conclusion

Wehave demonstrated two LFC-assisted spectrograph calibration schemes, that bothmake use of amultiplexed
SMF: time-interlaced calibration, where the calibration and themeasurement are separated in time, and overlaid
calibration, where comb light is superimposedwith light from the telescope. The latter technique has proven to
be superior due to its simultaneous spatialmodematching between comb and sunlight. This approachwas
found to be practical and very useful, but came at the expense of amore complex data analysis and of a slightly
increased noise level.We could demonstrate a calibration repeatability down to better than −3.0 cm s 1,
paralleling the so far best results from the LFCon theHARPS spectrograph of −2.5 cm s 1 [9]. The use of SMFs
brings in the additional benefit of eliminatingmodal noise as present inmultimode fibers.With the proof-of-
principle demonstration in this work, consisting of solar oscillation detection in disk-integrated sunlight, and of
tracking of telluric lines, the concept is now ready for exploring physical phenomena on the Sun.

In astronomy, frequency combs are still a novelty and non-standard equipment at observatories. This
however, is about to change, and LFC-assisted spectroscopy is envisioned to have aflourishing future in
astronomy.Our present work shows how future astronomical LFCs could be utilized. Other observatoriesmight
consider amultiplexed fiber delivery, although employingmultimode fibers.With further progress in adaptive
optics, or bymaking use of astrophotonic devices such as photonic lanterns, future instrumentsmight use
multiplexed SMFs on stars other than the Sun, e.g. for exoplanet searches.
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