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Abstract

The validity of the adiabatic approximation in strong field ionization under typical experimental conditions has recently become a topic of great interest. Experimental results have been inconclusive, in part, due to the uncertainty in experimental calibration of intensity. Here we turn to the time-dependent Schrödinger equation, where all the laser parameters are known exactly. We find that the centre of the electron momentum distribution (typically used for calibration of elliptically and circularly polarized light) is sensitive to non-adiabatic effects, leading to intensity shifts in experimental data that can significantly affect the interpretation of results. On the other hand, the transverse momentum spread in the plane of polarization is relatively insensitive to such effects, even in the Keldysh parameter regime approaching $g \approx 3$. This suggests the transverse momentum spread in the plane of polarization as a good alternative to the usual calibration method, particularly for experimental investigation of non-adiabatic effects using circularly polarized light.

1. Introduction

This past decade has brought great advances in our ability to capture electron dynamics in ionization of atoms and molecules on the attosecond time-scale (where an attosecond $= 10^{-18}$ s) [1–6]. Our theoretical understanding of this ionization process, the shape of the photoelectron wave packet, and its subsequent propagation form the basis of many measurement techniques in atomic, molecular and optical physics [7, 8]. The interpretation of many experiments in attosecond science is based on the key concept of strong field tunnel ionization. Strong field ionization (SFI) describes an ionization process dominated by very intense laser fields (comparable to the binding potential of the atom), such that the atomic potential is significantly distorted and perturbative calculations are no longer valid. The bending of the Coulomb potential by the time-dependent field leads to tunnel ionization, whereby an electron tunnels out of the atom, predominantly at the peak of the laser field [9–12].

The tunnelling process is frequently modeled using the so-called ADK probability distribution [13–15], which assumes that tunnelling is an adiabatic process, such that the electron tunnels through a static potential barrier (without absorbing quanta of energy from the oscillating electric field). The validity of this adiabatic approximation is determined by the well-known Keldysh parameter [13]

$$\gamma = \frac{\sqrt{2I_p}}{F_{\text{max}}} \omega,$$

where $I_p$ is the ionization potential, while $\omega$ and $F_{\text{max}}$ are the central frequency and the peak field strength of the laser, respectively. The adiabatic limit corresponds to $\gamma \ll 1$. On the other hand, most state-of-the-art experiments operate in the intermediate $\gamma \sim 1$ regime (see for example [16–22]), where the validity of the adiabatic approximation becomes questionable.
Therefore, there has been considerable recent interest in the significance of non-adiabatic effects in strong field ionization, with some experiments finding them insignificant in typical experimental regimes [23, 24], while others arriving at the opposite conclusion [25]. A serious source of uncertainty in all these experiments is the calibration of intensity, which is normally achieved using a theoretical model [26, 27]. In particular, the \textit{in situ} field strength has to be reconstructed \textit{a posteriori} from the same experimental data that one wants to study. This leads to a dependence of field strength parameters on the applied theoretical framework. For circular polarization, the intensity is normally calibrated from the radius of the doughnut-shaped electron momentum distribution (see figures 1 and 2) [28]. This calibration procedure usually uses an adiabatic prediction, which corresponds to zero velocity at the tunnel exit for the most probable electron trajectory. However, as we show, this experimental observable is highly sensitive to non-adiabatic effects, as one approaches the $\gamma \approx 2$ regime.

In this work, we solve the time-dependent Schrödinger equation (TDSE) for SFI with circularly polarized light of the simplest rare gas helium in the regime characterized by intermediate values of $\gamma$. Since all the laser parameters are known exactly, the TDSE serves as a convenient benchmark to assess the accuracy of both adiabatic and non-adiabatic predictions. We use the radius of the electron momentum distribution extracted from the TDSE solution to establish an optimal calibration procedure, which we then use to re-evaluate the experimental data in [24]. We find non-adiabatic signatures in the transverse momentum distribution of ionized electrons perpendicular to the plane of polarization, indicated by their dependence on the central wavelength of the laser pulse. We also theoretically investigate the sensitivity of various experimental observables to non-adiabatic effects, finding that the transverse momentum spread in the plane of laser polarization is considerably less sensitive to non-adiabatic effects (measured as a function of $\gamma$) than the radius of the electron momentum distribution, normally used for calibration. This suggests an alternative experimental calibration procedure for the study of non-adiabatic effects in strong field ionization.

Figure 1 shows the different momentum directions. We define the $xy$ plane to be the plane of polarization. The laser beam propagates in $z$-direction (see also (5)). It is important to note that the transverse spreads, $\sigma_{\perp,i}$, perpendicular to the polarization ellipse (and therefore parallel to the laser beam propagation in $z$-direction), and $\sigma_{\perp,ip}$ in the plane of polarization, are conserved from the initial conditions to the final distribution, if the influence of the Coulomb force is neglected. The $x$ and $y$ components of $\sigma_{\perp,ip}$ at ionization time $t$ are given by

\begin{align}
\sigma_{\perp,x} &= -\sigma_{\perp,ip} \cdot \sin \left( \arctan \left( \frac{F_y(t)}{F_x(t)} \right) \right), \\
\sigma_{\perp,y} &= \sigma_{\perp,ip} \cdot \cos \left( \arctan \left( \frac{F_y(t)}{F_x(t)} \right) \right).
\end{align}

The final longitudinal spread $\sigma_{\parallel,\text{final}}$ however depends both on the initial spread $\sigma_{\parallel}$ and the ionization phase within the laser cycle. The minor axis radius of the final electron momentum distribution, $p_{\text{max}}$, is the most probable asymptotic drift momentum.
2. Simulations

2.1. TDSE method

The TDSE describing SFI of helium was solved in velocity gauge using the time-dependent recursive indeXing (tRecX) code \cite{tRecX}. The core idea of this approach is to efficiently solve the TDSE inside a finite size box with finite element discretization, absorbing boundaries to prevent reflection at the edges of the box and to analytically continue the outgoing wave packet outside the box using known Volkov solutions \cite{Volkov}.

The single-active electron approximation was employed, which proved to be very accurate for similar problems (see e.g., \cite{SFA}). Helium was described by the pseudopotential \( V(r) = -\frac{1}{\alpha} \exp(-\alpha r) \),

\[ V(r) = -\frac{1}{\alpha} \exp(-\alpha r), \quad (4) \]

where \( \alpha = 2.1325 \) is chosen such that the ionization energy of the ground state is exactly reproduced. Ionization energies of excited states are also well described by this potential. The 2s excited state energy of the pseudopotential is \( <0.3 \text{ eV} \) from the 1s2s state single ionization potential of helium. The energies of all other single excited states are reproduced by the pseudopotential with errors \(<0.1 \text{ eV}\). The wave function was expanded in the basis of Legendre polynomial finite elements of order 11 for the radial coordinate and spherical harmonics with the degree \( l \leq 72 \) for the angular (arriving to a total of 88 coefficients) inside the sphere with radius \( R = 40 \text{ au} \). (Unless specified otherwise, atomic units are used throughout this paper.)

Photoelectron spectra were computed using the time-dependent surface flux method (tSURFF) method \cite{SURFF} from the electron flux through the boundary of the simulation box. The reflection from the boundary was prevented by the infinite range exterior complex scaling (irECS) method \cite{irECS} using 16 Laguerre polynomials to describe the wave function outside the simulation box.

The vector potential had the form

\[ A(t) = -\frac{F_0}{\omega \sqrt{1 + \epsilon^2}} \left( \sin(\omega t) \hat{x} - \epsilon \cos(\omega t) \hat{y} \right) \cdot f(t), \]

\[ f(t) = \cos(\pi t/T_{\text{total}}) \]

(5)

corresponding to the laser field \( F(t) = -\partial_t A(t) \), where \( F_0 = \sqrt{I} \) is the electric field strength connected to the observed intensity, \( \epsilon \) the ellipticity, \( \omega \) the frequency, \( x \) the major and \( y \) the minor axis of the polarization ellipse, and \( f(t) = \cos(\pi t/T_{\text{total}}) \) the envelope. The maximal amplitude of the electric field was therefore

\[ F_{\text{max}} = F_0/\sqrt{1 + \epsilon^2} = F_0/\sqrt{2}, \]

(5)

for circular polarization. The pulses used in all TDSE simulations had circular polarization \( \epsilon = 1 \), wavelength \( \lambda = 735 \text{ nm} \) and full width at half-maximum equal to 6 fs, corresponding to a total non-zero time \( T_{\text{total}} = 32.4 \text{ fs} \). The field strengths covered the intermediate range of \( \gamma \approx 1 \) or slightly larger. The momentum spreads and the most probable final momenta are converged below 0.1% with respect to the box size, the number of spherical harmonics and the number of finite elements in the radial discretization. Figure 2 shows the calculated momentum distributions in the plane of polarization for different field strengths.

2.2. Analytic approaches

The non-adiabatic theory was initially developed by Perelomov, Popov and Terent’ev (PPT) \cite{PPT1, PPT2}, and sparked many further works, such as \cite{SFA}. These theoretical descriptions all use strong field approximation (SFA), neglecting the influence of the Coulomb force after ionization and assuming unperturbed ground state for the bound wave function. They reduce to the well-known ADK rates \cite{ADK} in the \( \gamma \ll 1 \) limit. Additionally,
they all assume that the initial momentum in the direction of the laser field at the tunnel exit, $\sigma_{q\parallel}$, is zero. On the other hand, the transverse momentum includes both the direction of laser propagation, $\sigma_{q\perp}$, and the plane of laser polarization, $\sigma_{q\perp,ip}$ (see figure 1). For non-adiabatic theories these two quantities are different (see (8) and (9) below), while for ADK they are the same (see (11) below).

For PPT, the final laser cycle averaged momentum distribution consists of two 3D Gaussian lobes (for elliptical polarization) centred around [35]

$$\pm p_{\text{max}}^{\text{NA}} = \pm |e| \frac{F_0 \sinh \tau_0}{\omega \tau_0 \sqrt{1 + \epsilon^2}},$$

(6)

where $\tau_0$ is the solution to

$$\sinh^2 \tau_0 \left[1 - \epsilon^2 \left(\coth \frac{\tau_0}{\tau_0} - \frac{1}{\tau_0}\right)^2\right] = \gamma^2.$$

(7)

The asymptotic non-adiabatic transverse momentum distributions are expanded into Gaussians. Their widths inside the plane of polarization $\sigma_{q\perp,ip}^{\text{NA}}$ and along the propagation direction of the laser beam $\sigma_{q\parallel}^{\text{NA}}$ are

$$\sigma_{q\perp,ip}^{\text{NA}} = \frac{\omega}{2\sqrt{2} \gamma},$$

(8)

$$\sigma_{q\parallel}^{\text{NA}} = \frac{\omega}{2 \sqrt{2} \epsilon'},$$

(9)

where $\gamma$ and $\epsilon'$ depend on the ellipticity $\epsilon$ and $\tau_0$. For circular polarization, the two lobes merge into one rotationally symmetric circular distribution [35].

The quantitative tunnelling Formula (QTF) approach in [38] calculates the probability distribution for a final momentum $p$

$$\Gamma^{\text{QTF}}(F_{\text{max}}, \omega, p) = 4\pi |2(p + \hat{A}(t_i)) \cdot \hat{F}(t_i)|^{-1} |\langle p + \hat{A}(t_i)|r \cdot \hat{F}(t)|\psi_0\rangle|^2 \times |\exp(iS(p, t_i))|^2$$

(10)

analytically, and includes the often neglected prefactor (first line of (10)) explicitly. $\hat{A}(t)$ is the vector potential corresponding to the linearly polarized field $\hat{F}(t) = F_{\text{max}} \cos(\omega t) \hat{x} \cdot \hat{f}(t)$, $\psi_0$ represents a hydrogen-like orbital of the initial bound wave function, $S(p, t_i)$ is the action integral, and $t_i$ is its saddle point [9, 36–38]. QTF represents another non-adiabatic description, but does not yield a closed-form analytic expression for the momentum spreads. Thus, probabilities for different final momenta were calculated, and then fitted with a Gaussian function, see section 2.3 and (13). Because (10) is only given for a linearly polarized field, one can only retrieve $\sigma_{q\parallel}^{\text{NA}}$, but not $\sigma_{q\perp,ip}^{\text{NA}}$.

Going to the $\gamma \to 0$ limit results in the adiabatic ADK description [9, 13–15], where the transverse width of the momentum distribution is given by

$$\sigma_{\perp}^{\text{A}} = \sigma_{q\perp,ip}^{\text{A}} = \sqrt{\frac{\omega}{2 \gamma}} = \sqrt{\frac{F_{\text{max}}}{2 \sqrt{2} F_0}},$$

(11)

(identical for both transverse directions) and the two lobes are centred around

$$\pm p_{\text{max}}^{\text{A}} = \pm |e| \frac{F_0}{\omega \sqrt{1 + \epsilon^2}}.$$  

(12)

In this quasistatic picture, ADK can predict an initial transverse momentum distribution at the exit of the tunnel, depending on the instantaneous field strength and direction.

It should be noted that within SFA, the predicted momentum distributions exhibit Gaussian shapes for all the previously discussed theoretical approaches at any ellipticity. However, for small ellipticity the shape of the transverse momentum distribution changes notably, due to the Coulomb focusing for electrons passing close to the ion [39]. Since the present work is focusing on circular (or large ellipticity) polarization, Gaussian functions are well suited in describing the studied momentum distributions. However, the predictive power of SFA is more limited for linearly polarized light, where the electron can return to the vicinity of the parent ion.

Non-adiabatic theories, such as PPT and QTF, describe the asymptotic (rather than the initial) transverse momentum distribution. However, since these theories neglect the Coulomb force during propagation, the initial transverse momentum spread at the tunnel exit is equal to the asymptotic transverse momentum spread (which, in turn, approximates the values measured at the detector). This equivalence arises from the conservation of canonical momentum, whereby the final momentum is equal to the momentum at the tunnel exit shifted by the vector potential at the time of ionization, $A(t_0)$. Hence, the entire momentum distribution is shifted at the detector by $A(t_0)$, preserving the transverse momentum spread.
The non-adiabatic theories have frequency dependence in transverse momentum spreads. Their validity is limited by the validity of the saddle point approximation (which breaks down at low intensities). QTF should give a more accurate description of the transverse spread than PPT since it takes a more accurate account of the initial bound wave function through the prefactor. ADK is an adiabatic prediction, which can be derived from PPT in the limit $g \rightarrow 0$. The ADK prediction for the transverse spread at the tunnel exit has no frequency dependence and only depends on the instantaneous strength of the laser field. This is because the electron sees a static electric field during the ionization process in the adiabatic limit.

2.3. Comparison with TDSE: transverse momentum spread
To extract the transverse momentum spread in the plane of polarization, $\sigma_{\perp, ip}$, from the distributions obtained from solution of the TDSE as plotted in figure 2, we integrated over the angle. Figure 3 shows the radial momentum spectrum for the case of $F_0 = 0.12$ au. These spectra were then fitted with a Gaussian function

$$P(p_t) = a \exp\left(-\frac{(p_t - p_0)^2}{2\sigma_{\perp}^2}\right),$$

where the amplitude $a$, the maximum of the distribution $p_0$, and the width of the distribution $\sigma_{\perp}$ are free parameters. The fringes visible in both the 2D and radial momentum distributions are due to the interference of wave packets originating from different cycles in the laser pulse. In an experiment where the carrier envelope offset phase is not stabilized, these interferences would average out, resulting in a single Gaussian fit.

Figure 4 shows the extracted transverse momentum spreads $\sigma_{\perp, ip}$ along with adiabatic ADK (11) and non-adiabatic PPT (8) predictions. The theoretical curves are quite close together, indicating that the transverse momentum spread in the plane of polarization is relatively insensitive to non-adiabatic effects. Because the non-adiabatic and adiabatic predictions are so similar, it is impossible to reliably distinguish between them using TDSE and this particular observable. Agreement with both curves was found to be within 5% or better.

2.4. Comparison with TDSE: final drift momentum
For determining the field strength in SFI experiments, the currently most reliable and accurate method is based on the final drift momentum $p_{\text{max}}$ [28, 40], as mentioned above. Neglecting the Coulomb force after ionization (SFA), the final momentum of an individual photoelectron corresponds to the vector potential at the time $t_0$ when it exits the barrier, plus an initial momentum at the tunnel exit:

$$p_{\text{SFA}} = -A(t_0) + p_0.$$  

Figure 5 depicts the extracted $p_{\text{max}}$ from the TDSE calculations, compared to adiabatic and non-adiabatic predictions. It is evident that the non-adiabatic theory (6) reproduces the transverse drift momentum much better than the adiabatic ADK description (12), reaching agreement within 3%. On the other hand, the discrepancy between the extracted values and the adiabatic theory is, even for the case of $\gamma \approx 1$, at 8% or worse for lower field strengths. Note, that this is in contrast to the transverse momentum spread $\sigma_{\perp, ip}$, which seems
much less sensitive to non-adiabatic effects, to the extent that the TDSE cannot reliably distinguish between the adiabatic and non-adiabatic theories (compare figure 4 and section 3).

2.5. Single classical trajectories
In addition to the TDSE solutions of helium, single classical trajectories were calculated. The starting conditions were chosen as the most probable initial conditions at the tunnel exit predicted by the respective theories. This ensures that the single classical trajectory calculation yields the peak in the final momentum distribution $p_{\text{max}}$.

For the adiabatic description, the initial momentum at the exit of the tunnel and the exit radius are given by [9, 41]

$$p_0^A = 0, \quad r_c^A = \frac{I_p + \sqrt{I_p^2 - 4\left(1 - \frac{\sqrt{2I_p}}{2}\right)p_{\text{max}}}}{2p_{\text{max}}}$$

(15)
and for the non-adiabatic description [34, 35]

\[
|p_{0,\text{ip}}^{\text{NA}}| = \frac{|e|F_0}{\omega \sqrt{1 + \epsilon^2}} \left( \frac{\sinh \tau_0}{\tau_0} - 1 \right),
\]

\[
r_e^{\text{NA}} = \frac{F_0}{\omega^2 \sqrt{1 + \epsilon^2}} \cosh \tau_0.
\]

The non-adiabatic most probable initial momentum \( p_{0,\text{ip}}^{\text{NA}} \) is directed in the \( \sigma_{\text{ip}} \) direction, perpendicular to the electric field at the peak and inside the plane of polarization, in the rotation direction of the field. The classical equations of motion included the Stark shift and induced dipole in the remaining ion

\[
r(t) = -F(t) - \nabla \left[ \frac{-1}{\sqrt{r^2(t) + \text{SC}}} \right] - \alpha_1 \frac{F(t) \cdot r(t)}{r^3(t)},
\]

where \( \alpha_1 \) is the polarizability of the ion and SC = 0.1 au\(^2\) is the soft core constant to avoid the Coulomb singularity. For small ions, the influence of the induced dipole is negligibly small, such that a comparison to the TDSE calculation with a static pseudopotential is still valid. For larger ions, however, the induced dipole becomes important [42], which is why this type of calculation is used when calibrating experimental data, rather than computationally expensive TDSE calculations. See [26, 41, 42] for more details on the classical trajectory calculations.

For helium, neon and argon, such trajectories were calculated over a large range of field strengths. The resulting \( p_{\text{max}}^A (F_0) \) and \( p_{\text{max}}^{\text{NA}} (F_0) \) curves for neon and argon were then used for calibration of the experimental data discussed in section 4. The helium curves are plotted in figure 5.

### 3. Calibration sensitivity to non-adiabatic effects

When investigating non-adiabatic effects in experimental observables, ideally one would want to calibrate the field strength of the data based on a robust observable, and then check a sensitive observable against adiabatic and non-adiabatic theoretical predictions. Figure 5 demonstrates the importance of appropriate field strength calibration in the intermediate or higher \( \gamma \) regime. Had the TDSE electron momentum distributions been calibrated using the adiabatic prediction for the final drift momentum (12), the reconstructed field strengths would have been significantly higher than the actual values used in the simulations. In contrast, calibrating with the transverse momentum spread in the plane of polarization results in a much smaller difference in the reconstructed field strengths between the adiabatic and non-adiabatic predictions, see figure 4.

Equation (16) shows that the offset between the non-adiabatic and adiabatic descriptions for \( p_{\text{max}} \) grows substantially with increasing ellipticity, explaining the significant difference between the two curves in figure 5 with circular polarization. This observation is further quantified in figure 6, where we plot the relative difference between adiabatic ADK [9, 13–15] and non-adiabatic PPT theory [33–35] for the three observables discussed in this work.

Field strength calibration of experimental data is typically based on analytic adiabatic ADK predictions or classical trajectory calculations within the same framework [24, 28]. Since \( p_{\text{max}} \) scales approximately with the field strength (see (12)), neglecting non-adiabatic effects and using ADK predictions to calibrate experimental data results in an error of the same order as the error in the \( p_{\text{max}} \) prediction itself, shown as red dashed line in figure 6. \( p_{\text{max}} \) in turn, is sensitive to non-adiabatic effects for close-to-circularly polarized light. This sensitivity is the result of the non-zero transverse velocity (16) at the tunnel exit for the most probable electron trajectory (by contrast, the adiabatic theory predicts this transverse velocity to always be zero (15)). This initial transverse velocity approaches zero in the adiabatic limit, but becomes quite substantial (relative to the radius of the final electron momentum distribution) as \( \gamma \) increases.

The transverse spreads, on the other hand, scale approximately with the square root of the field strength (see (11)). The relative error in the field strength calibration based on this observable introduced by neglecting non-adiabatic effects is therefore approximately twice the error of the spread itself, shown as a green dotted line for the case of \( \sigma_{\text{ip}} \) and blue dotted for \( \sigma_{\text{ip}} \) in figure 6. Evidently, \( \sigma_{\text{ip}} \) is the least affected by non-adiabatic effects. For the range of \( \gamma \) studied here, it is always at least a factor of four times smaller than the error in \( p_{\text{max}} \) based field strength calibration. For example, at \( \gamma = 2, p_{\text{max}}^{\text{NA}} \) is about 44% larger than \( p_{\text{max}}^A \), whereas the error for field strength calibration using the transverse spread \( \sigma_{\text{ip}} \) is only about 10%.

As figure 6 shows, the transverse momentum spread along the direction of laser propagation, \( \sigma_{\text{ip}} \), is less sensitive to non-adiabatic effects than the drift momentum, but more sensitive than the transverse spread in the plane of polarization. It follows that the transverse spread in the plane of polarization is the most robust (of the observables investigated) to differences between adiabatic and non-adiabatic predictions. It may therefore be a good alternative to standard calibration methods for experiments further searching for non-adiabatic...
signatures, or other SEF experiments in the intermediate range of $\gamma$. In a recent publication, Li and coworkers came to a similar conclusion [43].

4. Assessment of experimental results

In an experiment by Arissian and coworkers, the authors investigated the photoelectron momentum distribution from argon and neon along the laser propagation direction $\sigma_i$ [24], with specific focus on the search for non-adiabatic effects. In the adiabatic description, the width of this momentum distribution only depends on the ionization potential of the target and the amplitude of the ionising field, see (11). On the other hand, the non-adiabatic description also predicts a dependence on the wavelength, see (9).

The measured data, as presented in [24], was calibrated adiabatically, using (12), and is plotted in figures 7(a) for neon and (b) for argon. In the case of argon, the independence of the transverse spread $\sigma_{t\perp}$ on wavelength (800 versus 1400 nm), suggests an absence of non-adiabatic effects for experimental parameters with $\gamma$ between 0.9 and 1.5, as was concluded in [24]. However, figure 5 and section 3 showed that this method of field strength calibration is highly sensitive to non-adiabatic effects. Recalibrating the same data based on the non-adiabatic description (6) leads to lower field strengths for the same measurements. The recalibrated data is plotted in figures 7(c) and (d), revealing a smaller transverse momentum spread $\sigma_{t\perp}$ for the 1400 nm ionized values than for 800 nm ionization. Moreover, the difference in transverse spreads between the two wavelengths was found to be very close to the prediction of the non-adiabatic PPT theory (9), as demonstrated by the two dotted lines in figure 7(d), which are the two PPT curves shifted up by a constant value of 0.02 au.

In [38], the authors compared their non-adiabatic QTF prediction against the same experimental data from [24]. They found an agreement within error bars between QTF (10) and the adiabatically calibrated argon data for the case of 800 nm ionising field, see figure 7(b). We added the same calculation for the case of 1400 nm ionising field, showing that the experimental measurement is higher than the QTF prediction, see again figure 7(b). Overall, using non-adiabatically calibrated data brings greater consistency to the QTF predictions for 800 and 1400 nm (respectively) as well as for both neon and argon, showing that the difference between the theory and experiment is comparable between the two targets and different wavelengths, see figures 7(c) and (d).

To conclude, if non-adiabatic calibration is applied to the experimental measurements of argon in [24] (where two different laser wavelengths were used), then a clear dependence of the transverse momentum spread $\sigma_{t\perp}$ on wavelength is observed, indicating the presence of non-adiabatic effects. However, this wavelength dependence disappears if adiabatic calibration is used, which lead the authors in [24] to conclude the absence of non-adiabatic effects. Moreover, the experimentally observed increase in the transverse spread $\sigma_{t\perp}$ of argon with

\[ p_{\text{max}} \approx \Delta F_0(p_{\text{max}}), \]

\[ \sigma_{t\perp} \]

\[ \Delta F_0(\sigma_{t\perp}) \]

\[ \sigma_{t\perp,\text{ip}} \]

\[ \Delta F_0(\sigma_{t\perp,\text{ip}}) \]

\[ \text{Figure 6. Predicted increase of the observables due to non-adiabatic effects for the final drift momentum } p_{\text{max}} \text{ (red dashed), the transverse momentum along the propagation direction } \sigma_{t\perp} \text{ (blue dotted–dashed), the transverse momentum spread in plane of polarization } \sigma_{t\perp,\text{ip}} \text{ (green solid), as well as the errors for } F_0 \text{ calibration introduced by neglecting non-adiabatic effects (blue and green dotted) when looking at the transverse momentum spreads.} \]
increasing frequency (for non-adiabatically calibrated data) is consistent with predictions of the non-adiabatic theories.

Although non-adiabatic theory can accurately predict the increase in transverse spread along beam propagation with increasing frequency, there remains a gap between the total momentum spread predicted by the theory (adiabatic or otherwise) and the experimental measurements. We cannot explain this gap at present. One possible reason was already mentioned in [38] specific for the QTF approach, that the initial bound wave function is not well enough approximated by the hydrogen-like orbitals. Another possible reasons could be multielectron effects, or some unquantified source of experimental uncertainty (since any uncertainty would add to the total variance of the transverse spread).

5. Outlook

TDSE calculations for (small enough) atoms served as ideal experiment for studying the transverse momentum distribution in the plane of polarization in an intermediate Keldysh parameter \( \gamma \) regime. The results showed very good agreement within 5% or better with standard non-adiabatic theory and confirmed the significance of non-adiabatic effects.

Adopting this established non-adiabatic field strength calibration allowed us to resolve some of the issues raised in SFI experiments of recent years. We showed that by making use of non-adiabatic field strength calibration, the predicted wavelength scaling of the transverse momentum spread along beam propagation was beautifully reproduced in the experiment of [24]. Additionally, the previously puzzling difference in explanatory power of the QTF approach [38] was cleared up, by showing that the difference between the QTF prediction and the non-adiabatically calibrated measurements is comparable for both argon and neon data. Still, there remains more theoretical work to be done to explain the remaining quantitative difference.

![Figure 7. Transverse momentum spreads along beam propagation \( \sigma_t \) from neon (a) + (c) and argon (b) + (d), where the field strength of the data is adiabatically (a) + (b) or non-adiabatically (c) + (d) calibrated. For all cases, the corresponding predictions of the non-adiabatic QTF (10) is plotted as green dashed curves. Blue solid curves show the adiabatic ADK predictions (11), red solid curves the non-adiabatic PPT (9). To distinguish the two wavelengths for argon, * is used for 800 nm and ⊖ for 1400 nm. (d): Dotted curves show the PPT predictions shifted up.](image-url)
Lastly, we also showed that the transverse momentum spread observable in the plane of polarization is far more robust against non-adiabatic effects than the drift momentum observable normally used for field strength calibration, suggesting an alternative calibration method in the non-adiabatic regime.
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