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Abstract

We perform dimensional reductions of type IIA and type IIB double field theory in the flux formulation on 
Calabi–Yau three-folds and on K3 ×T 2. In addition to geometric and non-geometric three-index fluxes and 
Ramond–Ramond fluxes, we include generalized dilaton fluxes. We relate our results to the scalar potentials 
of corresponding four-dimensional gauged supergravity theories, and we verify the expected behavior under 
mirror symmetry. For Calabi–Yau three-folds we extend this analysis to the full bosonic action including 
kinetic terms.
© 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

One of the important problems in string phenomenology is moduli stabilization. Moduli are 
massless scalar fields which arise when compactifying string theory and which are inconsistent 
with experimental observations. A way to address this issue is to turn on background fluxes on 
the internal manifold (see, e.g. [1–3] for reviews on the topic). At string tree-level, this creates a 
scalar potential that can stabilize the moduli parametrizing the vacuum degeneracy. It was, how-
ever, found that successive application of T-duality transformations to backgrounds with fluxes 
gives rise to geometrically ill-defined objects [4,5] which play an essential role in obtaining full 

* Corresponding author.
E-mail address: erik.plauschinn@lmu.de (E. Plauschinn).
https://doi.org/10.1016/j.nuclphysb.2018.06.012
0550-3213/© 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

http://www.sciencedirect.com
https://doi.org/10.1016/j.nuclphysb.2018.06.012
http://www.elsevier.com/locate/nuclphysb
http://creativecommons.org/licenses/by/4.0/
mailto:erik.plauschinn@lmu.de
https://doi.org/10.1016/j.nuclphysb.2018.06.012
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1016/j.nuclphysb.2018.06.012&domain=pdf


P. Betzler, E. Plauschinn / Nuclear Physics B 933 (2018) 384–432 385
moduli stabilization. Constructing phenomenologically realistic models from flux compactifi-
cations therefore requires suitable frameworks allowing for a mathematical description of such 
“non-geometric” backgrounds.

One natural approach is to relax the Calabi–Yau condition and only assume the existence of 
a nowhere vanishing spinor on the compactification manifold. As a consequence, Calabi–Yau 
manifolds are replaced by more general SU(3) structure manifolds, which had previously been 
shown to arise as mirror symmetry duals of Calabi–Yau backgrounds with non-vanishing Neveu–
Schwarz–Neveu-Schwarz (NS–NS) fluxes [6–8]. Focusing on type II theories and going one step 
further, this idea can be generalized by assuming the existence of a pair of non-vanishing spinors, 
one for each of the ten-dimensional supercharges. This is the underlying idea of compactifi-
cations on SU(3) × SU(3) structure manifolds. Such compactifications have been extensively 
studied in [6–18]. Interestingly, the latter show a natural connection to Hitchin’s generalized 
geometry [19,20], where in this picture SU(3) × SU(3) appears as the structure group of the 
generalized tangent bundle T M6 ⊕ T ∗M6 of the internal manifold M6.

In this paper, we will go another step further and consider compactifications of type II ac-
tions in the framework of double field theory (DFT) [21–25] (see also [26–28] for pedagogical 
reviews). In addition to the generalized tangent bundle, in DFT spacetime itself is doubled, al-
lowing for a description of ten-dimensional supergravities in which T-duality becomes a manifest 
symmetry. In particular, it has been shown that there exists a “flux formulation” [29] of DFT in 
which geometric as well as non-geometric background fluxes arise naturally as constituents of 
the action and can locally be described as operators acting on differential forms.

It was found that compactifications and Scherk–Schwarz reductions of DFT yield the scalar 
potential of electrically gauged N = 4 supergravity in four dimensions [30–32]. More recently, 
a connection between Calabi–Yau compactifications of DFT and the scalar potential of four-
dimensional N = 2 gauged supergravity was derived explicitly [33]. The purpose of the present 
paper is to add to the picture by generalizing the considered setting of [33] to a wider class of 
compactification manifolds and non-vanishing dilaton fluxes. We furthermore extend the formal-
ism to dimensional reductions of the full DFT action by including the kinetic terms. This will 
eventually enable us to show how in DFT IIA ↔ IIB Mirror Symmetry is restored due to the 
simultaneous presence of geometric and non-geometric fluxes.

In this paper we discuss the technical details of our analysis in some length, and therefore 
want to briefly summarize the main results of our work. In particular, the paper is organized as 
follows:

• In section 2, we provide a brief review on the framework of DFT. The section is concluded 
by a short presentation of the flux formulation and related notions which will be important 
for this paper.

• In section 3, we compactify the purely internal part of the type IIA and IIB DFT action on 
a Calabi–Yau three-fold. In doing so, we mainly rely on the elaborations of [33] although 
we slightly generalize this approach. Both results are related to the scalar potential of four-
dimensional N = 2 gauged supergravity constructed in [34], and a first manifestation of 
Mirror Symmetry is discussed.

• In section 4, the discussion of section 3 is repeated for the compactification manifold 
K3 × T 2 with the inclusion of dilaton fluxes. The necessary steps to generalize the Calabi–
Yau setting are highlighted, and the special geometric properties of K3 × T 2 are discussed 
in detail. The resulting four-dimensional scalar potential is related to the framework of [34], 
and a set of mirror mappings is constructed. A DFT origin of the N = 4 gauged super-
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gravity scalar potential has already been elaborated in the previous works [30,31] using 
Scherk–Schwarz reductions, however, here we follow a different approach by employing 
the formalism of generalized Calabi–Yau geometry [19] and generalized K3 surfaces [35], 
giving rise to a scalar potential formulated in the language of N = 2 gauged supergravity. 
While the result shows characteristic features of its N = 4 counterpart, its relation to those 
of [30,31] seems to be nontrivial and will be investigated in future work.

• In section 5, we extend the setting of section 3 by including the kinetic terms. We use a gen-
eralized Kaluza–Klein ansatz [30,31,36] and treat the NS–NS and Ramond–Ramond (R–R) 
sectors separately. For the former, we will mostly rely on the results of section 3 and on 
the standard literature on Calabi–Yau compactifications of type II theories. The latter is 
more involved and gives rise to democratic type II supergravities with all known NS–NS 
fluxes (including the non-geometric ones) and R–R fluxes turned on. We first reduce the 
ten-dimensional equations of motion, following a similar pattern as done in [37] for man-
ifolds with SU(3) × SU(3) structure. The resulting four-dimensional equations of motion 
can then be shown to originate from the four-dimensional N = 2 gauged supergravity action 
constructed in [34], where a subset of the axions appearing in the standard formulation is 
dualized to two-forms in order to account for both electric and magnetic charges. This will 
finally enable us to once more read off a set of mirror mappings between the full reduced 
type IIA and IIB actions.

• Section 6 concludes the discussion by summarizing the results and giving an outlook on open 
questions and possible future developments.

Throughout this work, we consider a doubled analogue of the spacetime manifold M10 =
M1,3 ×M6, where M1,3 denotes a four-dimensional Lorentzian manifold and M6 is an arbitrary 
Calabi–Yau three-fold or K3 × T 2. Moreover, we will apply the framework of special geometry 
in order to describe the complex structure and Kähler class moduli spaces of M6. Due to the 
large number of distinct indices used in this paper, we provide an accessible indexing system in 
appendix A.

2. Basics of double field theory

This section will provide a brief overview on the notions of DFT, which form the basis of our 
upcoming considerations. For more details, we would like to refer the reader to [26–28].

2.1. Doubled spacetime

The basic idea of DFT is to enhance ordinary supergravity theories with additional structures 
in a way that T-duality becomes a manifest symmetry. Motivated by the insights from toroidal 
compactifications of the bosonic string, one doubles the dimension of the D-dimensional space-
time manifold M by introducing additional winding coordinates x̃m̂ conjugate to the winding 
number p̃m̂ (just as the normal spacetime coordinates xm̂ relate to the momenta pm̂) and arrange 
them in doubled coordinates

XM̂ =
(
x̃m̂, xm̂

)
, P

M̂
=
(
p̃m̂,pm̂

)
with m̂ = 1, . . .D and M̂ = 1, . . .2D. (2.1)

The corresponding derivatives are denoted by

∂m̂ = ∂

m̂
, ∂̃m̂ = ∂

. (2.2)

∂x ∂x̃m̂
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The spacetime manifold is locally equipped with the generalized tangent bundle

E = T M ⊕ T ∗M (2.3)

and the O (D,D,R) invariant structure

η
M̂N̂

=
(

0 δm̂
n̂

δm̂
n̂ 0

)
= ηM̂N̂ (2.4)

defining the standard inner product of doubled vectors and taking the same role as the Minkowski 
metric in general relativity. The spacetime metric ĝm̂n̂ and the Kalb–Ramond field B̂m̂n̂ are 
repackaged into the generalized metric

Ĥ
M̂N̂

=
(

ĝm̂n̂ −ĝm̂p̂B̂p̂n̂

B̂m̂p̂ĝp̂n̂ ĝm̂n̂ − B̂m̂pĝp̂q̂ B̂q̂n̂

)
, (2.5)

whose structure is closely related to the Buscher rules for T-duality transformations [38,39]. 
It defines a function Ĥ

M̂N̂
(X) of the doubled coordinates and parametrizes the coset space 

O(D,D,R)
O(D,R)×O(D,R)

. Similarly to general relativity, indices in DFT are raised and lowered by the 

O (D,D,R) invariant metric η
M̂N̂

and ηM̂N̂ , respectively. In particular, one obtains the relation

ĤM̂N̂ = ηM̂P̂ Ĥ
P̂ Q̂

ηQ̂N̂ , (2.6)

implying the existence of a generalized vielbein Ê Â
M̂

satisfying

Ĥ
M̂N̂

= Ê Â
M̂
Ê B̂

N̂
S

ÂB̂
. (2.7)

Here, M̂, N̂ denote curved spacetime indices, and Â, B̂ are flat tangent space indices. One can 
thus choose

S
ÂB̂

=
(

sâb̂ 0
0 s

âb̂

)
, (2.8)

where s
âb̂

denotes the flat D-dimensional Minkowski metric. Using the vielbein êâ
m̂ defined by 

the relation

ĝm̂n̂ = êâ
m̂s

âb̂
êb̂

n̂, (2.9)

Ê Â
M̂

can be parametrized as

Ê Â
M̂

=
(

êâ
m̂ −êâ

p̂B̂p̂m̂

0 êâ
m̂

)
. (2.10)

An action for DFT is determined by requiring invariance of the theory under local doubled dif-
feomorphisms

XM̂ =
(
x̃m̂, xm̂

)
→

(
x̃m̂ + ξ̃m̂

(
XM̂

)
, xm̂ + ξ m̂

(
XM̂

))
(2.11)

and global O (D,D,R) transformations. In conjunction with the requirement of the algebra of 
infinitesimal diffeomorphisms to be closed, the latter give rise to the so-called strong constraint

ηM̂N̂ ∂ ˆ �̂∂ ˆ �̂ = 0, (2.12)

M N
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where both �̂ and �̂ denote arbitrary fields or gauge parameters. One possible solution is given 
by setting ∂̃m̂ = 0, in which case the dual coordinates become unphysical and the theory re-
duces to ordinary supergravity. This also reveals an interpretation of T-duality transformations as 
rotations of a “physical section” in doubled spacetime.

2.2. Flux formulation of double field theory

There exist two physically equivalent formulations of DFT, differing only by terms that are 
either total derivatives or vanish by the strong constraint. For the purpose of this paper, work-
ing with the so-called flux formulation [30,31,40] (see also [21,22] for early developments) will 
be more convenient since it provides a natural (local) description of geometric as well as non-
geometric background fluxes.

2.2.1. NS–NS sector
As starting point for the NS–NS sector, we consider the action [30,31,40]

SNS–NS = 1

2

∫
d20Xe−2d̂

[
F̂

M̂N̂P̂
F̂

M̂ ′N̂ ′P̂ ′

(
1

4
ĤM̂M̂ ′

ηN̂N̂ ′
ηP̂ P̂ ′ − 1

12
ĤM̂M̂ ′ĤN̂N̂ ′ĤP̂ P̂ ′

− 1

6
ηM̂M̂ ′

ηN̂N̂ ′
ηP̂ P̂ ′

)
+F̂

M̂
F̂

M̂ ′
(
ηM̂M̂ ′ − ĤM̂M̂ ′)]

, (2.13)

where the generalized dilaton d̂ is defined by the relation

e−2d̂ =
√

ĝe−2φ. (2.14)

Employing flat coordinates and using the generalized Weizenböck connection

	̂
ÂB̂Ĉ

= Ê
Â

Î
(
∂
Î
Ê

B̂
Ĵ
)
Ê

ĈĴ
(2.15)

the generalized fluxes F̂
Â

and F̂
ÂB̂Ĉ

can be written as

F̂
Â

= 	̂B̂
B̂Â

+ 2Ê
Â

Î ∂
Î
d̂ and F̂

ÂB̂Ĉ
= 3	̂[ÂB̂Ĉ], (2.16)

where the squared brackets denote the antisymmetrization operator defined in appendix A. It 
will be explained in subsection 2.3.1 how these are related to the generalized fluxes with curved 
indices. When performing dimensional reduction, an obvious first step is to rewrite the action in 
terms of objects representing four-dimensional fields and assume all fields with external legs to be 
independent of the internal coordinates. We will do this by applying a generalized Kaluza–Klein 
ansatz for DFT [30,31,36], for which we split the coordinates into external and internal parts

XM̂ =
(
x̃μ, xμ,Y Ǐ

)
, XÂ =

(
x̃e, x

e, Y Ǎ
)

, (2.17)

where we used the collective notation Y Ǐ =
(
ỹ
ǐ
, yǐ

)
and Y Ǎ =

(
ỹǎ , y

ǎ
)

for the latter. In order 
to preserve rigid O(6, 6, R) symmetry, we impose the section condition only on the external 
coordinates, therefore assuming also independence of all fields and gauge parameters of the ex-
ternal dual coordinates x̃μ, while leaving the dependence of purely internal fields on the doubled 

coordinates Y Ǐ , Y Ǎ untouched.
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For the ten-dimensional metric and Kalb–Ramond field, we employ the splitting [30]

ĝm̂n̂ =
⎛⎝gμν + g

ǩľ
Aǩ

μAľ
ν Aǩ

μg
ǩǰ

g
ǐǩ

Aǩ
ν g

ǐǰ

⎞⎠ , B̂m̂n̂ =
(

Bμν −B
μǰ

B
ǐν

B
ǐǰ

)
(2.18)

and arrange the parts with mixed external and internal indices in a generalized Kaluza–Klein 
vector

AǏ
μ =

(
B

ǐμ

−Aǐ
μ

)
. (2.19)

Inserting this ansatz into (2.13), the NS–NS contribution to the action can be reformulated as 
[30,31,36]

SNS–NS = 1

2

∫
d4xd12Y

√
g(4)

√
g(6)e−2φ

[
R̃(4) + 4gμνDμφDνφ − 1

4
gμνgρσH

Ǐ J̌
F̃ Ǐ

μρF̃ J̌
νσ

− 1

12
gμνgρσ gτλH̃μρτ H̃νσλ + gμν 1

8
DμHǏ J̌

DνHǏ J̌

+F
Ǐ J̌ Ǩ

F
Ǐ ′J̌ ′Ǩ ′

(
− 1

12
HǏ Ǐ ′HJ̌ J̌ ′HǨǨ ′ + 1

4
HǏ Ǐ ′

ηJ̌ J̌ ′
ηǨǨ ′ − 1

6
ηǏ Ǐ ′

ηJ̌ J̌ ′
ηǨǨ ′

)
+F

Ǐ
F

Ǐ ′
(
ηǏ Ǐ ′ −HǏ Ǐ ′)]

(2.20)

where the quantities without hats denote the internal parts and where we defined the field 
strengths

F̃ Ǐ
μν = 2∂[μAǏ

ν] −F Ǐ
J̌ Ǩ

AJ̌
μAǨ

ν + 2F
J̌
AJ̌ [μAǏ

ν] − 2F Ǐ Bμν,

H̃μνρ = 3∂[μBνρ] − 3∂[μAǨ
νAρ]Ǩ − 6F

Ǩ
AǨ [μBνρ] −F

Ǐ J̌ Ǩ
AǏ

μAJ̌
νAǨ

ρ

(2.21)

and the covariant derivatives

DμHǏ J̌
= ∂μHǏ J̌

+AǨ
μF ǨǏ

ĽH
J̌ Ľ

+AǨ
μF ǨJ̌

ĽH
Ǐ Ľ

−A
μǏ
H

J̌ Ǩ
F Ǩ −A

μJ̌
H

Ǐ Ǩ
F Ǩ +F

Ǐ
H

J̌ Ǩ
AǨ

μ +F
J̌
H

Ǐ Ǩ
AǨ

μ,

Dμφ = ∂μφ −F
Ǩ
AǨ

μ.

(2.22)

2.2.2. R–R sector
A similar analysis has been done for the R–R sector in [41–45]. Recalling that the fields 

transform as O (10,10) spinors by construction, we expand

Ĝ =
∑
n

1

n! Ĝ
(n)

m̂1...m̂n
êâ1

m̂1 . . . eân

m̂n�â1...ân |0〉 , (2.23)

where �â1...ân denotes the totally antisymmetrized product of n gamma-matrices. The R–R gauge 
potentials can be combined into a spinor
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Ĉ =
{∑4

n=0 Ĉ2n+1 for type IIA theory∑4
n=0 Ĉ2n for type IIB theory,

(2.24)

which can be used to write

Ĝ =
{

G0 + /∇Ĉ for type IIA theory

/∇Ĉ for type IIB theory,
(2.25)

with the generalized fluxed Dirac operator

/∇ = �ÂÊ
Â

M̂∂
M̂

− 1

2
�ÂF̂

Â
− 1

6
�ÂB̂ĈF̂

ÂB̂Ĉ
. (2.26)

The zero-form R–R flux G0 in the type IIA case arises as dual of the background field strength 
of Ĉ9. A pseudo-action for the R–R sector can be obtained by summing over all relevant compo-
nents of a particular theory,

SR–R = 1

2

∫
d4xd12Y

(
−1

2
Ĝ∧ �Ĝ

)
. (2.27)

Since all fields Ĉn of a certain theory appear explicitly, this has to be supplemented by duality 
constraints. Denoting the ten-dimensional n-form contributions by Ĝn, these take the form [46]

Ĝn = (−1)
⌊

n
2

⌋
� Ĝn, (2.28)

where the floor operator 
·� gives as output the least integer that is greater than or equal to the 
argument.

2.3. Fluxes in doubled geometry

This section will focus on the scalar potential component of (2.20) and introduce a DFT 
interpretation of the NS–NS fluxes. This has first been investigated in [33], and much of this 
section will be based on this work.

2.3.1. Fluxes as fluctuations about the Calabi–Yau background
The main idea is to treat the generalized fluxes (2.16) as manifestations of small deviations 

from the Calabi–Yau background, arising from perturbations of the internal vielbeins

E Ǎ
Ǐ
= ◦
E Ǎ

Ǐ
+ E Ǎ

Ǐ
+O

(
E2
)

, (2.29)

where 
◦
E Ǎ

Ǐ
describes the Calabi–Yau background and EǍ

Ǐ
the fluctuations. Inserting this expan-

sion into the generalized fluxes (2.16), we can write

F
Ǎ

= ◦
F

Ǎ
+F

Ǎ
+O

(
E2
)

, F
ǍB̌Č

= ◦
F

ǍB̌Č
+F

ǍB̌Č
+O

(
E2
)

. (2.30)

As the notation implies, 
◦
F

Ǎ
and 

◦
F

ǍB̌Č
depend only on 

◦
E Ǎ

Ǐ
and do not contribute to the scalar 

potential since 
◦
E Ǎ

Ǐ
satisfies the DFT equations of motion. By contrast, F

Ǎ
and F

ǍB̌Č
depend 

linearly on the fluctuations EǍ ˇ and therefore have to be taken into account.

I
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In the following, we will use the background component 
◦
EǍ

Ǐ
of the vielbein to switch between 

flat and curved indices (defining, e.g. F
Ǐ J̌ Ǩ

= ◦
E Ǎ

Ǐ

◦
E B̌

J̌

◦
E Č

Ǩ
F

ǍB̌Č
). For the case of constant ex-

pectation values, the three-indexed object F
Ǐ J̌ Ǩ

has been shown to encode the known geometric 
and non-geometric NS–NS fluxes by

F
ǐ ǰ ǩ

= H
ǐǰ ǩ

, F ǐ

ǰ ǩ
= F ǐ

ǰ ǩ
, F

ǐ
ǰ ǩ = Q

ǐ
ǰ ǩ, F ǐ ǰ ǩ = Rǐǰ ǩ . (2.31)

Similarly, we define for the trace-terms and generalized dilaton fluxes (cf. the first relation of 
(2.16))

F
ǐ
= 2Y

ǐ
+ F m̌

m̌ǐ
, F ǐ = 2Zǐ + Qm̌

m̌ǐ . (2.32)

As was discussed in [47], writing out the generalized metric H in terms of the internal metric 
and Kalb–Ramond field gives rise to certain combinations of the latter with the fluxes, for which 
it is convenient to use the shorthand notation

H
ǐ ǰ ǩ

= H
ǐǰ ǩ

+ 3F m̌
[ǐ ǰ Bm̌ǩ] + 3Q[ǐ

m̌ňB
m̌ǰ

B
ňǩ] + Rm̌ňp̌B

m̌[ǐBňǰ
B

p̌ǩ],

Fǐ
ǰ ǩ

= F ǐ
ǰ ǩ

+ 2Q[ǰ
m̌ǐB

m̌]ǩ + Rm̌ňǐB
m̌[ǰ Bňǩ],

Q
ǩ
ǐǰ = Q

ǩ
ǐǰ + Rm̌ǐǰB

m̌ǩ
,

Rǐ ǰ ǩ = Rǐǰ ǩ,

Y
ǐ
= Y

ǐ
+ Zm̌B

m̌ǐ
,

Zǐ = Zǐ.

(2.33)

2.3.2. Operator interpretation of fluxes
It will be useful to interpret the geometric and non-geometric fluxes as operators acting on dif-

ferential forms. Employing a local basis 
(
dx1, . . . dx6

)
and the contractions (ι1, . . . ι6) satisfying 

ι
ǐ
dxǰ = δ

ǐ
ǰ , we define [48–50]

H∧ : 	p (CY3) −→ 	p+3 (CY3)

ωp → 1

3!Hǐǰ ǩ
dxǐ ∧ dxǰ ∧ dxǩ ∧ ωp,

F◦ : 	p (CY3) −→ 	p+1 (CY3)

ωp → 1

2!F
ǩ
ǐǰ

dxǐ ∧ dxǰ ∧ ι
ǩ
∧ ωp,

Q• : 	p (CY3) −→ 	p−1 (CY3)

ωp → 1

2!Qǐ
ǰ ǩ dxǐ ∧ ι

ǰ
∧ ι

ǩ
∧ ωp, (2.34)

R�: 	p (CY3) −→ 	p−3 (KCY3)

ωp → 1

3!R
ǐǰ ǩ ι

ǐ
∧ ι

ǰ
∧ ι

ǩ
∧ ωp,

Y∧ : 	p (CY3) −→ 	p+1 (CY3)

ωp → Yˇ dxǐ ∧ ωp,

i
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Z� : 	p (CY3) −→ 	p−1 (CY3)

ωp → Zǐ ι
ǐ
∧ ωp,

the last two of which denote the newly introduced generalized dilaton fluxes first considered in 
a non-DFT context in [51,52] (see also [53,54] for a generalized-geometry perspective). These 
operators can be combined with the exterior derivative d̂ to define the twisted differential

D̂ = d̂ − H ∧ −F ◦ −Q • −R�−Y ∧ −Z�. (2.35)

Notice that the exterior derivative is that of the full ten-dimensional spacetime manifold. In 
the following, we will often distinguish between internal and external components, for which 
it makes sense to split the exterior derivative as

d̂ = d + dCY3 (2.36)

and define a purely internal twisted differential D with respect to dCY3 . For later convenience, we 
can furthermore define analogous operators for the Fraktur fluxes (2.33), including the Fraktur 
twisted differential D̂. As shown for a simplified setting in [33], requiring nilpotency D̂2 = 0 of 
the twisted differential (and similarly for D̂) gives rise to the Bianchi identities

0 = H
m̌
[
ǐ ǰ

F m̌

ǩľ
] − 2

3
∂[

ǐ
H

ǰ ǩľ
],

0 = F m̌[
ǰ ǩ

F ľ

ǐ
]
m̌

+ H
m̌
[
ǐ ǰ

Q
ǩ
]m̌ľ + ∂[

ǩ
F ľ

ǐǰ
],

0 = F m̌[
ǐ ǰ
]Qm̌

[
ǩľ
]
− 4F

[
ǩ

m̌
[
ǐ
Q

ǰ
] ľ
]
m̌ + H

m̌ǐǰ
Rm̌ǩľ − 2∂[

ǐ
Q

ǰ
]ǩľ ,

0 = Qm̌

[
ǰ ǩ

Q
ľ

ǐ
]
m̌ + R

m̌
[
ǐ ǰ

F
ǩ
]
m̌ľ

− 1

3
∂
ľ
Rǐǰ ǩ ,

0 = R
m̌
[
ǐ ǰ

Qm̌
ǩľ
]
, (2.37)

0 = R
m̌ň

[
ǐ
F

ǰ
]
m̌ň − Rm̌[ǐ ǰ ]Ym̌ − Zm̌Qm̌

[ǐ ǰ ],

0 = Rǐm̌ňH
ǰm̌ň

− F ǐ
m̌ňQǰ

m̌ň − 2Q
ǰ
m̌ǐYm̌ + 2Zm̌F ǐ

m̌ǰ
− 2∂

ǰ
Zǐ ,

0 = Q[
ǐ

m̌ňH
ǰ
]
m̌ň

− Fm̌
[ǐ ǰ ]Ym̌ − Zm̌H

m̌[ǐ ǰ ] + 2∂[ǐYǰ ],

0 = 6Rm̌ňp̌Hm̌ňp̌ + Zm̌Ym̌,

where the derivative terms vanish in the setting discussed in this paper and were included only 
for the sake of completeness. This form of the Bianchi identities generalizes the result of [33]
and matches with the relations presented earlier in [29] when taking into account the definitions 
(2.32) and assuming independence of the dual coordinates.

Another central role will be played by the generalized primitivity constraints

H
ǐǎ ˇ̄ag

ǎ ˇ̄a = 0, F ǐ
ǎ ˇ̄ag

ǎ ˇ̄a = 0, Q
ǐ
ǎ ˇ̄ag

ǎ ˇ̄a = 0, Rǐǎ ˇ̄ag
ǎ ˇ̄a = 0, (2.38)

which extend the corresponding condition for H arising from supersymmetry considerations in 
traditional approaches to flux compactifications. Indeed, the first condition is equivalent to re-
quiring the interior product H�J of H and the Kähler form J to vanish. Analogous formulations 
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are possible for the remaining fluxes by taking the interior product with F� to be with respect 
to the subscript indices and defining analogous contraction-like operators Q�, R� for the super-
script indices of the non-geometric fluxes. The primitivity constraints can then be recast in the 
coordinate-independent forms

H�J = 0, F�J = 0, Q�J = 0, R�J = 0. (2.39)

Notice that the interior product of non-geometric fluxes looks very similar to the corresponding 
operators defined in (2.34), but contracts only as many indices as there are in the differential form 
it acts on. This structure is motivated by that of the Hodge-star operator (A.6), and the relations 
(2.39) describe a generalization of the corresponding constraints used in [33]. As we will see in 
the next section, this slight relaxation is necessary in order to make the framework applicable to 
more general settings of flux compactifications.

2.3.3. Geometric tools
To conclude this section, let us briefly introduce the most essential geometric objects which 

will become important in the following discussion. A useful tool to handle the flux operators is 
the so-called the Mukai-pairing of two differential forms η and ρ. It is defined by

〈η,ρ〉 = [η ∧ λ (ρ)]6 , (2.40)

where [·]6 picks the six-form-component and the involution λ acts on an n-form ρ as

λ (ρ) = (−1)
⌈

n
2

⌉
ρ. (2.41)

The operator �·� denotes the ceiling function, giving as output the greatest integer that is less than 
or equal to the argument. Furthermore, we denote the purely external and internal components of 
Kalb–Ramond field B̂ by

B = 1

2!Bμν dxμ ∧ dxν and b = 1

2!Bǐǰ
dxǐ ∧ dxǰ , (2.42)

respectively, and define the b-twisted Hodge-star operator �b by [55–57]

�bη = eb ∧ �λ
(
e−bη

)
, (2.43)

which allows for a natural extension of the framework to the Fraktur fluxes (2.33).

3. The scalar potential on a Calabi–Yau three-fold

We start our discussion by considering only the purely internal parts of (2.20) and (2.27)
on a Calabi–Yau three-fold CY3. The type IIB setting was already discussed in [33], and here 
we generalize this analysis in order to prepare for our discussion in section 4. The aim of this 
section is to show that both the type IIA and IIB case correctly give rise to the scalar potential of 
four-dimensional N = 2 gauged supergravity. We furthermore illustrate how the simultaneous 
presence of geometric and non-geometric fluxes allows for preservation of IIA ↔ IIB Mirror 
Symmetry in DFT.

Since we do not have to distinguish between different components of the internal manifold, 
we will drop the “checks” above internal indices (Ǐ , J̌ , . . . → I, J, . . .) for the rest of this section. 
We furthermore impose the strong constraint on the underlying Calabi–Yau background and the 
field fluctuations, assuming independence of the dual coordinates ỹi . We will, however, not do 
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so for the fluxes and only apply the weaker (quadratic) Bianchi identities (2.37), ensuring that 
the theory is capable of describing electric and magnetic gaugings and does not merely reduce to 
ordinary type II supergravities.

3.1. NS–NS sector

When substituting the expansions (2.30) into the purely internal terms of (2.20), those terms 

involving only the objects 
◦
FI and 

◦
F IJK describe the Calabi–Yau background and do not con-

tribute to the scalar potential since 
◦
EA

I satisfies the DFT equations of motion. Furthermore, 
mixings between background values and fluctuations describe first order terms in the expansion 
about the minimum of the scalar potential and can be neglected as well. Considering the action 
up to second order in the deviations, we are therefore left with

SNS–NS, scalar = 1

2

∫
d4xd12Y

√
g(4)

√
gCY3e

−2φ

[
F IJKF I ′J ′K ′

(
− 1

12
HII ′HJJ ′HKK ′

+1

4
HII ′

ηJJ ′
ηKK ′ − 1

6
ηII ′

ηJJ ′
ηKK ′

)
+F IF I ′

(
ηII ′ −HII ′)]

. (3.1)

Inserting the relations (2.31) and (2.32), this can be rewritten in terms of the geometric and 
non-geometric fluxes as

SNS–NS, scalar = 1

2

∫
d4xd12Y

√
g(4)

√
gCY3e

−2φ

[
− 1

12

(
HijkHi′j ′k′gii′gjj ′

gkk′ + 3Fi
jkF

i′
j ′k′gii′g

jj ′
gkk′

+ 3Qi
jkQi′

j ′k′
gii′gjj ′gkk′ +RijkRi′j ′k′

gii′gjj ′gkk′
)

− 1

2

(
Fm

niF
n
mi′g

ii′ +Qm
niQn

mi′gii′−HmniQi′
mngii′ − Fi

mnR
mni′gii′

)
−
(
Fm

mi + 2Yi

)(
Fm′

m′i′ + 2Yi′
)
gii′

−
(
Qm

mi + 2Zi
)(

Qm′m
′i′ + 2Zi′

)
gii′

]
, (3.2)

where the topological terms involving only the O (6,6,R) invariant structure ηII ′
cancel by the 

Bianchi identities (2.37). Now a key issue of this action is that the (generally unknown) metric gij

of CY3 appears explicitly. In traditional Calabi–Yau compactifications, this can be remedied by 
applying differential form notation and expanding the fields in terms of the cohomology bases. 
While this framework is not readily applicable to the setting of this paper, we can resolve this 
problem by employing the operator interpretation (2.34) in order to build a bridge to the special 
geometry of the Calabi–Yau moduli spaces. To keep the calculation as general as possible, we 
will include cohomologically trivial terms for the first part of this section and set them to zero 
only right before performing the dimensional reduction.

3.1.1. Single flux settings
As already demonstrated in [33], it is convenient to first assume vanishing internal B-field 

components and consider only one flux turned on at a time. It can then easily be shown that the 
constructed reformulation is still applicable in more general settings.
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Pure H -flux
Due to its differential form nature, the discussion of the pure H -flux setting is particu-

larly simple and requires only the tools of standard differential geometry. The corresponding 
Lagrangian of (3.2) takes the form

LNS–NS, scalar, H = e−2φ

4
HijkHi′j ′k′gii′gjj ′

gkk′
. (3.3)

It is obvious that this can be written as

�LNS–NS, scalar, H = −e−2φ

2
H ∧ �H, (3.4)

where we the three-form H is related to the first operator of (2.34) by formally defining H :=
H ∧ 1CY3 .

Pure F -flux
The NS–NS scalar potential Lagrangian in the pure F -flux scenario reads

LNS–NS, scalar, F

= −e−2φ

4

(
F i

jkF
i′

j ′k′gii′g
jj ′

gkk′ + 2Fm
niF

n
mi′g

ii′ + 4Fm
miF

m
mi′g

ii′
)

.
(3.5)

While the three-form interpretation of H does not apply to F , we can construct a similar object 
by letting the operator F◦ act on the Kähler form J of CY3. We then obtain

− 1

2
(F ◦ J ) ∧ � (F ◦ J )

=
[

1

4
Fm

ijF
m′

i′j ′gmm′gii′gjj ′ − 1

2
Fm

ijF
m′

i′j ′I j ′
mIj

m′gii′
]

� 1CY3

(3.6)

and find that only the first terms of (3.5) and (3.6) match, while the second term

− 1

2
Fm

ijF
m′

i′j ′I j ′
mIj

m′gii′

=
(
Fc

abF
b
āc + F c̄

ab̄F
b̄
āc̄ − F c̄

abF
b
āc̄ − Fc

ab̄F
b̄
āc

)
gaā

(3.7)

comes with reversed signs for the last two components. To see how this can be compensated for, 
notice that appropriate contraction of indices in the second Bianchi identity of (2.37) yields (for 
vanishing Q-flux) the relation

Fk
ab̄F

b̄
āk + Fk

b̄āF
b̄
ak + Fk

aaF
b̄
b̄k = 0. (3.8)

Multiplying this by gaā , we find after taking into account the corresponding primitivity constraint 
of (2.38)

Fc
ab̄F

b̄
ācg

aā = F c̄
abF

b
āc̄g

aā (3.9)

Using this, adding the expression

1

2
(	 ∧ F ◦ J ) ∧ �

(
	 ∧ F ◦ J

)= −2
[
F c̄

abF
c
āb̄gcc̄g

aāgbb̄ − 2F c̄
abF

b
āc̄g

aā
]
� 1CY3

(3.10)
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involving the holomorphic three-form 	 of CY3 gives the correct second term of (3.6), but also 
comes with an additional contribution that has to be canceled. We once more resolve this by 
adding

−1

2
(F ◦ 	) ∧ �

(
F ◦ 	

)=
[

2F c̄
abF

c
āb̄gcc̄g

aāgbb̄ + 1

2
Fm

miF
m

mi′g
ii′
]

� 1CY3 . (3.11)

Finally, the missing trace-term can be obtained by substituting the primitivity constraint (cf. 
(2.38)) into the only remaining non-trivial expression related the Calabi–Yau structure forms,

−1

2

(
F ◦ 1

2
J 2
)

∧ �

(
F ◦ 1

2
J 2
)

=
[

1

2
Fm

miF
m

mi′g
ii′
]

� 1CY3 , (3.12)

and we find in total

�LNS–NS, scalar, F

= −e−2φ

2

[
(F ◦ J ) ∧ � (F ◦ J ) +

(
F ◦ 1

2
J 2
)

∧ �

(
F ◦ 1

2
J 2
)

+ (F ◦ 	) ∧ �
(
F ◦ 	

)− (	 ∧ F ◦ J ) ∧ �
(
	 ∧ F ◦ J

)]
.

(3.13)

Notice that this poses a slight generalization of the corresponding expression found in [33] due 
to the presence of additional trace-terms of F . In particular, the reformulation only works when 
employing only the relaxed primitivity constraints (2.38), (2.39).

Pure Q-flux
The analysis of the pure Q-flux setting follows a very similar pattern as for the F -flux, and we 

will only sketch the basic idea here. By proceeding completely analogously to the F -flux case, 
one can show that the Lagrangian can be reformulated as

�LNS–NS, scalar, Q

= −e−2φ

2

[(
Q • 1

2
J 2
)

∧ �

(
Q • 1

2
J 2
)

+
(

Q • 1

3!J
3
)

∧ �

(
Q • 1

3!J
3
)

+ (Q • 	) ∧ �
(
Q • 	

)−
(

	 ∧ Q • 1

2
J 2
)

∧ �

(
	 ∧ Q • 1

2
J 2
)]

,

(3.14)

where the only nontrivial step is to take into account the relation

Qk
ab̄Qb̄

āk + Qk
b̄āQb̄

ak + Qk
āaQb̄

b̄k = 0 (3.15)

obtained by appropriately contracting the fourth Bianchi identity of (2.37), which can eventually 
be recast in the form

gaāQb̄
acQc

āb̄ = gaāQb
ac̄Qc̄

āb (3.16)

and used to identify certain contributions arising from the first and third term of (3.14). Again, the 
result describes a slight generalization of the one found in [33], and matching for the trace-terms 
requires one to use the relaxes primitivity constraints (2.38), (2.39).
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Pure R-flux
Similarly to the symmetry between the pure F - and Q-flux settings, the reformulation of 

pure R-flux case shows a strong resemblance of the pure H -flux setting, and it seems natural to 
consider the term R� 1

3!J
3. This expression can be handled best by exploiting the relation

1

3!J
3 = �1CY3 =

√
gCY3

6! εi1...i6dxi1 ∧ . . . ∧ dxi6, (3.17)

to show that

R�
(

1

3!J
3
)

= −
√

gCY3

3!3!
Rijkεijklmndxl ∧ dxm ∧ dxn. (3.18)

Inserting the relation (A.2) for D = 3 and p = 3, we then find

�LNS–NS, scalar, R = −e2φ

2

(
R� 1

3!J
3
)

∧ �

(
R� 1

3!J
3
)

. (3.19)

Pure Y - and Z-flux
While the nature of the generalized dilaton fluxes Y and Z differs from that of their (three-

indexed) geometric and non-geometric counterparts, including them into the framework pre-
sented here requires only minor modifications. The idea is again to consider all possible com-
binations of flux operators with the holomorphic three-form 	 or powers of the Kähler-form J . 
Direct computation of the corresponding expressions then shows that the Lagrangian (3.2) for 
the (combined) pure Y - and Z-flux settings can be rewritten as

�LNS–NS, scalar, Y = −e−2φ

2

[(
Y ∧ 1CY3

)∧ �
(
Y ∧ 1CY3

)+ (Y ∧ J ) ∧ � (Y ∧ J )

+
(

Y ∧ 1

2
J 2
)

∧ �

(
Y ∧ 1

2
J 2
)

+ (Y ∧ 	) ∧ �
(
Y ∧ 	

)]
(3.20)

and

�LNS–NS, scalar, Z = −e−2φ

2

[
(Z�J ) ∧ � (Z�J ) +

(
Z�1

2
J 2
)

∧ �

(
Z�1

2
J 2
)

+ (
Z� � 1CY3

)∧ �
(
Z� � 1CY3

)+ (Y ∧ 	) ∧ �
(
Y ∧ 	

)]
,

(3.21)

respectively. Notice that, although there do exist corresponding non-trivial expressions, we did 
not include any mixings between J and 	. The reason for this discrepancy will become clear 
when considering more general settings in the next subsection.

3.1.2. Generalization
H -, F -, Q- and R-fluxes

Before turning to the most general setting, it makes sense to first consider the case of all 
three-indexed fluxes H, F, Q, R being present and vanishing one-indexed fluxes Y and Z. It was 
shown in [33] that the Lagrangian (3.2) can then be written as
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�LNS–NS, scalar, HFQR = −e−2φ

[
1

2
χ ∧ �χ + 1

2
� ∧ ��

− 1

4
(	 ∧ χ) ∧ �

(
	 ∧ χ

)− 1

4
(	 ∧ χ) ∧ �

(
	 ∧ χ

)]
,

(3.22)

where

χ =DeiJ , � =D	 (3.23)

and the twisted differential D defined in (2.35) (with vanishing Y - and Z-components). Taking 
into account the generalized primitivity constraints (2.38), it is easy to check that this formula 
correctly reproduces the single flux settings. Concerning the mixings between different fluxes, a 
minimal requirement for matching with the original Lagrangian (3.2) is that all mixings between 
different fluxes except for the HQ- and FR-combinations vanish. Since the only nontrivial con-
tributions of (3.22) to the integral over CY3 are the ones proportional to its volume form �1CY3 , 
the relevant combinations of differential forms to check are those where both constituents share 
the same degree. This in particular excludes all components of the poly-form �. Furthermore, 
those terms arising from quadratic combinations of χ involving precisely one even and one odd 
power of iJ cancel due to the complex conjugation operator reversing the signs only for imagi-
nary differential forms. A simple computation shows that the remaining terms of (3.22) are the 
desired HQ- and FR-combinations, which read

THQ = −H ∧ �

(
Q • 1

2
J 2
)

+ Re (	 ∧ H) ∧ �

(
	 ∧ Q • 1

2
J 2
)

,

TFR = −F ◦ J ∧ �

(
R� 1

3!J
3
)

+ Re (	 ∧ F ◦ J ) ∧ �

(
	 ∧ R� 1

3!J
3
)

.

(3.24)

To show that these correctly reproduce the mixing terms of (3.2), one can again follow a similar 
pattern as in the single flux settings, and we refer the reader to the original work [33] for detailed 
calculations. The most important step here is to once more make use of the second and fourth 
Bianchi identities of (2.37) in order to relate the above expressions to the original action, which 
will in particular offset additional contributions arising from modifications of the relations (3.8)
and (3.15) we used in the pure F - and Q-flux settings.

Including the Y - and Z-fluxes
When trying to incorporate the generalized dilaton fluxes Y and Z into the framework, one 

immediate problem is that the relation (3.22) does not even hold for the single flux settings. This 
is due to the appearance of additional mixings between eiJ and 	 arising from the expressions 
in the second line, which cancel half of the desired terms and leave an overall mismatch by a 
factor of 1

2 . We resolve this by slightly modifying the expression in such a way that only the Y -
and Z- terms are affected: Using the Mukai-pairing defined in (2.40), we find the more general 
Lagrangian

LNS–NS, scalar = −e−2φ

[
1

2
‖〈χ,�χ〉‖ + 1

2

∥∥〈�,��
〉∥∥− 1

4
‖〈χ,	〉‖2 − 1

4

∥∥〈χ,	
〉∥∥2

]
,

(3.25)

where the norm ‖·‖ is with respect to the scalar product (A.7) and χ and � are defined as 
in (3.23), the twisted differential taking its general form (2.35). It is easy to check by direct 
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computation and use of the primitivity constraints (2.38) that (3.25) reduces to the previously 
described special cases when setting the corresponding subsets of fluxes to zero. Of the newly 
appearing mixing terms, the non-vanishing ones are precisely the FY - and QZ-combinations, 
which correctly give rise to the trace-dilaton-mixings found in the last two lines of (3.2).

Notice that this formulation of the scalar potential shows a stronger resemblance of its gen-
eralized geometry counterpart found in [37] for compactifications of type II supergravities on 
manifolds with general SU(3) × SU(3) structures.

3.1.3. Including the Kalb–Ramond field
In a final step, the above results are once more generalized to the setting of a non-vanishing 

internal Kalb–Ramond field b. As can be inferred from the structure of the Lagrangian (3.2), this 
can be achieved by simply replacing

H →H, F → F, Q → Q, R →R, Y → Y, Z → Z (3.26)

and, thus, for the twisted differential

D → D= d −H∧ −F ◦ −Q • −R�−Y∧ −Z�. (3.27)

Mathematically, the Kähler and complex structures of Calabi–Yau manifolds with non-vanishing 
b-field are described by the modified poly-forms

eiJ → eb+iJ , 	 → eb	. (3.28)

At a later point, it will be convenient to absorb the factor eb into the twisted differential. We 
therefore consider the relation [33]

D = e−bDeb − 1

2

(
Qi

mnBmndxi +RimnBmnιi

)
, (3.29)

which can be derived by direct computation and using closure of b. Imposing primitivity con-
straints analogous to (2.38) for the Fraktur fluxes and the modified Calabi–Yau structure forms 
(3.28),

Q�J = 0, R�J = 0,

we furthermore obtain the relations

Qi
mnBmn + iRmnpBimJnp + RmnpBimBnp = 0,

RmnpBnp + iRmnpJnp = 0,
(3.30)

showing that the terms in the brackets of (3.29) vanish and, in fact,

D = e−bDeb. (3.31)

We thus find for the NS–NS scalar potential in the most general case

LNS–NS, scalar = −e−2φ

[
1

2
‖〈χ,�χ〉‖ + 1

2

∥∥〈�,��
〉∥∥− 1

4
‖〈χ,	〉‖2 − 1

4

∥∥〈χ,	
〉∥∥2

]
(3.32)

with

χ = e−bDeb+iJ , � = e−bD
(
eb	

)
. (3.33)
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3.2. R–R sector

Reformulating the scalar potential contribution of the R–R action (2.27) is more straightfor-
ward as one encounters only differential form terms. We will do this separately for the type IIA 
and IIB cases.

3.2.1. Type IIA theory
Starting from the purely internal component of (2.27) and substituting the definitions (2.25)

and (2.24), we find for the internal components of the poly-form Ĝ(IIA)

G
(IIA)

0 = G0 −Q • C1 −R�C3 − Z�C1,

G
(IIA)

2 = G2 − B ∧ G0 − F ◦ C1 −Q • C3 −R�C5 −Y∧ C1 − Z�C3,

G
(IIA)

4 = G4 − B ∧ G2 + 1

2
B2 ∧ G0 −H∧ C1 − F ◦ C3 −Q • C5 −Y∧ C3 − Z�C5

G
(IIA)

6 = G6 − B ∧ G4 + 1

2
B2 ∧ G2 − 1

3!B
3 ∧ G0 −H∧ C3 − F ◦ C5 −Y∧ C5,

(3.34)

immediately revealing that the Lagrangian takes the form

�L(IIA)

R–R = −1

2
G(IIA) ∧ �G(IIA). (3.35)

Here, G(IIA) denotes the purely internal part of Ĝ(IIA) given by

G(IIA) = e−bG(IIA) + e−bD
(
ebC(IIA)

)
, (3.36)

with

C(IIA) = C1 + C3 + C5 + C7 + C9,

G(IIA) = G0 + G2 + G4 + G6
(3.37)

comprising the purely internal components of the C2n+1-fields (including those which become 
massive in the process of compactification) and the background R–R fluxes G2n. Notice that 
the former are to be understood as fluctuations C2n+1, and one can equivalently write (3.36)

as G(IIA) = G0 + e−bD
[
eb

( ◦
C(IIA) + C(IIA)

)]
. The former formulation will, however, be more 

convenient since it allows one to treat all R–R fluxes on equal footing and obtain the same 
structure for the type IIA and IIB settings.

3.2.2. Type IIB theory
The analysis of the type IIB setting is completely analogous to the type IIA case, and one 

eventually arrives at

�L(IIB)

R–R = −1

2
G(IIB) ∧ �G(IIB) (3.38)

with

G(IIB) = e−bG(IIB) + e−bD
(
ebC(IIB)

)
(3.39)

and
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G(IIB) = G1 + G3 + G5,

C(IIB) = C0 + C2 + C4 + C6 + C8.
(3.40)

3.3. Dimensional reduction

The reformulated scalar potential described in (3.32), (3.35) and (3.38) depends only on the 
Kähler form and the holomorphic three-form of CY3 and can be evaluated by utilizing the frame-
work of special geometry for the Calabi–Yau moduli spaces.

3.3.1. Special geometry of Calabi–Yau three-folds
Since we are interested only in those fields which do not acquire mass in the course of the 

compactification, we would like to follow the standard procedure of Calabi–Yau compactifica-
tions and expand the appearing fields in terms of the cohomology bases of CY3. In the setting 
discussed here, this additionally requires a way to describe the action of the flux operators (2.34)
on the field expansions. We therefore start by reviewing the topological properties of Calabi–Yau 
manifolds and proceed by constructing a framework that incorporates the flux operators of DFT.

Even cohomology
The nontrivial even cohomology groups are precisely Hn,n (CY3) with n = 0, 1, 2, 3. We de-

note the corresponding bases by{
1(6)

}
∈ H 0,0 (CY3) ,

{ωi} ∈ H 1,1 (CY3) ,{
ω̃i} ∈ H 2,2 (CY3) ,{√

gCY3

K � 1(6)

}
∈ H 3,3 (CY3) ,

with i = 1, . . . h1,1 (3.41)

where K is the volume of CY3. For later convenience, it makes sense to set ω0 = �1(6) and 
ω̃0 = 1(6), allowing us to use the collective notation

ωI =
(
ω0, ωi

)
,

with I = 0, . . . h1,1

ω̃I = (
ω̃0, ω̃i

)
.

(3.42)

This structure is motivated by the action of the involution operator (2.41). We choose the two 
bases such that the normalization condition∫

CY3

ωI ∧ ω̃J = δI
J (3.43)

holds. For the Kähler form J of CY3 and the Kalb–Ramond field B̂, we use the expansions

J = viωi and B̂ = B + b = B + biωi, (3.44)

where B denotes the external component of B̂ living in M1,3 and b its internal counterpart. The 
internal expansion coefficients bi can be combined with vi to define the complexified Kähler form

J = (
bi + ivi)ωi =: t iωi. (3.45)
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We furthermore introduce the shorthand notation

Kijk =
∫

CY3

ωi ∧ ωj ∧ ωk,

Kij =
∫

CY3

ωi ∧ ωj ∧ J =Kijkv
k,

Ki =
∫

CY3

ωi ∧ J ∧ J =Kijkv
jvk,

K = 1

3!
∫

CY3

J ∧ J ∧ J = 1

6
Kijkv

ivjvk,

(3.46)

where the Kijk, Kij and Ki are called intersection numbers. Using this, one can eventually expand 
the first poly-form of (3.33) in terms of the complexified Kähler class moduli

eB+iJ = eJ = ω̃0 + t iωi + 1

2!
(
Kijkt

it j) ω̃k + 1

3!
(
Kijkt

it jtk)ω0, (3.47)

where all powers of order ≥ 4 vanish on CY3.

Odd cohomology
The nontrivial odd cohomology groups are given by H 3,0 (CY3), H 2,1 (CY3), H 1,2 (CY3) and 

H 0,3 (CY3). For these we introduce the collective basis{
αA, βA} ∈ H 3 (CY3) with A = 0, . . . h1,2, (3.48)

which can be normalized to satisfy∫
CY3

αA ∧ βB = δA
B. (3.49)

The complex structure moduli are encoded by the holomorphic three-form 	 of CY3, which we 
expand in terms of the periods XA and FA as

	 = XAαA − FAβA. (3.50)

Notice that there is a minus sign in front of the βA. Throughout this paper, we will apply this 
convention to all odd cohomology expansions of fields, while the signs are exchanged for field 
strengths. The periods FA are functions of XA and can be determined from a holomorphic pre-
potential F by FA = ∂F

∂XA . Defining FAB = ∂FA
∂XB , one can write the period matrix MAB as

MAB = F AB + 2i
Im (FAC)XCIm (FBD)XD

XEIm (FEF)XF
, (3.51)

which is related to the cohomology bases (3.48) by∫
CY3

αA ∧ �αB = −
[
(ImM) + (ReM) (ImM)−1 (ReM)

]
AB

,

∫
αA ∧ �βB = −

[
(ReM) (ImM)−1

]
A

B, (3.52)
CY3
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∫
CY3

βA ∧ �βB = −
[
ImM−1

]AB
.

Gauge coupling matrices
Denoting some arbitrary poly-form field A which can be expanded in terms of the nontrivial 

cohomology bases of CY3 by

A = AIωI + AIω̃
I + AAαA − AAβA, (3.53)

one can define a collective notation by

AI = (
AI, AI

)T
and AA = (

AA, −AA
)T

. (3.54)

Again, notice that we will use reversed signs for the third cohomology group in case of field 
strengths. Similarly, we define the collective cohomology bases

�I = (
ωI, ω̃I

)
and �A = (

αA, βA
)

(3.55)

and the matrix

MAB =
∫

CY3

(
−〈αA, �bαB〉 〈

αA, �bβ
B
〉〈

βA, �bαB
〉 − 〈

βA, �bβ
B
〉 ) , (3.56)

which can be expressed in terms of the period matrix (3.52) as

M =
(

1 −ReM
0 1

)(
ImM 0

0 ImM−1

)(
1 0

−ReM 1

)
. (3.57)

For later convenience, we parametrize the even cohomology analogue

NIJ =
∫

CY3

(
〈ωI, �bωJ〉

〈
ωI, �bω̃

J
〉〈

ω̃I, �bωJ
〉 〈

ω̃I, �bω̃
J
〉 ) (3.58)

as

N =
(

1 −ReN
0 1

)(
ImN 0

0 ImN−1

)(
1 0

−ReN 1

)
, (3.59)

where NIJ denotes the corresponding period matrix of the special Kähler manifold spanned by 
the complexified Kähler class moduli. A detailed discussion of its structure can be found in [58].

Using the notation (3.42), one can also see that the Mukai-pairing (2.40) induces a symplectic 
structure by∫

CY3

〈
�I,�J

〉= (Seven)IJ =
(

0 1
−1 0

)
∈ Sp

(
2h1,1 + 2,R

)
(3.60)

and ∫
CY3

〈�A,�B〉 = (Sodd)AB =
(

0 1
−1 0

)
∈ Sp

(
2h1,2 + 2,R

)
. (3.61)

For simplicity, we will omit the subscripts “even” and “odd” from now on. The dimension can, 
however, easily be inferred from the context or read off from the indices when using component 
notation.



404 P. Betzler, E. Plauschinn / Nuclear Physics B 933 (2018) 384–432
3.3.2. Fluxes and cohomology bases
In the previous subsections we treated the fluxes as operators in a local coordinate basis, but 

for our subsequent analysis we need to relate these operators to actions on the cohomology basis 
elements (3.41) and (3.48). For toroidal compactification this transition from the coordinate basis 
to the cohomology is straightforward to derive, but for more general manifolds this is still an open 
question. However, as in [18], we can propose an action of the fluxes on the cohomology and 
check whether it leads to the expected results. For the three-index fluxes in the present context 
this has been done in [33], but for the Y - and Z-fluxes it is not clear how to interpret them on a 
Calabi–Yau three-fold. We therefore set Y and Z to zero for the remainder of this section.

Let us now become more concrete and note that the H -flux can be expanded in the basis (3.48)
as

H = −h̃AαA + hAβA (3.62)

and that it acts as a wedge product with a three-form. While there is no such obvious relation for 
the remaining fluxes, one can extract useful structures by letting them act on the basis elements. 
Following [18], we consider the following action of the twisted differential D on the cohomology 
of the Calabi–Yau three-fold

DαA = OA
IωI +OAIω̃

I, DβA = P̃ AIωI + P̃ A
Iω̃

I,

DωI = −P̃ A
IαA + OAIβ

A, Dω̃I = P̃ AIαA − OA
IβA,

(3.63)

where we used the collective notation (3.42) to set

OA0 = rA, P̃ A
0 = r̃A,

OA
0 = hA,P̃ A0 = h̃A.

(3.64)

Similarly to the previous sections, one can arrange the flux coefficients in a collective notation 
that will greatly simplify calculations at a later point. We define the matrices

OA
I =

(−P̃ A
I P̃ AI

OAI −OA
I

)
, ÕI

A =
(

(OT )I
A (P̃ T )IA

(OT )IA (P̃ T )I
A

)
, (3.65)

such that the action of the twisted differential on the cohomology bases can be expressed in the 
shorthand notation

D(�T )I = (OT )I
A(�T )A, D(�T )A = (ÕT )A

I(�T )I. (3.66)

They can be related by

Õ = −S−1OT S. (3.67)

Nilpotency of the twisted differential furthermore implies that the relations

D2(�T )I = 0 and D2(�T )A = 0 (3.68)

have to be satisfied, giving rise to the constraints

ÕI
AOA

I = 0, OA
IÕI

A = 0, (3.69)

which take the role of a cohomology version of (2.37) and will be important in section 5.
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3.3.3. Integrating over the internal space – NS–NS sector
Proceeding in the same manner as for ordinary type II supergravity theories, we now expand 

the fields of the scalar potential in the cohomology bases (3.42) and (3.48) in order to filter out 
those terms which become massive in four dimensions. For the NS–NS poly-forms, we utilize 
the expansions (3.47) and (3.50) to arrange coefficients in vectors

V I =
(

1

3!Kijkt
it jtk, t i, 1,

1

2!Kijkt
it j

)T

WA = (
XA, −FA

)T (3.70)

of dimension 
(
2h1,1 + 2

)
and 

(
2h1,2 + 2

)
, respectively, enabling us to use the shorthand notation

eb+iJ = �IV
I, 	 = �AWA. (3.71)

Using the flux matrices (3.65) and the relations (3.66), the poly-forms χ and � can now be 
expressed as

χ = e−b�AOA
IV

I,

� = e−b�IÕI
AWA.

(3.72)

When integrating the NS–NS action (3.32) over CY3, the first two terms of (3.72) combine to the 
matrices (3.56) and (3.58), and one eventually obtains for the scalar potential

Vscalar, NS–NS = e−2φ

[
V I(OT )I

A
MABOB

JV
J + WA(ÕT )A

I
NIJÕJ

BW
B

− 1

4KW
A
SABOB

I

(
V IV

J + V
I
V J

)
(OT )J

C(ST )CDW
D

]
.

(3.73)

3.3.4. Integrating over the internal space – R–R sector
Following the same pattern for the R–R sector, we start by discarding the cohomologically 

trivial C-fields and expand

eBC(IIA) = C(3)AαA − C(3)
AβA,

eBC(IIB) = C(0)
0ω̃

0 + C(2)IωI + C(4)
Iω̃

I + C(6)0ω0.
(3.74)

The expansion coefficients are again arranged in vectors

CA
0 = (

C(3)A, C(3)A
)

(type IIA theory),

CI
0 = (

C(6)0, C(2)I, C(0)
0, C(4)

Iω̃
I
)

(type IIB theory),
(3.75)

where the subscript index “0” denotes the number of external components and is introduced for 
consistency with section 5. Similarly, we write for the non-trivial R–R fluxes

G(IIA) = G(0)
0ω̃

0 + G(2)IωI + G(4)
Iω̃

I + G(6)0ω0,

G(IIB) = −G(3)AαA + G(3)
AβA,

(3.76)

and

GI
flux = (

G(6)0, G(2)I, G(0)
0, G(4)

I
)

(type IIA theory),

GA
flux = (

G(3)A, G(3)
A
)

(type IIB theory),
(3.77)

allowing us to reformulate the poly-forms (3.36) and (3.39) as
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G(IIA) = e−b�I

(
GI

flux + ÕI
ACA

0

)
,

G(IIB) = e−b�A

(
GA

flux +OA
IC

I
0

)
.

(3.78)

Integrating (3.35) and (3.38) over CY3 and once more utilizing the relations (3.56) and (3.58), 
we eventually arrive at

V
(IIA)

scalar, R–R = 1

2

(
GI

flux + ÕI
ACA

0

)
NIJ

(
GJ

flux + ÕJ
BCB

0

)
,

V
(IIB)

scalar, R–R = 1

2

(
GA

flux +OA
IC

I
0

)
MAB

(
GB

flux +OB
JCJ

0

)
.

(3.79)

3.3.5. Mirror symmetry
Since DFT incorporates all fluxes of the T-duality chain presented in [4,5], it is to be expected 

that IIA ↔ IIB Mirror Symmetry is restored in this setting. Indeed, comparing the results (3.79)
for the type IIA and IIB cases, it is easy to verify that the theories are related to each other as

MAB ↔ NIJ,

V I ↔ WA,

CI
0 ↔ CA

0 ,

OA
I ↔ ÕI

A.

h1,1 ↔ h1,2,

SIJ ↔ SAB

GI
flux ↔ GA

flux,
(3.80)

These transformations strongly resemble those appearing in traditional Calabi–Yau compactifica-
tions of supergravity theories [59,60]: The first two lines resemble an exchange of roles between 
the Kähler class and complex structure moduli spaces, while line three describes an obvious re-
placement of the theory-specific R–R fields. The last line encodes mappings between the fluxes, 
which in particular contain exchanges between the geometric and non-geometric ones, once more 
illustrating how the latter are required for preservation of IIA ↔ IIB Mirror Symmetry. Taken as 
a whole, this implies that type IIA DFT compactified on a Calabi–Yau three-fold CY3 is phys-
ically equivalent to its type IIB analogue compactified on a mirror Calabi–Yau three-fold C̃Y 3, 
with the Hodge-diamonds of the two manifolds being related by a reflection along their diagonal 
axes.

Note that the relations involving the expansion coefficients can be lifted to ten dimensions, 
allowing for a more compact notation

χ ↔ �, Ĝ(IIA) ↔ Ĝ(IIB) (3.81)

of the mirror mappings as an exchange of the poly-forms (3.33), (3.36) and (3.39) we used to 
reformulate the DFT action. Similarly to component notation, we see that they precisely cor-
respond to an exchange of the terms encoding the complexified Kähler-class (χ ) and complex 
structure (�) moduli, besides a mapping between the IIA and IIB R–R objects. In particular, the 
structure of the theory remains invariant under Mirror Symmetry.

4. The scalar potential on K3 × T 2

We next repeat the process of dimensional reduction for DFT on K3 × T 2 and thereby show 
how the framework presented in the previous section can straightforwardly be generalized to 
more complex cases of flux compactifications. Much of the following discussion is completely 
analogous to the Calabi–Yau setting, and we will therefore focus on the specific features of 
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K3 × T 2 instead. We will furthermore simplify computations by setting cohomologically trivial 
terms to zero right at the beginning of the calculation from now on.

In order to distinguish between K3 and T 2 indices, we split the “checked” indices Ǐ,J̌ , . . . into 
I, J, . . . labeling K3 coordinates and R, S . . . labeling T 2 coordinates. Their complex-geometric 
(undoubled) analogues are denoted by a, ā, b, b̄ and g, ḡ, h, h̄, respectively. For convenience, we 
accordingly split the flux operators (2.34) into their distinct cohomologically nontrivial compo-
nents,

H∧ : 	p
(
K3 × T 2

)
−→ 	p+3

(
K3 × T 2

)
ωp → 1

2!Hijr dxi ∧ dxj ∧ dxr ∧ ωp,

F◦ : 	p
(
K3 × T 2

)
−→ 	p+1

(
K3 × T 2

)
ωp →

(
1

2!F
r
ij dxi ∧ dxj ∧ ιr + Fj

ir dxi ∧ dxr ∧ ιj

)
∧ ωp,

Q• : 	p
(
K3 × T 2

)
−→ 	p−1

(
K3 × T 2

)
ωp →

(
1

2!Qr
ij dxr ∧ ιi ∧ ιj + Qi

jr dxi ∧ ιj ∧ ιr

)
∧ ωp,

R�: 	p
(
K3 × T 2

)
−→ 	p−3

(
K3 × T 2

)
ωp → 1

3!R
ijr ιi ∧ ιj ∧ ιr ∧ ωp,

Y∧ : 	p
(
K3 × T 2

)
−→ 	p+1

(
K3 × T 2

)
ωp → Yr dxr ∧ ωp,

Z� : 	p
(
K3 × T 2

)
−→ 	p−1

(
K3 × T 2

)
ωp → Zr ιr ∧ ωp.

(4.1)

Finally, we again impose the strong constraint only for the background and the field fluctuations, 
while applying the Bianchi identities (2.37) for the fluxes.

4.1. Reformulating the action

The toolbox we used to reformulate the internal NS–NS action on CY3 builds upon on the 
mathematical framework of generalized Calabi–Yau structures [19] and can be straightforwardly 
extended to arbitrary manifolds admitting such a one. For the case of K3 × T 2, this can be done 
by utilizing the features of generalized K3 surfaces [35] and formally viewing T 2 as a complex 
torus with a generalized Calabi–Yau structure. We therefore exploit the product structure of K3 ×
T 2 and consider the Kähler class and complex structure forms

eb+iJ = ebK3+iJK3 ∧ eb
T 2 +iJ

T 2 , eb ∧	 =
(
ebK3 ∧ 	K3

)
∧
(
eb

T 2 ∧ 	T 2

)
, (4.2)

respectively. The reformulation of the scalar potential part of the NS–NS sector (2.20) then fol-
lows a very similar pattern as in the Calabi–Yau case. As an instructive example, one can easily 
check that the only non-trivial contribution of the pure H -flux setting is given by
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�LNS–NS, scalar, H = e−2φ

4
HijrHi′j ′r ′gii′gjj ′

grr ′
� 1K3×T 2 , (4.3)

which can again be written as

�LNS–NS, scalar, H = −e−2φ

2
H ∧ �H, (4.4)

with H now defined as in (4.1). The F -flux allows for different nontrivial components and is 
therefore slightly more involved. From the initial action (2.20), we obtain

LNS–NS, scalar, F = −e−2φ

4

(
F r

ijF
r ′

i′j ′gii′gjj ′
grr ′ + 2F i

jrF
i′

j ′r ′gii′g
jj ′

grr ′

+ 2Fm
nrF

n
mr ′grr ′ + 4Fm

mrF
m′

m′r ′grr ′ + 4F r
miF

m
ri′g

ii′
)
,

(4.5)

Denoting the first and second component of F◦ by F1◦ respectively F2◦ (based on the split 
employed in (4.1)), the first term can be rewritten similarly to the H -flux contribution as

− e−2φ

4
F r

ijF
r ′

i′j ′gii′gjj ′
grr ′ � 1K3×T 2

= −e−2φ

2

[
F1 ◦ (�1K3 ∧ 1T 2

)]∧ �
[
F1 ◦ (�1K3 ∧ 1T 2

)]
,

(4.6)

while a calculation analogous to the pure F -flux case in the Calabi–Yau setting yields for the 
next three terms

− e−2φ

4

(
2F i

jrF
i′

j ′r ′gii′g
jj ′

grr ′ + 2Fm
nrF

n
mr ′grr ′ + 4Fm

mrF
m′

m′r ′grr ′)
� 1K3×T 2

= −e−2φ

2

{[
F2 ◦ (iJK3 ∧ 1T 2

)]∧ �
[
F2 ◦ (iJK3 ∧ 1T 2

)]
+ [

F2 ◦ (�1K3 ∧ 1T 2

)]∧ �
[
F2 ◦ (�1K3 ∧ 1T 2

)]
+ [

F2 ◦ (	K3 ∧ 	T 2

)]∧ �
[
F2 ◦ (	K3 ∧ 	T 2

)]
− [(

	K3 ∧ 	T 2

)∧ F2 ◦ (iJK3 ∧ 1T 2

)]∧ �
[(

	K3 ∧ 	T 2

)
F2 ◦ (iJK3 ∧ 1T 2

)]}
(4.7)

and the final one

− e−2φF r
miF

m
ri′g

ii′ � 1K3×T 2

= −e−2φ

{[
F1 ◦ (1K3 ∧ iJT 2

)]∧ �
[
F2 ◦ (iJK3 ∧ 1T 2

)]
− [(

	K3 ∧ 	T 2

)∧ F1 ◦ (1K3 ∧ iJT 2

)]∧ �
[(

	K3 ∧ 	T 2

)
F2 ◦ (iJK3 ∧ 1T 2

)]}
,

(4.8)

showing that the F -contribution to the scalar potential takes the form (3.13) already known from 
the Calabi–Yau setting. The discussion of the non-geometric and generalized dilaton fluxes as 
well as the R–R sector is analogous. For the most general setting, we eventually arrive at the 
familiar expressions (3.32), (3.35) and (3.38), with the fluxes adjusted according to (4.1) and eiJ

and 	 as in (4.2).
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4.2. Dimensional reduction

We next proceed as usual by expanding the fields and fluxes in terms of the cohomology bases 
of K3 × T 2 before integrating over the internal manifold.

4.2.1. Special geometry of K3 × T 2

As in the Calabi–Yau case, it is convenient to treat the even and odd cohomology groups of the 
compactification manifolds separately in order to allow for a description of the Kähler class and 
complex structure moduli spaces as well as Mirror Symmetry. Since all nontrivial cohomology 
groups of K3 are of even degree, the property of a cohomologically nontrivial differential form 
on K3 × T 2 being even or odd depends purely on its T 2 component.

Even cohomology
The even cohomology bases of T 2 are precisely the identity 1T 2 for the zero-forms and �1T 2

for the two-forms (the latter of which coincides with the normalized Kähler form),{
1T 2

} ∈ H 0
(
T 2

)
,{√

gT 2

KT 2
� 1T 2

}
∈ H 2

(
T 2

)
,

(4.9)

and we denote them by v0 respectively v3 from now on. The bases of the K3 de Rham cohomol-
ogy groups are given by

{1K3} ∈ H 0 (K3) ,

{σu} ∈ H 2 (K3) with u = 1, . . .22{√
gK3

KK3
� 1K3

}
∈ H 4 (K3) ,

(4.10)

and we define σ0 = 1K3 and σ23 = �1K3, enabling us to arrange the K3 bases in a collective 
notation

σU = (
σ0 σu σ23

)
. (4.11)

We furthermore define ηuv to be the intersection metric

ηuv =
∫
K3

σu ∧ σv. (4.12)

Its signature (3,19) resembles the fact that there are three antiselfdual two-forms (the Kähler 
form, the holomorphic two-form and its antiholomorphic counterpart) and 19 selfdual ones. This 
metric can serve as a building block of a matrix

LUV =
⎛⎝ 0 0 −1

0 ηuv 0
−1 0 0

⎞⎠ , LUV =
⎛⎝ 0 0 −1

0 ηuv 0
−1 0 0

⎞⎠ , (4.13)

which we use to lower and raise cohomological K3 indices,

σ U = LUVσV. (4.14)
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Putting all of the above objects together, we can define a collective basis for the even de Rham 
cohomology groups of K3 × T 2 by

ωI =
(
ω0 ωu ω23

)= (
v0 ∧ σ0 v0 ∧ σu v0 ∧ σ23

)
,

ω̃I = (
ω̃0 ω̃u ω̃23

)= (
v3 ∧ σ 0 v3 ∧ σ u v3 ∧ σ 23

)
,

(4.15)

where the labeling I, J, . . . was chosen to make it distinguishable from its odd counterpart. The 
basis elements satisfy the normalization condition∫

K3×T 2

ωI ∧ ω̃J =
⎛⎝−1 0 0

0 δu
v 0

0 0 −1

⎞⎠ . (4.16)

We again use the collective notation

�I = (
ωI ω̃I

)
. (4.17)

Analogously to the Calabi–Yau case, this basis defines a symplectic structure by∫
K3×T 2

〈
�I,�J

〉= (Seven)IJ =
(

0 1
−1 0

)
∈ Sp (48,R) . (4.18)

In order to describe the Kähler class moduli space of K3 × T 2, we combine the Kähler form J
and the internal part b of the B̂-field to the complexified Kähler form

J = b + iJ = (
bT 2 + iJT 2

)+ (bK3 + iJK3) = ρω̃0 + tuωu, (4.19)

where the latter splitting can be applied due to the vanishing first Betti number of K3. The com-
plex parameter ρ = b0 + iw0 encodes the volume modulus w0 of T 2 as well as the component 
b0 of B̂ living purely in T 2. Analogously, the tu denote the moduli wu of JK3 and bu spanning 
the complexified Kähler cone of K3. In the upcoming discussion, we will mainly encounter the 
poly-form eJ, which we will expand as eJ = �IV

I with

V I = (
1, tu, tutvηuv, ρtutvη

uv, ρtu, ρ
)T

. (4.20)

Odd cohomology
A basis for the odd cohomology groups can be constructed in a similar manner by replacing 

the even basis elements of T 2 by two one-form basis elements

{v1, v2} ∈ H 1
(
T 2

)
with

∫
T 2

v1 ∧ v2 = 1 (4.21)

and defining

αA = (
α0 αu α23

)= (
v1 ∧ σ0 v1 ∧ σu v1 ∧ σ23

)
,

βA = (
β0 βu β23

)= (
v2 ∧ σ 0 v2 ∧ σ u v2 ∧ σ 23

)
.

(4.22)

They satisfy the normalization condition∫
2

αA ∧ βA =
⎛⎝−1 0 0

0 δu
v 0

0 0 −1

⎞⎠ (4.23)
K3×T
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and can be arranged in a collective basis

�A = (
αA βA

)
(4.24)

to define a symplectic structure by∫
K3×T 2

〈�A,�B〉 = (Sodd)IJ =
(

0 1
−1 0

)
∈ Sp (48,R) . (4.25)

Notice that we again incorporated a relative minus sign into the expansions in terms of the even 
and odd cohomology bases for later convenience. More specifically, we expand an arbitrary poly-
form field A as

A = AI�I + AA�A = AIωI + AIω̃
I + AAαA − AAβA. (4.26)

Similarly to the Kähler class case, the complex structure moduli space of K3 × T 2 can be de-
scribed by its holomorphic three-form 	, which on its part can be split into a holomorphic 
one-form 	T 2 living in T 2 and a holomorphic two-form 	K3 living in K3. Viewing T 2 as a 
one-dimensional complex torus, the former encodes the modular (complex structure) parameter 
τ by

	T 2 = v1 − τv2, (4.27)

where

τ =
∫
T 2

	T 2 ∧ v1. (4.28)

Similarly, the latter can be expanded as

	K3 = T uσu, (4.29)

allowing us to expand the complete holomorphic three-form 	 in the basis (4.22). In the fol-
lowing, we will be mainly concerned with the expression eb	, which can be expanded as 
eb	 = �AWA with

WA = (
0, T u, T ubvηuv, τTubvη

uv, τTu, 0
)T

. (4.30)

Gauge coupling matrices
As in the Calabi–Yau setting, we again define a gauge coupling matrix

MAB =
∫

K3×T 2

(
−〈αA, �bαB〉 〈

αA, �bβ
B
〉〈

βA, �bαB
〉 − 〈

βA, �bβ
B
〉 ), (4.31)

which can be written as

MAB = 1

Imτ

(
|τ |2 ÑAB Reτ ÑA

B

Reτ ÑA
B ÑAB

)
, (4.32)

where

ÑAB =
∫ ( 〈

σU, �bK3σV
〉 〈

σU, �bK3σ
V
〉〈

σU, �bK3σV
〉 〈

σ U, �bK3σ
V
〉 ) (4.33)
K3
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is the K3 analogue of (3.58) (recall that the indices A, B, . . ., I, J, . . . and U, V, . . . run over the 
same values). Similarly, we define for the even cohomology groups

NIJ =
∫

K3×T 2

(
〈ωI, �bωJ〉

〈
ωI, �bω̃

J
〉〈

ω̃I, �bωJ
〉 〈

ω̃I, �bω̃
J
〉 ) , (4.34)

which can be reformulated as

NIJ = 1

Imρ

(
|ρ|2 ÑIJ ReρÑI

J

ReρÑI
J ÑIJ

)
, (4.35)

with ÑIJ taking the same form as (4.33).

4.2.2. Fluxes and cohomology bases
To relate the flux operators (4.1) to the gaugings of four-dimensional supergravity, we once 

more proceed analogously to the Calabi–Yau setting. The action of the twisted differential (2.35)
on the cohomology bases can be summarized by the relations

D(�T )I = (OT )I
A(�T )A, D(�T )A = (ÕT )A

I(�T )I, (4.36)

where the charge matrices

OA
I =

(−P̃ A
I P̃ AI

OAI −OA
I

)
, ÕI

A =
(

(OT )I
A (P̃ T )IA

(OT )IA (P̃ T )I
A

)
(4.37)

comprise the flux expansion coefficients. Their components read

P̃ A
I =

⎛⎝ (f + y)0
0 q0

u 0
hu

0 (f + y)u
u qu

23

0 h23
u (f + y)23

23

⎞⎠ ,

P̃ AI =
⎛⎝ 0 r0u (q + z) 0 23

ru0 (q + z) uu f u 23

(q + z) 23 0 f 23 u 0

⎞⎠ ,

OAI =
⎛⎝ 0 h0u (f + y)0 23

hu0 (f + y)uu qu 23
(f + y)23 0 q23 u 0

⎞⎠ ,

OA
I =

⎛⎝ (q + z)0
0 f0

u 0
ru

0 (q + z)u
u fu

23

0 r23
u (q + z)23

23

⎞⎠ ,

(4.38)

once more satisfying the relation

Õ = −S−1OT S. (4.39)

The notation was chosen such that the small letters in the charge matrices indicate the fluxes 
they descend from. While their origin should be clear for most cases, there are some caveats for 
the F - and Q-fluxes: Here, the coefficients with unequal indices arise from the flux components 
with two sub- respectively superscript K3 indices, while the coefficients with matching indices 
originate from the components with one sub- and one superscript index in K3.
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4.2.3. Integrating over the internal space
With everything formulated in the same framework as the Calabi–Yau setting, it is now an easy 

exercise to integrate over the internal manifold. Similar considerations as in subsection 3.3.3 and 
3.3.4 eventually lead to the results

V
(IIA)

scalar, NS–NS = e−2φ

[
V I(OT )I

A
MABOB

JV
J + WA(ÕT )A

I
NIJÕJ

BW
B

− 1

4KW
A
SABOB

I

(
V IV

J + V
I
V J

)
(OT )J

C(ST )CDW
D

]
+ 1

2

(
GI

flux + ÕI
ACA

0

)
NIJ

(
GJ

flux + ÕJ
BCB

0

)
,

(4.40)

for the type IIA case and

V
(IIB)

scalar, NS–NS = e−2φ

[
V I(OT )I

A
MABOB

JV
J + WA(ÕT )A

I
NIJÕJ

BW
B

− 1

4KW
A
SABOB

I

(
V IV

J + V
I
V J

)
(OT )J

C(ST )CDW
D

]
+ 1

2

(
GA

flux +OA
IC

I
0

)
MAB

(
GB

flux +OB
JCJ

0

) (4.41)

for the type IIB case. Comparing the results reveals the same set of Mirror Transformations (3.80)
already known from the Calabi–Yau setting (including a self-reflection of the Hodge diamond. 
One can furthermore see from the structure of the K3 × T 2 gauge coupling matrices (4.32) and 
(4.35) that the mappings MAB ↔ NIJ can be realized by

τ ↔ ρ. (4.42)

In the bases employed above, the explicit mirror mapping between the moduli fields is not ob-
vious. However, for T 2 mirror symmetry acts as (4.42) – whereas for the K3-part there are 19
complex-structure moduli plus a complex scalar consisting of the (2, 0)- and (0, 2)-components 
of the B-field, which are interchanged with the 20 complexified Kähler moduli.

5. Obtaining the full action of N = 2 gauged supergravity

We next show how the framework can be extended to the kinetic terms by deriving the full 
four-dimensional action of N = 2 gauged supergravity from the Calabi–Yau setting. In doing so, 
we again set cohomologically trivial terms to zero at the beginning of the calculation. A more 
thorough analysis similar to section 3 and dimensional reductions on K3 ×T 2 are more involved 
due to the appearance of additional Kaluza–Klein-like terms and will be saved for future work.

5.1. NS–NS sector

Due to the vanishing first and fifth Betti numbers of Calabi–Yau three-folds, there do not exist 
any non-trivial one- or five-cycles on CY3. It follows that all fields with effectively one or five 
free internal indices acquire mass in four dimensions and can be ignored in the low-energy limit. 
One immediate effect is that all components of the metric and the Kalb–Ramond field with mixed 
indices can be discarded, which drastically simplifies the expressions (2.21) and (2.22) building 
up the NS–NS contribution (2.20) to the action,
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F̃ I
μν → 0, H̃μνρ → ∂[μBνρ], DμHIJ → ∂μHIJ , FI → 0, (5.1)

leaving us with

SNS–NS = 1

2

∫
d4xd12Y

√
g(4)

√
gCY3e

−2φ

[
R(4) + 4gμν∂μφ∂νφ − 1

12
gμνgρσ gτλ∂[μBρτ ]∂[νBσλ] + 1

8
gμν∂μHIJ ∂νHIJ

+FIJKFI ′J ′K ′
(
− 1

12
HII ′HJJ ′HKK ′ + 1

4
HII ′

ηJJ ′
ηKK ′ − 1

6
ηII ′

ηJJ ′
ηKK ′

)]
.

(5.2)

The first three terms are known from normal type II supergravities, while the last two lines were 
shown to correctly give rise to the scalar potential of N = 2 gauged supergravity in section 3. It is 
therefore to be expected that the remaining term 1

8gμν∂μHIJ ∂νHIJ gives rise to the kinetic terms 
of the Kähler class and complex structure moduli. Indeed, inserting (2.5) and using antisymmetry 
of the Kalb–Ramond field, one obtains

1

8
gμν∂μHIJ ∂νHIJ = 1

4
gμν

(
∂μgij ∂νg

ij − gikgjl∂μbij ∂νbkl

)
. (5.3)

The first term encodes the dynamics of the internal metric, which is fully described by its fluctua-
tions. Similarly to Calabi–Yau compactifications of supergravity theories, these can be expanded 
in terms of the Kähler class and complex structure moduli. For the Kalb–Ramond field, one 
can proceed analogously by using the expansion (3.44), which combines with the Kähler class 
moduli to form the complexified Kähler moduli.

Using this as a starting point, the rest of the dimensional reduction follows the same principles 
as in Calabi–Yau compactifications of type II supergravities. A review of the topic in general can 
be found in chapter two of [58], a similar discussion concerning manifolds with SU(3) ×SU(3)

structure in [37,57]. After switching to Einstein frame via Weyl-rescaling

gμν → e−2φgμν (5.4)

of the external metric, one eventually arrives at

SNS–NS, kin =
∫

M1,3

1

2
R(4) �1(4)−dφ∧�dφ− 1

2
e−4φdB∧�dB−gijdt i ∧�dt j −gab̄dza ∧�dz̄b̄,

(5.5)

where we switched to differential form notation for the sake of clarity. The expansion coefficients 
t i (cf. (3.45)) parametrize the Kähler class moduli space MKC with metric gij, and za the complex 
structure moduli space MCS with metric gab̄.

5.2. R–R sector

The most obvious way to proceed for the R–R sector would be to evaluate the correspond-
ing action of (2.27) in four dimensions and then implement the duality relations (2.28) in order 
to recover the action of N = 2 gauged supergravity. Since handling these duality relations in 
four dimensions turns out rather demanding, we will, however, pursue a different approach and 
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consider the reduced equations of motion instead. Notice that this has been done for compact-
ifications on SU(3) × SU(3) structure manifolds in [37], and many of the following technical 
steps are close to the ones employed in this work.

5.2.1. Type IIA setting
Relation to democratic type IIA supergravity

Starting from (2.27), a first step is to write down the pseudo-action explicitly in terms of poly-
form fields and obtain a form similar to (3.35). In doing so, we again neglect all cohomologically 
trivial expressions and, thus, take into account only those components with zero, two, three, four 
or six internal indices. Applying the methods presented in section 4 of [47] to evaluate the ex-
pressions found in (2.27) and arranging the (now ten-dimensional) Ĉ-fields and R–R fluxes in 
poly-forms

Ĉ(IIA) = Ĉ1 + Ĉ3 + Ĉ5 + Ĉ7 + Ĉ9,

G(IIA) = G0 + G2 + G4 + G6,
(5.6)

we can define

Ĝ(IIA) = e−B̂G(IIA) + D̂Ĉ(IIA) = e−B̂G(IIA) + e−B̂D̂
(
eB̂ Ĉ(IIA)

)
, (5.7)

with the ten-dimensional twisted differential of the general form

D̂ = d̂ − H ∧ −F ◦ −Q • −R�, (5.8)

to write the complete type IIA R–R pseudo-Lagrangian (2.27) as

�LR–R = −1

2
Ĝ(IIA) ∧ �Ĝ(IIA). (5.9)

Notice that this resembles the R–R sector of democratic type IIA supergravity [46], up to an 
exchange of signs in the exponential factors and the inclusion of additional background fluxes. 
Since the action depends on all R–R potentials explicitly, their duality relations (2.28) have to be 
imposed by hand. For the type IIA case, these are equivalent to

Ĝ(IIA) = λ
(
�Ĝ(IIA)

)
, (5.10)

where λ denotes the involution operator defined in (2.41). Varying the corresponding action of 
(5.9) with respect to the R–R fields, one obtains the poly-form equation(

d̂ − dB̂ ∧ +H∧ +F ◦ +Q • +R�
)

� Ĝ(IIA) = 0. (5.11)

Employing the duality relations (5.10), these can be recast to take the form of the Bianchi iden-
tities

e−B̂D̂
(
eB̂Ĝ(IIA)

)
= 0, (5.12)

where the prefactor of e−B̂ was included for later convenience. They are automatically satisfied 
when imposing nilpotency of the twisted differential by hand, and the nontrivial equations of 
motion in four dimensions can be obtained by implementation of the duality constraints (5.10).



416 P. Betzler, E. Plauschinn / Nuclear Physics B 933 (2018) 384–432
Reduced equations of motion
In order to evaluate the equations of motion in four dimensions, we next express the appearing 

objects in a way that the framework of special geometry presented in subsection 3.3.1 can be 
applied. This can be achieved by switching to the so-called “A-basis”1 introduced in [46], for 
which we define

eB̂C(IIA) = (
CI

1 + CI
3

)
ωI +

(
CA

0 + CA
2 + CA

4

)
αA − (C0 A + C2 A + C4 A)βA + (C1 I + C3 I) ω̃I

(5.13)

and

G0 = Gflux 0ω̃
0, G2 = Gi

fluxωi, G4 = Gflux iω̃
i, G6 = G0

flux ω0, (5.14)

where the objects Cn now denote differential n-forms living in four dimensional spacetime. The 
R–R poly-form (5.7) can then be expressed as

Ĝ(IIA) = e−B̂Ĝ(IIA) = e−B̂
(

Ĝ(IIA)

0 + Ĝ(IIA)

2 + Ĝ(IIA)

4 + Ĝ(IIA)

6 + Ĝ(IIA)

8 + Ĝ(IIA)

10

)
. (5.15)

Using the flux matrices (3.65) and the relations (3.66), the appearing poly-forms can be expanded 
in terms four-dimensional differential form fields,

Ĝ(IIA)

0 = G0 0ω̃
0,

Ĝ(IIA)

2 = G2 0ω̃
0 + Gi

0ωi,

Ĝ(IIA)

4 = G4 0ω̃
0 + Gi

2 ∧ ωi − GA
1 ∧ αA + G1 A ∧ βA + G0 iω̃

i,

Ĝ(IIA)

6 = Gi
4 ∧ ωi − GA

3 ∧ αA + G3 A ∧ βA + G2 i ∧ ω̃i + G0
0 ∧ ω0,

Ĝ(IIA)

8 = G4 i ∧ ω̃i + G0
2 ∧ ω0,

Ĝ(IIA)

10 = G0
4 ∧ ω0,

(5.16)

with the expansion coefficients given by

GI
0 = GI

flux + ÕI
ACA

0 ,

GA
1 = dCA

0 +OA
IC

I
1,

GI
2 = dCI

1 + ÕI
ACA

2 ,

GA
3 = dCA

2 +OA
IC

I
3,

GI
4 = dCI

3 + ÕI
ACA

4 .

(5.17)

This expansion can be used as a starting point to compute the reduced equations of motion 
descending from (5.12). Substituting the definition (5.15) into (5.12), one obtains in A-basis 
notation

D̂Ĝ(IIA) = 0. (5.18)

After separating different components and integrating over CY3, this gives rise to the four-
dimensional equations of motion

1 The naming was chosen based on the notation used in the original work [46] and will not play any role in the 
upcoming discussion.
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OA
IG

I
0 = 0,

dGI
0 − ÕI

AGA
1 = 0,

dGA
1 −OA

IG
I
2 = 0,

dGI
2 − ÕI

AGA
3 = 0,

dGA
3 −OA

IG
I
4 = 0.

(5.19)

Since the Kalb–Ramond field couples with the C-fields, one furthermore has to take into account 
the (non-trivial) equation of motion obtained by varying the complete ten-dimensional action 
with respect to B̂ , which yields an eight-form equation

d
(
e−4φ � dB

)
+ 1

2

[
Ĝ(IIA) ∧ �Ĝ(IIA)

]
8
= 0. (5.20)

Reduced duality constraints
Our aim is now to implement the duality constraints (5.10) into the equations of motion (5.19)

and (5.20) in an appropriate way in order to recover the D = 4 N = 2 gauged supergravity 
action found in formula (35) of [34]. In particular, we want the fundamental (but not necessarily 
propagating) degrees of freedom to be given by2 2h1,2 + 2 scalars ẐA, h1,1 + 1 one-forms AI

1, 
2h1,2 + 2 two-forms BA and the external Kalb–Ramond field B .

Up to conventions, the reduced duality constraints can be obtained completely analogous to 
[37]. Inserting the expansion

e−B̂ Ĝ(IIA) = e−biωi
(
K IωI + KIω̃

I + LAαA − LAβA) (5.21)

into (5.10), one obtains

K IωI + KIω̃
I + LAαA − LAβA = − � λ

(
K I) �b ωI − �λ (KI) �b ω̃I − �λ

(
LA) �b αA

+ �λ (LA) �b βA.
(5.22)

Applying the operators 
∫
CY3

〈
ω̃I, �b·

〉
and 

∫
CY3

〈
βA, �b·

〉
to both sides of the equation and using 

(3.57)–(3.59), one can separate different internal components and obtain the reduced duality 
constraints

KI = −ImNIJ � λ
(
KJ)+ ReNIJK

J,

LA = −ImMAB � λ
(
LB)+ ReMABLB.

(5.23)

The K- and L-poly-forms still contain four-dimension differential forms of different degrees. 
Separating components by hand and performing a Weyl-rescaling (5.4) according to (5.4), we 
eventually arrive at

G2 I − BG0 I = ImNIJ �
(
GJ

2 − B ∧ GJ
0

)+ ReNIJ
(
GJ

2 − B ∧ GJ
0

)
,

GI
4 − B ∧ GI

2 + 1

2
B2GI

0 = −e4φ
(
S−1

)
IJ
NJKGK

0 � 1(4),

GA
3 − B ∧ GA

1 = e2φ
(
S−1

)AB
MBC � GC

1 .

(5.24)

2 We preliminarily adopt the notation of [34] and identify the correct definitions in the course of the following discus-
sion.
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Evaluating the equations of motion – constraints on fluxes
Before implementing the duality constraints, it makes sense to take a closer look at the first 

line of (5.19). Unlike the remaining equations of motion, the left hand side does not vanish 
trivially when imposing the nilpotency conditions (3.69). Instead, we are left with an additional 
constraint, which after integration over CY3 via 

∫
CY3

〈�I, ·〉 reads

OA
IG

I
flux = 0 (5.25)

and resembles the conditions found in (37) of [34]. Notice that these arise automatically from the 
DFT framework and do not have to be imposed by hand.

Evaluating the equations of motion – CI
1

The simplest equation of motion to derive are those of the one-forms AI
1, which we will be 

able to identify with the fields CI
1 at the end of this subsection. In order to get some intuition for 

the way of proceeding, we will treat this example in more detail. The underlying idea can then 
easily be transferred to the remaining degrees of freedom.

Many of the technical steps in the following discussion are again very close to the ones em-
ployed in [37]. The essential difference is that in the present setting, the expressions (5.17) are 
completely determined by the DFT action, whereas in the case of SU(3) × SU(3) manifolds, 
their structure is governed only by the equations of motion (5.19). This leads to slight redefi-
nitions of the encountered objects, and we will in particular go without additional assumptions 
regarding the flux matrices (3.65) and the existence of corresponding operators.

Before presenting explicit calculations, it is helpful to motivate our ansatz to derive the desired 
equations of motion for CI

1. For this purpose, we take a look at the corresponding expression 
obtained by varying the action found in [34] with respect to the AI

1,

d
(

ImNIJ � FJ
2 + ReNIJFJ

2 − eIABA − cIB
)

= 0. (5.26)

The first two terms strongly resemble the first line of (5.24), and since G0 I contains only ex-
pressions which we expect to appear in the four-dimensional action, a viable ansatz might be to 
replace G2 I in one of the equations of motion (5.19). Reverting to the expected structure (5.26)
of the final equation of motion once more, we see that the most obvious way to do this is by 
considering the lower-index components of the fourth equation of motion of (5.19). Applying 
the nilpotency constraint (3.69) of D and integrating over CY3 similarly to the previous case, this 
can be written as

dG2 I − ÕIAdCA
2 = 0. (5.27)

Using the first line of (5.24) to substitute G2 I yields

d
(

ImNIJ � FJ
2 + ReNIJFJ

2 − ÕIACA
2 + B ∧ G0 I

)
= 0, (5.28)

where

FI
2 := GI

2 − B ∧ GI
0. (5.29)

This can be further simplified by pulling out a factor of B∧ from the definition (5.13) of CA
2 . We 

do this by employing the alternative expansion
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ebiωi Ĉ(IIA) = (
C̃I

1 + C̃I
3

)
ωI

+ (
C̃A

0 + C̃A
2 + C̃A

4

)
αA − (

C̃0 A + C̃2 A + C̃4 A
)
βA (5.30)

+ (
C̃1 I + C̃3 I

)
ω̃I,

from which we infer the relation

CA
2 = C̃A

2 + B ∧ CA
0 , (5.31)

while the other fields appearing in (5.28) remain unaffected. Inserting the definitions (5.17) for 
the G0 I, we are left with

FI
2 = dCI

1 + ÕI
AC̃A

2 − B ∧ GI
flux (5.32)

and the equations of motion

d
(

ImNIJ � FJ
2 + ReNIJFJ

2 − ÕIAC̃A
2 + B ∧ GI flux

)
= 0, (5.33)

which, up to sign convention for B , take precisely the form of the corresponding ones obtained 
from the action of [34] when identifying AI

1 = CI
1, BA = C̃A

2 , eIA = ÕIA and cI = GI flux.

Evaluating the equations of motion – ̃CA
2

A similar analysis for the fields BA in [34] implies that a viable strategy is to use lines one 
and three of the duality constraints (5.24) in order to eliminate the expressions OA

IC
I
1 and G2 I

from the third equation of motion of (5.19). This can be done by first left-multiplying line three 
of (5.24) with ÕIA, yielding

ÕIAdCA
2 − B ∧ d(ÕIACA

0 ) = e2φÕIA

(
S−1

)AB
MBC � GC

1 . (5.34)

Employing the expansion (5.30) and solving for OA
IC

I
1, we obtain

OA
IC

I
1 = −OA

I(�
−1)IJ

(
�d(ÕJBC̃B

2 ) + ÕJBCB
0 � dB + e2φ(OT )J

B
MBCdCC

0

)
, (5.35)

with

�IJ = e2φ(OT )I
A
MABOB

J. (5.36)

Starting from line three of (5.19), we separate desired and undesired components to get

d(OA
IC

I
1) − d(OA

IC
I
1) −OA

IÕI
BCB

2 −OA IG2 I = 0. (5.37)

The first term can be substituted by (5.35), the third term by the relation

−�AOA
IÕI

BCB
2 =

(
�AOA IÕIB + �I ∧ dintÕI

B

)
CB

2 (5.38)

derived from (3.69), and the fourth term by the line two of (5.24). Integration over CY3 then 
yields after left-multiplication with SAB,

0 = −d
[
(ÕT )A I(�

−1)IJ
(
�d(ÕJBC̃B

2 ) + ÕJBCB
0 � dB + e2φ(OT )J

B
MBCdCC

0

)]
− d(ÕT )A IC

I
1 + (ÕT )A

I
(

ImNIJ � FJ
2 + ReNIJFJ

2 + B ∧ GI flux − ÕIBC̃B
2

)
,

(5.39)

revealing that we can identify ẐA = CA.
0
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Evaluating the equations of motion – CA
0

Following the same procedure once more, we implement lines two and three of (5.24) into the 
fifth equation of motion of (5.19). Simplifying via equations of motion one and three, we obtain 
after integrating over CY3

d
[
e2φ(S−1)ABMBC � GC

1

]
+ dB ∧ GA

1 + e4φOA
I

(
S−1

)
IJ
NJKGK

0 � 1(4) = 0. (5.40)

Substituting (5.35) and lowering symplectic indices with SAB, we arrive at

0 = −d
[
�̃AB � dCB

0 − e2φ
MABOB

I(�
−1)IJ

(
d(ÕJCC̃C

2 ) + ÕJCCC
0 dB

)]
− dB ∧

[
SABdCB

0 − (ÕT )A I(�
−1)IJ

·
(
�d(ÕJCC̃C

2 ) + ÕJCCC
0 � dB + e2φ(OT )J

C
MCDdCD

0

)]
+ e4φ(ÕT )A

I
NIJ

(
GJ

flux + ÕJ
BCB

0

)
� 1(4),

(5.41)

where

�̃AB = e2φ
(
MAB − e2φ

MACOC
I(�

−1)IJ(OT )J
D
MDB

)
. (5.42)

Evaluating the equations of motion – B
The equations of motion (5.20) of B̂ are already non-trivial and only need to be reformulated 

in a way that the undesired degrees of freedom disappear. We here consider only the relevant part 
with two external and six internal indices. Using the expansion (5.21) and manually inserting 
involution operators (2.41), we can use (3.57) and (3.59) to integrate over CY3, and after another 
Weyl-rescaling according to (5.4), we arrive at

1

2
d
(
e−4φ � dB

)
− GI

0G2 I + G0 IG
I
2 + G1 A ∧ GA

1 = 0. (5.43)

Substituting the corresponding expressions from (5.17), we eventually find

0 = 1

2
d
(
e−4φ � dB

)
− GI

flux

(
ImNIJ � FJ

2 + ReNIJFJ
2

)+ GI fluxFI
2 + 1

2
dCA

0 SABdCB
0

− d
[
CA

0 (ÕT )A I(�
−1)IJ

(
�d(ÕJBC̃B

2 ) − ÕJBCB
0 � dB + e2φ(OT )J

B
MBCdCC

0

)]
.

(5.44)

Reconstructing the action of D = 4 N = 2 gauged supergravity
Taking into account conventions and field identifications, we expect the complete four-

dimensional action to take the form

SIIA =
∫

M1,3

1

2
R(4) � 1(4) − dφ ∧ �dφ − e−4φ

4
dB ∧ �dB − gijdt i ∧ �dt j − gabdza ∧ �dz̄b̄

+ 1

2
ImNIJFI

2 ∧ �FJ
2 + 1

2
ReNIJFI

2 ∧ FJ
2 + 1

2
�̃ABdCA

0 ∧ �dCB
0

+ 1

2
(�−1)IJ

(
d(ÕIAC̃A

2 ) + ÕIACA
0 dB

)
∧ �

(
d(ÕJBC̃B

2 ) + ÕJBCB
0 dB

)
+
(

d(ÕIAC̃A
2 ) + ÕIACA

0 dB
)

∧
(
e2φ(�−1)IJ(OT )J

B
MBCdCC

0

)
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− 1

2
dB ∧ CA

0 SABdCB
0

−
(
ÕIAC̃A

2 − GI fluxB
)

∧
(

dCI
1 + 1

2
ÕI

BC̃B
2 − 1

2
GI

fluxB
)

+ Vscalar � 1(4), (5.45)

with

Vscalar = VNSNS + VRR

= +e−2φ

2
V I(OT )I

A
MABOB

JV
J + e−2φ

2
WA(ÕT )A

I
NIJÕJ

BW
B

− e−2φ

4K WASACOC
I

(
V IV

J + V
I
V J

)
(OT )J

DSDBW
B

+ e4φ

2

(
GI

flux + ÕI
ACA

0

)
NIJ

(
GJ

flux + ÕJ
BCB

0

)
.

(5.46)

One can now verify by direct calculation and use of the relations (3.67) and (5.25) that one 
indeed obtains the previously derived equations of motion when varying with respect to the cor-
responding fields. Up to different conventions and additional terms from the remaining sectors, 
this replicates the structure of (35) from [34].

A similar result was derived for SU(3) × SU(3) structure manifolds in [37], where the main 
difference is that the authors used projectors to render the fields ÕIAC̃A

2 rather than C̃A
2 the 

fundamental degrees of freedom. This was done in accordance with the fact that C̃A
2 appears as 

propagating degree of freedom only in conjunction with the fluxes (or charges). Although this 
is certainly a desirable feature, we intentionally abstain from making any further assumptions 
regarding CY3 and the flux matrices (3.65). While this comes with the drawback that ̃CA

2 appears 
explicitly as a fundamental degree of freedom of the action (5.45), an obvious advantage is that 
one can directly read off the ten-dimensional origin of the four-dimensional fields.

To conclude the discussion of the type IIA setting, let us briefly illustrate how this result 
relates to the standard formulation of D = 4 N = 2 gauged supergravity. As we have remarked 
at the beginning of this paper, the action constructed in [34] poses an alternative formulation of 
gauged supergravity in which a subset of the axions is dualized to two-forms. More precisely, 
the four-dimensional component B of the Kalb–Ramond field appears explicitly, in addition to 
different combinations of the NS–NS fluxes with the two-form fields C̃A

2 . It was shown in [34]
that under the assumption that h1,1 ≤ h1,2, the expressions ÕIAC̃A

2 arise as duals of a subset of 
axions containing h1,1 + 1 of the corresponding h1,2 + 1 scalars of the original formulation. It 
is precisely the presence of the flux coefficients qA

I, q̃AI that prevents this dualization procedure 
from being reversible. Similarly, in the context of [6–8] it was found that the dualization of B to 
an axion a using Lagrange multipliers does not work out as straightforward when non-vanishing 
R–R fluxes are considered.

Before attempting to reconstruct the standard formulation of gauged supergravity, it is impor-
tant to bear in mind that we did not perform any a posteriori dualizations of four-dimensional 
fields to obtain (5.45). Instead, the two-forms ̃CA

2 descended naturally from the ten-dimensional 
field Ĉ5 dual to the “parent” Ĉ3 of the CA

0 as well as B ∧ Ĉ3. In order to obtain a dual formulation, 
it therefore makes sense to again consider the ten-dimensional equations of motion and assume 
vanishing coefficients qA

I, q̃AI. This is equivalent to setting

OA I = 0, ÕI
A = 0, (5.47)
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and most of the undesired degrees of freedom found in (5.17) to vanish immediately. One can 
then proceed differently from the general case by substituting lines one and three of (5.24) into 
the lower-index components of the fourth equation of motion of (5.19). After integrating over 
CY3, this yields the non-trivial equation of motion

d
(
ImNIJ � FJ

2 + ReNIJFJ
2

)+
(

GI flux + ÕIACA
0

)
dB

+ e2φ(OT )I
A
MAB �

(
dCA

0 +OA
IC

I
1

)
= 0

(5.48)

with

FI
2 = dCI

1 − B ∧ GI
flux. (5.49)

The first steps for line five of (5.19) and the equation of motion (5.20) of B̂ are analogous to 
the general case. There is no need for a reformulation of the duality constraints in this simplified 
setting, and they can be evaluated in the forms found in (5.40) and (5.43), respectively. After 
inserting the duality relations (5.24) once more, it is easy to check that these equations of motion 
descend from the action

SIIA =
∫

M1,3

1

2
R(4) � 1(4) − dφ ∧ �dφ − e−4φ

4
dB ∧ �dB − gijdt i ∧ �dt j − gab̄dza ∧ �dz̄b̄

+ 1

2
ImNIJFI

2 ∧ �FJ
2 + 1

2
ReNIJFI

2 ∧ FJ
2 + e2φ

2
MABDCA

0 ∧ �DCB
0

− 1

2
dB ∧

[
CA

0 SABDCB
0 +

(
2GI flux + ÕIACA

0

)
CI

1

]
− 1

2
GI fluxGI

fluxB ∧ B

+ Vscalar � 1(4), (5.50)

where Vscalar takes the same form as in (5.46) and we defined the covariant derivative D by

DCA
0 = dCA

0 +OA
IC

I
1, (5.51)

such that the corresponding expression DCA
0 matches with the field strength GA

1 . Notice that 
the second term does not appear in (5.45). This is closely related to the dualization procedure 
described in [34], where the original action contained additional scalars eI

AZI orthogonal to the 
ẐA, the former of which were then dualized in order to obtain the two-form fields needed to 
account for the case of non-vanishing geometric and non-geometric fluxes.

From (3.63) and (3.64), we can infer that this setting corresponds to dimensional reduction 
of type IIA supergravity on CY3 with non-vanishing F - and R-flux as well as R–R fluxes. The 
appearance of the non-geometric R-flux is due to the conventions we used for the collective 
notation (3.42), and one can obtain an analogous expression for non-vanishing F - and H -fluxes 
by exchanging the roles of the identity 1(6) and the volume form �1(6). Again, a similar result 
was found in [37] and identified as the effective action of compactifications on SU(3) structure 
manifolds.

Parts of the action (5.50) already resemble the standard formulation of D = 4 N = 2 gauged 
supergravity. In a final step, we would like to dualize the four-dimensional Kalb–Ramond field 
B to an axion a. However, since the presence of non-vanishing R–R fluxes gives rise to a mass 
term for B , the simple recipe for dualization via Lagrange multipliers does not apply. This was 
already discussed in the context of [6–8] for simpler settings, and we will spare the details here. 
For the purpose of this paper, it is sufficient to just consider the case
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GI
flux = 0. (5.52)

Implementing the axion a as Lagrange multiplier, the standard procedure for dualization (see, 
e.g. [6] for explicit calculations) then brings us to

SIIA =
∫

M1,3

1

2
R(4) � 1(4) − dφ ∧ �dφ − gijdt i ∧ �dt j − gabdza ∧ �dz̄b̄

+ 1

2
ImNIJFI

2 ∧ �FJ
2 + 1

2
ReNIJFI

2 ∧ FJ
2 + e2φ

2
MABDCA

0 ∧ �DCB
0

− e4φ

4

(
Da + CA

0 SABDCB
0

)
∧ �

(
Da + CA

0 SABDCB
0

)
+ Vscalar � 1(4),

(5.53)

where the covariant derivative of the axion reads

Da = da −
(

2GI flux + ÕIACA
0

)
CI

1. (5.54)

This strongly resembles the well-known form of D = 4 N = 2 supergravity, with additional 
gaugings descending from the non-vanishing NS–NS fluxes. When setting the remaining fluxes 
to zero, the contributions of GI flux as well as the matrices O and Õ vanish, and one obtains 
ungauged D = 4 N = 2 supergravity as expected.

5.2.2. Type IIB setting
The discussion for the type IIB case follows a very similar pattern, and we will only sketch 

the most important steps here.

Relation to democratic type IIB supergravity
Our ansatz is again to reformulate the type IIB R–R pseudo-action (2.27) in poly-form nota-

tion. The computations are mostly analogous to the type IIA case, and we obtain

�L(IIB)

R R = −1

2
Ĝ(IIB) ∧ �Ĝ(IIB) (5.55)

with

Ĝ(IIB) = e−B̂G(IIB) + D̂Ĉ(IIB) = e−B̂G(IIB) + e−B̂D̂
(
eB̂ Ĉ(IIB)

)
, (5.56)

and

G(IIB) = G3,

Ĉ(IIB) = Ĉ0 + Ĉ2 + Ĉ4 + Ĉ6 + Ĉ8.
(5.57)

Notice that we consider only the three-form R–R flux since the one- and five-forms appear only 
in cohomologically trivial expressions on CY3. The factor e−B̂ in front of Ĝ(IIB) thus has no effect 
and is included only for later convenience. The duality constraints (2.28) for the type IIB case 
can be written as

Ĝ(IIB) = −λ
(
�Ĝ(IIB)

)
, (5.58)

and varying the action with respect to the C-field components yields the equations of motion
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(
d − dB̂ ∧ +H∧ +F ◦ +Q • +R�

)
� Ĝ(IIB) = 0, (5.59)

which are equivalent to the Bianchi identities

e−B̂D̂
(
eB̂Ĝ(IIB)

)
= 0. (5.60)

Reduced equations of motion and duality constraints
In order to employ the framework of special geometry, we again rewrite the above expressions 

in A-basis notation. We define

eB̂C(IIB) = (
CI

0 + CI
2 + CI

4

)
ωI +

(
CA

1 + CA
3

)
αA − (C1 A + C3 A)βA + (C0 I + C2 I + C4 I) ω̃I

(5.61)

and

G3 = −GA
fluxαA + Gflux AβA, (5.62)

which can be utilized to reformulate the type IIB R–R poly-form (5.56) as

Ĝ(IIB) = e−B̂Ĝ(IIB) = e−B̂
(

Ĝ(IIB)

1 + Ĝ(IIB)

3 + Ĝ(IIB)

5 + Ĝ(IIB)

7 + Ĝ(IIB)

9

)
. (5.63)

Notice that this strongly resembles the corresponding expressions of the type IIA case (cf. (5.13), 
(5.14) and (5.15)) with exchanged roles of the even and odd cohomology components. We once 
more employ a shorthand notation

Ĝ(IIB)

1 = G1 0ω̃
0,

Ĝ(IIB)

3 = G3 0ω̃
0 + Gi

1ωi − GA
0 ∧ αA + G0 A ∧ βA,

Ĝ(IIB)

5 = Gi
3 ∧ ωi − GA

2 ∧ αA + G2 A ∧ βA + G1 iω̃
i,

Ĝ(IIB)

7 = −GA
4 ∧ αA + G4 A ∧ βA + G3 i ∧ ω̃i + G0

1 ∧ ω0,

Ĝ(IIB)

9 = G0
3 ∧ ω0,

(5.64)

where the expansion coefficients

GA
0 = GA

flux +OA
IC

I
0,

GI
1 = dCI

0 + ÕI
ACA

1 ,

GA
2 = dCA

1 +OA
IC

I
2,

GI
3 = dCI

2 + ÕI
ACA

3 ,

GA
4 = dCA

3 +OA
IC

I
4

(5.65)

can be derived by using the flux matrix relations (3.65)–(3.66). The equations of motion (5.60)
reduce to

D̂Ĝ(IIB) = 0 (5.66)

in A-basis notation, giving rise to the set of four-dimensional equations

ÕI
AGA

0 = 0,

dGA
0 −OA

IG
I
1 = 0,

dGI
1 − ÕI

AGA
2 = 0,

dGA
2 −OA

IG
I
3 = 0,

dGI − ÕI GA = 0

(5.67)
3 A 4
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after applying the same methods we already used to derive (5.19). The equation of motion for B̂
reads after Weyl-rescaling according to (5.4),

d
(
e−4φ � dB

)
+ 1

2

[
Ĝ(IIB) ∧ �Ĝ(IIB)

]
8
= 0. (5.68)

For the duality constraints (5.58), we follow the same pattern as for (5.10) and obtain

G2 A − BG0 A = ImMAB �
(
GB

2 − B ∧ GB
0

)+ ReMAB
(
GB

2 − B ∧ GB
0

)
,

GA
4 − B ∧ GA

2 + 1

2
B2GA

0 = −e4φ
(
S−1

)
AB

MBCGC
0 � 1(4),

GI
3 − B ∧ GI

1 = e2φ
(
S−1

)IJ
NJK � GK

1 .

(5.69)

Reconstructing the action
As the structural analogies between the two settings suggest, the equations of motion can be 

evaluated by following the same pattern as in the type IIA case, eventually leading to the effective 
four-dimensional action

SIIB =
∫

M1,3

1

2
R(4) � 1(4) − dφ ∧ �dφ − e−4φ

4
dB ∧ �dB − gijdt i ∧ �dt j − gabdza ∧ �dz̄b̄

+ 1

2
ImMABFA

2 ∧ �FB
2 + 1

2
ReMABFA

2 ∧ FB
2 + 1

2
�̃IJdCI

0 ∧ �dCJ

0

+ 1

2
(�−1)AB

(
d(OA IC̃

I
2) +OA IC

I
0dB

)
∧ �

(
d(OB JC̃J

2) +OB JCJ

0dB
)

+
(

d(OA IC̃
I
2) +OA IC

I
0dB

)
∧
(
e2φ(�−1)AB(ÕT )B

J
NJKdCK

0

)
+ 1

2
dB ∧ CI

0SIJdCJ

0

−
(
OA IC̃

I
2 − GA fluxB

)
∧
(

dCA
1 + 1

2
OA

JC̃J

2 − 1

2
GA

fluxB

)
+ Vscalar � 1(4) (5.70)

with

Vscalar = VNSNS + VRR

= +e−2φ

2
V I(OT )I

A
MABOB

JV
J + e−2φ

2
WA(ÕT )A

I
NIJÕJ

BW
B

− e−2φ

4K WASACOC
I

(
V IV

J + V
I
V J

)
(OT )J

DSDBW
B

+ e4φ

2

(
GA

flux +OA
IC

I
0

)
MAB

(
GB

flux +OB
JCJ

0

)
.

(5.71)

Comparing this to (5.45), one can again construct a set of mirror mappings by extending (3.80)
to

t i ↔ za, gij ↔ gab̄,

MAB ↔ NIJ, h1,1 ↔ h1,2,

V I ↔ WA, SIJ ↔ SAB
CI

n ↔ CA
n , GI

flux ↔ GA
flux,

OA
I ↔ ÕI

A,

(5.72)

once more confirming preservation of IIA ↔ IIB Mirror Symmetry in the presence of both geo-
metric and non-geometric fluxes.
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6. Conclusion

Let us summarize the results obtain in this work. In section 2 we derived the scalar potential of 
four-dimensional N = 2 gauged supergravity from dimensional reduction of the purely internal 
type IIA and IIB DFT action on a Calabi–Yau three-fold CY3. Building upon the elaborations 
of [33], we extended the discussed setting by relaxing the primitivity constraints and revealing a 
more general structure of the reformulated DFT action which strongly resembles that of type II 
supergravities on SU(3) × SU(3) structure manifolds (cf. [37]).

It was then exemplified through K3 ×T 2 (cf. section 3) how the framework can be generalized 
beyond the Calabi–Yau setting. This was done by utilizing the features of generalized Calabi–Yau 
and K3 structures [19,35] to allow for a special geometric description of the K3 × T 2 moduli 
space, eventually leading to a scalar potential term resembling that of N = 4 gauged supergravity 
formulated in the N = 2 formalism first discussed in [34]. The essential idea here was to exploit 
the Calabi–Yau property of K3 and T 2 to formally construct K3 ×T 2 analogues of the structure 
forms of CY3,

ebCY3+iJCY3 ←→ ebK3+iJK3 ∧ eb
T 2+iJ

T 2 ,

ebCY3 ∧ 	CY3 ←→
(
ebK3 ∧ 	K3

)
∧
(
eb

T 2 ∧ 	T 2

)
,

(6.1)

where J denotes the Kähler form of the respective manifold and 	 its holomorphic one-, two- or 
three-form. While the constructed scalar potential shows characteristic features of N = 4 gauged 
supergravity, relating the result to its standard formulation explicitly turned out to be a nontrivial 
task and will therefore be saved for future work. We expect that the discussion for arbitrary 
manifolds allowing for a generalized Calabi–Yau structure in the sense of [19,35] follows the 
same pattern.

Another novel feature of the setting discussed in this paper is its capability of describing 
generalized dilaton fluxes and non-vanishing trace-terms of the geometric and non-geometric 
fluxes. While the additional fluxes in the Calabi–Yau setting are set to zero, (cf. section 3.3.2), 
it is to be expected that they serve as a ten-dimensional origin of the non-unimodular gaugings 
of N = 4 gauged supergravity [51,52] in the K3 × T 2 setting (see also section 4.2.3 of [30]
for a brief discussion in the DFT context). Integrating the dilaton flux operators into the twisted 
differential of DFT did not require including a rescaling charge operator as done in [51], which 
is in accordance with the result of [37] for SU(3) × SU(3) structure manifolds.

Finally, in both the CY3 and the K3 ×T 2 setting, a set of mirror mappings relating the results 
for type IIA and IIB DFT could be read off and featured the characteristic exchange of roles 
between the Kähler class and complex structure moduli spaces in the former and between the 
two modular parameters of T 2 in the latter.

In section 5 we reconstructed the full bosonic part of the four-dimensional N = 2 gauged su-
pergravity action by including the kinetic terms into the Calabi–Yau setting. Our results replicate 
the findings of [34] and once more illustrate how simultaneous treatment of all NS–NS and R–R 
fluxes not only gives rise to gaugings in the effective four-dimensional theory, but also requires 
a dualization of a subset of the axions in order to account for all fluxes. Turning off half of the 
fluxes correctly led to the standard formulation of N = 2 gauged supergravity, which could be 
further reduced to its ungauged version when setting the remaining fluxes to zero. The IIA ↔ IIB
mirror mappings constructed in the context of the scalar potential discussion could be straight-
forwardly generalized to the full action.
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Our analysis of the R–R sector strongly resembles that of [37] for SU(3) ×SU(3) manifolds, 
where the essential difference is that in the discussion of the present paper the field strengths 
are determined by the DFT action. This leads to a slightly altered formulation of the action in 
which the ten-dimensional origin of the four-dimensional fields becomes evident. In particular, 
rather than only the actual propagating fields, the reduced action contains fundamental degrees 
of freedom which appear in the equations of motion only in conjunction with the flux charges.

It would be interesting to use the procedure elaborated here to derive the remaining four-
dimensional gauged supergravities. The next step is to see how the framework can be applied to 
the full action compactified on K3 ×T 2. Since dimensional reduction on Calabi–Yau three-folds 
leads to a partially dualized formulation of gauged N = 2 supergravity, an important question in 
this context is whether the action of half-maximal supersymmetric gauged supergravity obtained 
via K3 × T 2 shows similar properties in the case of non-vanishing non-geometric fluxes. We 
plan to address these questions in future work by extending the discussion to manifolds with 
SU(2) structure [61–63]. Other possible directions include extensions of the orientifold setting 
discussed in [33] or dimensional reduction of heterotic DFT.
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Appendix A. Notation and conventions

A.1. Spacetime geometry and indices

Throughout this paper we make use of various kinds of indices, which are structured as fol-
lows:

• We distinguish between serif letters A, a, . . . denoting spacetime indices and sanserif letters 
A,a, . . . labeling the coordinates of moduli spaces. We furthermore introduce blackboard 
typeface capital letters A, B, . . ., I, J, . . . for collective notation summarizing several de 
Rham cohomology bases, which are specified in subsection 3.3.1 and 4.2.1.

• For spacetime indices, capital letters denote doubled coordinates, and small letters denote 
normal coordinates.

• For spacetime indices, ten-dimensional indices (including doubled ones) are labeled with 
a hat symbol, external indices are denoted by small Greek letters and internal indices by 
checked or normal Latin letters as specified below.

Using this as a guideline, we define the following indices:

• Hatted Latin capital letters M̂, N̂, . . . and Â, B̂, . . . label the curved respectively tangent 
coordinates of twenty-dimensional doubled spacetime.

• Small hatted letters m̂, n̂, . . . and â, b̂, . . . label the curved respectively tangent coordinates 
of ten-dimensional spacetime.

• Small Greek letters μ, ν, . . . and small Latin letters e, f, . . . label the curved respectively 
tangent coordinates of four-dimensional external spacetime.
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• Checked capital Latin letters Ǐ , J̌ , . . . and Ǎ, B̌, . . . label the curved respectively tangent 
coordinates of a general twelve-dimensional doubled internal space.

• Checked small Latin letters ǐ, ǰ , . . . and ǎ, b̌, . . . label the curved respectively tangent coor-
dinates of a general six-dimensional internal space.

• Coordinates of specific internal manifolds or their components (e.g. CY3, K3 and T 2) are 
denoted by normal Latin letters specified in the corresponding sections of this paper.

• On CY3, small Latin letters a, ā, b, b̄ . . . denote complex curved coordinates of six-
dimensional internal spacetime. It will be clear from the context whether the letters a, b, . . .
without bars denote holomorphic curved coordinates or normal tangent coordinates. On 
K3 × T 2, a, ā, b, b̄ . . . denote complex curved coordinates of K3 and g, ḡ, h, h̄ . . . those of 
T 2.

• Moduli space or cohomological indices are specified in the sections where the bases are 
defined.

A.2. Tensor formalism and differential forms

For general tensors, differential forms and related operators, we apply the following conven-
tions:

• The antisymmetrization of a tensor A is defined by

A[
m̂1m̂2...m̂n

] := 1

n!
∑
π∈Sn

(−1)sign(π) Aπ
(
m̂1

)
π
(
m̂2

)
...π

(
m̂n

), (A.1)

where Sn denotes the set of permutations of {1,2, . . . n}.
• The Levi-Civita tensor εm̂1...m̂D in D dimensions is defined as the totally antisymmetric 

tensor with ε012...(D−1) = 1 (Lorentzian signature) or ε123...D = 1 (Euclidean signature). It 
satisfies the relations

εm̂1...m̂Dεn̂1...n̂D
= D!δ[m̂1

n̂1
. . . δ

m̂D]
n̂D

= δ
m̂1...m̂D

n̂1...n̂D

εm̂1...m̂pm̂p+1...m̂D εm̂1...m̂pn̂p+1...n̂D
= p! (D − p)!δ[m̂p+1

n̂p+1
. . . δ

m̂D]
n̂D

= p!δm̂p+1...m̂D

n̂p+1...n̂D

εm̂1...m̂D εm̂1...m̂D
= D!.

(A.2)

• The components of a differential p-form are defined as

ω̂p = 1

p!
ωm̂1...m̂p

dxm̂1 ∧ . . . ∧ dxm̂p . (A.3)

• The exterior product of a p-form ω̂p and a q-form χ̂q is given by

∧ : 	p (M) × 	q (M) → 	p+q (M)(
ω̂p, χ̂q

) → ω̂p ∧ ω̂q = (p + q)!
p!q! ω[m̂1...m̂p

χn̂1....n̂q ] dxm̂1 ∧ . . .

. . . ∧ dxm̂p ∧ dxn̂1 ∧ . . . ∧ dxn̂q .

(A.4)

In this context, we choose the notation 
(
ω̂p

)n =
n factors︷ ︸︸ ︷

ω̂p ∧ ω̂p ∧ . . . ∧ ω̂p for exterior products of 
a p-form ωp with itself.
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• The exterior derivative d is given by

d : 	p (M) → 	p+1 (M)

ω̂p → dω̂p = 1

p!
∂ωm̂1...m̂p

∂xn̂
dxn̂ ∧ dxm̂1 ∧ . . . ∧ dxm̂p .

(A.5)

• The Hodge star operator � is defined by

� : 	p (M) → 	D−p (M)

ω̂p → �ω̂p = 1√
ĝp! (D − p)!εm̂1...m̂pm̂p+1...m̂D

gm̂1n̂1 . . . gm̂pn̂pωn̂1...n̂p
dD−px.

(A.6)

In particular, one can define a scalar product of two p-forms ω̂p and χ̂p by taking the volume 
form component of

ω̂p ∧ �χ̂p =
√

ĝ

p! ωm̂1...m̂p
χn̂1...n̂p

gm̂1n̂1 . . . gm̂pn̂p dDx. (A.7)

On D-dimensional Lorentzian manifolds, � satisfies the bijectivity condition

� � ω̂p = (−1)p(d−p)+1 ω̂p. (A.8)

Using this, one can show that the b-twisted Hodge star operator (2.43) squares to −1,

�b�b = −1. (A.9)

When splitting a differential p-form ω̂p = ηp−n ∧ ρn living in M10 into two forms ηp−n ∈
	p−n

(
M1,3

)
and ρn ∈ 	n

(
M6

)
, the Hodge-star operator splits as

�ω̂p = (−1)n(p−n) � ηp−n ∧ �ρn. (A.10)

As a consequence, one obtains for the involution operator (2.41)

�λ
(
ω̂p

)= �λ
(
ηp−n

)∧ �λ (ρn) . (A.11)

• For differential poly-forms, we define the projectors [·]n to give as output the n-form com-
ponents of the argument.

Appendix B. Complex and Kähler geometry

This appendix provides an overview on geometric properties of Calabi–Yau 3-folds and 
K3 × T 2 used for the calculations of section 3 and section 4, respectively. Most of the tech-
nical steps are based on the notions complex and Kähler geometry, which shall be discussed 
here.

Both CY3 and K3 × T 2 are complex manifolds, allowing for a standard complex structure I
satisfying

I a
b = iδa

b, I ā
b̄ = −iδā

b̄,

I a
b̄ = 0, I ā

b = 0.
(B.1)

Being also Kähler and, thus, Hermitian manifolds, the only non-vanishing components of their 
metric g are g ¯ = gāb . They are related to the Kähler form J by
ab
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Jab̄ = igab̄, Jāb = −igāb (B.2)

and, in real coordinates,

Jij = gimIm
j . (B.3)

For the holomorphic three-form of CY3, we employ the normalization

i

8
	 ∧ �	 = 1

3!J
3, (B.4)

leading to the relations

	abc	āb̄c̄g
cc̄ = 8

(
gaāgbb̄ − gab̄gbā

)
,

	abc	āb̄c̄g
bb̄gcc̄ = 16gaā,

	abc	āb̄c̄g
aāgbb̄gcc̄ = 48.

(B.5)

The same normalization is applied to holomorphic form 	 := 	K3 × 	T 2 of K3 × T 2 (with 
J := JK3 + JT 2 ), and one obtains similarly

	gab	ḡāb̄g
gḡ = 8

(
gaāgbb̄ − gab̄gbā

)
,

	gab	ḡāb̄g
bb̄ = 8ggḡgaā,

	gab	ḡāb̄g
aāgbb̄ = 16ggḡ,

	gab	ḡāb̄g
gḡgaāgbb̄ = 16.

(B.6)
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