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Zusammenfassung

Diese Arbeit beschéftigt sich damit, durch welche Attribute eine Fufiball-Mannschaft
kurzfristigen, aber auch langfristigen Erfolg erzielen kann.

Dazu werden Spielstatistiken des Kickers zu allen Spielen der deutschen Fufiball-
Bundesliga seit der Saison 2013/14 ausgewertet.

Um dies auszuarbeiten, werden fiir die Vorhersage einzelner Spiele ein (kumulatives)
Logit-Modell und ein Random Forest verwendet. Fiir das Abschneiden einer Mann-
schaft in einer ganzen Saison werden lineare Modelle angewandyt.

Bei einzelnen Spielen zeigt sich der Einfluss von Torschiissen und der Laufleistung
als besonders einflussreich. Fiir den Erfolg iiber die ganze Saison sind dagegen spie-
lerische Elemente, wie vor allem der Ballbesitz, entscheidend.
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Kapitel 1

Einleitung und Zielsetzung

18 zu 14 Torschiisse, 47 zu 53 Prozent Ballbesitz, 86 zu 84 Prozent Passquote oder
7 zu 5 Ecken . So lauten einige Spielstatistiken eines FuBballspiels aus Sicht von
Team A. Wiirde man rein intuitiv auf Grundlage derer auf das Spiel und dessen
Ergebnis schliefen wollen, wiirde man ein ausgeglichenes und enges Spiel erwarten.
Tatséichlich aber gehoren diese Statistiken zu einem der berithmtesten, weil deut-
lichsten, Spiele der jiingeren Fufiballgeschichte. Das nach den Zahlen vermeintlich
gleichwertige, wenn nicht leicht {iberlegene, Team A stellt dabei Brasilien dar, die
Spielstatistiken beziehen sich auf das Halbfinale der WM 2014 gegen den spéteren
Weltmeister Deutschland, welches Brasilien mit 1:7 verlor.

Orientiert man nach diesem Spiel, scheinen Statistiken im Fuflball zunéchst bedeu-
tungslos. Es stellt sich die Frage, wie anhand derer auf den Spielverlauf oder das
Ergebnis geschlossen werden soll. Da der Fuflball in seiner Komplexitit kaum ver-
gleichbar mit anderen Sportarten ist, ldsst sich allgemein sagen, dass der Statistik
im Fufiball klare Grenzen gegeben sind.

,Ballbesitz schiet keine Tore“ lautet eines der bekanntesten Sprichworter im Fuf3-
ball. Die Entwicklung des modernen Fuflballs scheint diese These zu unterstiitzen,
so nimmt die Geschwindigkeit des Fuflballs immer mehr zu. Die Laufleistungen der
Spieler haben sich enorm gesteigert, auch die Anzahl und Dauer an intensiven Laufen
ist deutlich gestiegen (Moebius (2018)). Dadurch fallen Tore meist nach schnellen
Umschaltsituationen, als nach lange Ballbesitzphasen. Doch trotzdem spielt die Sta-
tistik im Fuflball eine immer gréere Rolle, die erhobenen Daten zu Fufiballspielen
nehmen in ihrer Quantitdt zu und werden auch immer spezifischer.

Erste Ansétze zur Datenerhebung im FuBlball fanden bereits 1950 ohne den weit-
reichenden Einsatz von Technik statt, indem eine Art Protokoll zu Spielen gefiihrt
wurde. Einer der bekanntesten ,,Datenerheber® Charles Reep kam zu der Erkennt-
nis, dass der Grof3teil der Tore nach drei oder weniger Péssen fallen, was ihn zur
Schlussfolgerung kommen lief3, dass der lange Ball in Richtung Tor des Gegners die
richtige Spielweise sei, was auch oben genanntes Sprichwort bestétigen wiirde (Pol-
lard (2002)).

Grofle Schritte in der Datensammlung konnten durch den Einsatz von Videokameras

Thttps://www kicker.de/1417879 /spieldaten /brasilien-920/deutschland



und der Auswertung des Bildmaterials gemacht werden. Wohingegen dies Anfang
der 90er-Jahre noch mit Stift und Papier praktiziert wurde, wird das Filmmateri-
al mittlerweile in Echtzeit softwareunterstiitzt analysiert. Mit Hilfe von kiinstlicher
Intelligenz und Sensoren wird versucht die Erfassung von Daten immer weiter zu
automatisieren und zu optimieren (Schlipsing u. a. (2013)).

Diese Arbeit untersucht, durch welche Attribute eine Mannschaft kurzfristigen, aber
auch langfristigen Erfolg erzielen kann. Dazu werden sowohl der Einfluss von Spiel-
statistiken auf den Ausgang einzelner Spiele als auch das Abschneiden in einer gan-
zen Saison untersucht. Dazu werden Spielstatistiken aller Bundesligaspiele seit der
Saison 2013/14 ausgewertet.

Nach einem kurzen Uberblick iiber die Geschichte und Identitit der Bundesliga in
Kapitel 2 wird in Kapitel 3 auf die Beschaffung und Aufbereitung der in der Ana-
lyse verwendeten Daten eingegangen. In Kapitel 4 soll eine deskriptive Analyse der
Daten erfolgen, wobei inshesondere Beziehungen zwischen einzelnen Spielstatistiken
genauer durchleuchtet werden. Kapitel 5 und 6 bilden den Hauptteil der Arbeit und
widmen sich der Modellbildung zur Untersuchung des Einflusses von Spielstatistiken
auf den Ausgang von einzelnen Spielen und das Abschneiden von Mannschaften in
einer ganzen Saison.

In Kapitel 5 werden fiir die Modellierung sowohl Modelle aus der Familie der Re-
gressionsanalyse fiir Klassifikationen, als auch géngige nichtparametrische Modelle
aus dem Bereich des Machine Learning verwendet. In Kapitel 6 werden die Einfliisse
saisonaggregierter Spielstatistiken auf das Abschneiden von Mannschaften in einer
Saison mittels linearer Modelle untersucht.



Kapitel 2

Die deutsche Bundesliga

2.1 Geschichte der Bundesliga

Am 28. Juli 1962 wurde die Zusammenfiihrung der bis dahin 5 regionalen Ligen zu
einer landesweiten Profiliga ab der Saison 1963 /64 beschlossen, wodurch die deutsche
FuBiball-Bundesliga entstand. Nachdem sich bis Ende der 70er-Jahre noch Borussia
Moénchengladbach mit dem FC Bayern Miinchen um die Spitzenposition der Liga
streiten konnte, nahm ab Beginn der 80er-Jahre die Dominanz der Bayern immer
mehr zu und gipfelt in der heutigen Zeit durch den Gewinn von 7 Meisterschaften
in Folge.

International war die Bundesliga fast immer in der europaischen Spitze zu finden.
Am erfolgreichsten waren dabei die 70er-Jahre, vor allem der dreimalige Gewinn des
damalig hochsten internationalen Wettbewerbs, dem Europapokal der Landesmeis-
ter (Vorgédnger der Champions League), in drei aufeinanderfolgenden Jahren des FC
Bayern sorgte dafiir.

Die Bundesliga konnte auch in den folgenden beiden Jahrzehnten international
durchgingig eine gute Rolle spielen. Nach Griindung der Champions League zur
Saison 1992/93 war Borussia Dortmund in der Spielzeit 1996/97 der erste deutsche
Sieger dieses Wettbewerbs. Nachdem auch der FC Bayern 2001 den Titel holen konn-
te, begann gegen Mitte der 2000er-Jahre die erste Schwichephase der Bundesliga im
internationalen Vergleich (Havemann (2013)).

Doch mit drei Endspielteilnahmen der Bayern innerhalb von vier Jahren zu Beginn
der 2010er-Jahre konnte sich die Bundesliga wieder in der internationalen Spitze eta-
blieren, kampft in den letzten Jahren jedoch darum, diesen Status zu verteidigen.
Die damit verbundenen Schwierigkeiten sind auch der Explosion der Ablésesummen
und Gehélter durch den vermehrten Einstieg von Investoren und der rasanten Stei-
gerung der medialen Erlése vor allem in England geschuldet.

Doch hinter der Premier League und der spanischen La Liga kann sich bereits die
Bundesliga als Fufiball-Liga mit dem dritthéchsten Umsatz nennen. Mit einem Ge-
samtumsatz von 3,8 Milliarden Euro (DFL (2018)) liegt sie jedoch deutlich hinter
dem Spitzenreiter, der englischen Liga mit 6,5 Milliarden Euro (Deloitte (2018)).



2.2 Wofiir steht die Bundesliga?

Wiéhrend die englische Liga fiir deren harte Spielweise und schnellen Fufiball steht,
steht die italienische Liga fiir deren, auch in der Nationalmannschaft etabliertes, Ca-
tenaccio, welches zwar nicht mehr in seiner urspriinglichen Form praktiziert wird,
sich aber im Laufe der Jahre als Synonym zum defensiv stabilen Fufiball entwickelt
hat (Duit (2012)).

Die spanische Liga war in den letzten Jahren stark durch den Einfluss der beiden
vermutlich besten Fuflballer des letzten Jahrzehnts, Lionel Messi und Cristiano Ro-
naldo, geprégt, die mit ihren zahlreichen Toren fiir spannende Meisterschaftskampfe
zwischen deren Teams, dem FC Barcelona und Real Madrid sorgten. Lediglich ein
Titeltréager der letzten 15 Jahre entsprang nicht diesem Zweikampf, in der Saison
2013/14 konnte Reals Stadtrivale Atletico Madrid die beiden in ihrer Dominanz un-
terbrechen und die Meisterschaft feiern.

So stellt sich die Frage wofiir die Bundesliga steht. Schnell fillt die Alleinherrschaft
des FC Bayern mit sieben Meistertiteln in Folge auf, welche jedoch vergleichbar
mit der von Juventus Turin in Italien und Paris Saint Germain in Frankreich ist.
Zusétzlich steht die Bundesliga seit Jahren fiir volle Stadien und dem hochsten Zu-
schauerschnitt aller Fufiball-Ligen Europas, weltweit ist sie nach den Zahlen von
SportingIntelligence (2017) nach der NFL sogar die Liga, die die zweitmeisten Zu-
schauer in deren Stadien zieht.

Doch es bleibt die Frage danach, wie sich der deutsche Bundesliga-Fuf3ball vom Fuf3-
ball der anderen Top-Ligen abhebt, wie etwa der englische durch seine Héarte oder
der italienische durch die Defensiv- bzw. der spanische durch die Offensivkunst. Um
dies zu untersuchen sollen im Folgenden Spielstatistiken der letzten Jahre unter-
sucht werden, um so darauf zu schlieflen, welche Faktoren in der héchsten deutschen
Spielklasse zu kurzfristigem und langfristigem Erfolg fithren.



Kapitel 3

Datenbeschaffung und
Aufbereitung

3.1 Datenherkunft

Vor Beginn der Analyse soll noch vorgestellt werden, woher die Daten stammen.
Fiir Bundesligaspiele bieten zahlreiche Fufiball- und Sportapps Statistiken an, wel-
che beispielsweise die Anzahl an Torschiisse, die Laufleistung oder den Ballbesitz
angeben. Recherchiert man, woher diese Daten stammen und wie diese letztendlich
durch verschiedene Apps bereitgestellt werden, stofft man relativ schnell auf das
Unternehmen Opta.

,Opta sammelt, analysiert und vertreibt umfassende Live-Daten des deutschen Pro-
fifuBballs zu allen Klubs und Spielern. Mit unseren mafigeschneiderten Services
kénnen Sie einzigartige Erlebnisse fiir Fans schaffen.“ heifit es auf der Homepa-
ge von Opta !,

Opta arbeitet mit verschiedenen Medienunternehmen wie Kicker, Sky oder BILD
zusammen, welche die Daten letztendlich nutzergerecht fiir Fufiballfans auf deren
Apps, Websites oder Zeitschriften prasentieren diirfen.

, Opta verarbeitet detaillierte Daten von einer Vielzahl an Wettbewerben und Sport-
arten aus der ganzen Welt. Diese Daten werden in Echtzeit erfasst und anschliefend
iiber Feeds an unsere Kunden geliefert.“ ! Trotz der gleichen Datenquelle sind bei-
spielsweise bei Kicker und Bild Unterschiede in den publizierten Spielstatistiken
vorhanden, wohingegen Kicker und Sky nahezu identische Zahlen aufweisen.
Neben den Unterschieden in den Zahlen direkt, werden dem Nutzer auch eine un-
terschiedliche Auswahl an Daten prisentiert. So gibt beispielsweise Sky im Gegen-
satz zu Kicker oder BILD keine Information iiber die Laufleistung eines Teams,
jedoch {iber die Anzahl der gelben und roten Karten. Sowohl die Unterschiede in
den Zahlen, als auch in den verschiedenen Spieldaten konnen mehrere Griinde als
Ursache aufweisen. Die bereitgestellten Daten konnen von den Medienunternehmen
unterschiedlich interpretiert werden, was ein bekanntes Problem der Spielstatistiken
darstellt.

Thttps://www.optasports.com/de/sport/fuiball/deutscher-fufiball /




So ist zu sagen, dass es im Allgemeinen keine eindeutige Wahrheit dariiber gibt, wer
einen Zweikampf gewonnen hat oder in manchen Féllen ob es sich bei einer Aktion
um einen Pass, eine Flanke oder einen Torabschluss handelt.

Zwar ist ,Die Bundesliga [...] iibrigens weltweit die einzige Liga, bei der es einen
offiziellen Definitionskatalog fiir Spieldaten gibt. Dort ist haargenau beschrieben,
was eine Ballbesitzphase ist, wie ein Pass definiert wird oder wo ein intensiver Lauf
aufhort und ein Sprint anfingt.“ (Herrmann (2015)), doch so werden diese Da-
ten lediglich auf der offiziellen Bundesliga-Homepage in einer nicht befriedigenden
Weise bereitgestellt: Zum Einen sind - zumindest zum jetzigen Zeitpunkt - erst Da-
ten ab der Saison 2017/18 verfiighar, des Weiteren sind diese Daten nicht in der
gewiinschten Form und Vollstandigkeit vorhanden, sodass eine weitreichende Ana-
lyse moglich wire, auch wenn die Daten zu gewissen Spielen weitreichender wéren
als die in dieser Analyse verwendeten Daten.

Uber die genauen Griinde der Unterschiede in den Daten, vor allem derer mit Daten-
quelle Opta, konnen aber nur Mutmaffungen angestellt werden. Die Uneinheitlichkeit
kann auch an verschiedenen Rechten in der Zusammenarbeit der Unternehmen lie-
gen.

Nach Priifung der verschiedenen Datenquellen wurde sich letztendlich fiir die Daten
des Kicker entschieden. Zum Einen, da die verschiedenen Daten am interessantesten
schienen — der Kicker zeigt zwar keine gelben und roten Karten auf der Seite der
Spielstatistiken an, jedoch z.B. die Laufleistung — zum Anderen bietet der Kicker
eine sehr iibersichtliche und strukturierte Benutzeroberfliche, welche die Datenbe-
schaffung mittels des Web Scrapers erheblich erleichterte.

3.2 Datenerhebung

Der Kicker stellt Daten seit der Saison 2013/14 immer in gleicher Art und Form zur
Verfiigung. Die einzelnen Spielstatistiken wurden mit Hilfe des eben genannten Web
Scrapers unter Verwendung des R-Paktes ,,rvest® extrahiert. Mittels des ,,Selector-
Gadget: point and click CSS selectors® ? wurden auf der Kicker Spieldaten-Website
die gewollten Daten ausgewéhlt und in den Webscraper eingefiigt.

Mittels der URLs wurden anschliefend alle Statistiken einer ganzen Saison extra-
hiert. Dies wurde fiir alle Saisons durchgefiihrt. Problematisch erwies sich dabei die
Ermittlung der URLs der Spieldaten-Websites zu allen Spielen einer Saison, da diese
nur in wenigen Féllen fortlaufende URLs waren.

Nach zeitaufwendiger Uberpriifung und Sammlung der URLs konnten die Daten
letztendlich jedoch in der gewiinschten Form extrahiert werden.

3.3 Datenaufbereitung

Die extrahierten Daten wurden pro Saison zu Datensétzen zusammengefiigt und
weitere Variablen zur eindeutigen Identifikation, wie z.B. die Saison, hinzugefiigt,

Zhttps://selectorgadget.com



um letztendlich einen Datensatz fiir alle extrahierten Spiele zu erhalten. Der Da-
tensatz enthélt fiir sechs komplette Saisons und den ersten sieben Spieltagen der
aktuellen Saison 2019/20 pro Saison 34 Spieltage und pro Spieltag neun Spiele der
18 Bundesliga-Mannschaften. So ergeben sich 34 x 9 x 6 + 7 x 9 = 1899 Beobach-
tungen.

Aus diesen Daten wurden weitere Datensétze erzeugt. So wurde neben einem Da-
tensatz, welcher fiir jede Zeile die Statistiken einer Mannschaft eines Spiels enthélt
und somit die doppelte Anzahl an Beobachtungen besitzt, ein weiterer Datensatz
erzeugt, welcher saisonaggregierte Daten pro Team pro Saison enthélt.

Dazu wurde neben den saisonaggregierten Daten aus den extrahierten Spielstatisti-
ken auch eine Tabelle pro Saison erzeugt, und so zu jeder Beobachtung der Tabel-
lenplatz, die erreichten Punkte und die Tordifferenz am Ende der Saison pro Team
hinzugefiigt.

Der Tabellenplatz wurde wie auch in der Bundesliga zunéchst nach der erreichten
Punktzahl, dann nach der Tordifferenz und dann nach der Anzahl an geschossenen
Tore gebildet. Diese Kriterien waren fiir die Daten ausreichend um einen eindeutigen
Tabellenplatz zu identifizieren. Es ergeben sich somit fiir sechs vollstédndige Saisons
pro Spielzeit 18 Beobachtungen fiir die 18 teilnehmenden Teams einer Saison, also
insgesamt 108 aggregierte Daten vollstdndiger Saisons.

Da in den Spieldaten mehrere Variablen wie Laufleistung oder Torschiisse absolute
Werte aufweisen, wurde ein weiterer Datensatz gebildet, um den Zusammenhang
der Auspréigungen zur reinen Spielzeit zu verhindern.

Bei Betrachtung der Rohdaten, also ohne Bezug zum Gegner, ergeben sich dabei
zwei grundlegende Probleme. Zum einen dauert ein Spiel nicht immer gleich lange,
zwar wird durch die Nachspielzeit versucht, durch langere Unterbrechungen verlore-
ne Spielzeit, wie etwa durch Verletzungen oder Wechsel, nachzuholen, jedoch liegt
dies im Ermessen der Schiedsrichter und hat keine exakten Regeln als Grundlage.
Vor allem bei Spielen, welche bereits nach 90 Minuten einen eindeutigen Spielstand
zeigen und entschieden sind, hélt sich die Nachspielzeit meist in Grenzen.

Zum anderen ist nicht nachvollziehbar, wie viel die wirkliche Netto-Spielzeit, also
die gesamte Spielzeit abziiglich aller auch kleinen Unterbrechungen, vor allem durch
Einwiirfe, Abstofe oder Freistofle, betriagt. In der Bundesliga liegt die durchschnittli-
che Nettospielzeit nach Ergebungen von CIES Football Observatory (2018) bei etwa
58,5%. Jedoch variiert diese von Spiel zu Spiel stark.

Vor allem die Laufleistung scheint davon stark abhéngig zu sein. Bei nur einer Netto-
Spielminute ldnger, in welcher jeder Spieler z.B. 100 Meter laufen wiirde, wiirde sich
die gesamte Laufleistung pro Team um 1,1 Kilometer erhohen.

Diese Effekte wurden mittels der Bildung der Differenzen der Spielstatistiken von
Heim und Gastteams versucht zu bereinigen. Damit wiirde eine Spielminute mehr,
in der beide Teams gleich viel laufen, keinen Effekt haben, die Differenz aus der
Laufleistung beider Teams wiirde in diesem Fall konstant bleiben.



3.4 Fehlende Werte

Bei genauer Betrachtung der einzelnen Variablen fiel auf, dass es in der Laufleistung
der Saison 13/14 bei drei Spielen fehlende Werte bzw. Nuller gab. Auch in anderen
Quellen waren keine Werte fiir diese Spiele auffindbar. Daher ist davon auszugehen,
dass eventuell technische Fehler in der Erhebung der Daten auftraten, wodurch diese
nicht verfiighar sind.

Um insbesondere fiir die saisonaggregierten Daten sinnvolle Werte zu gewéhrleisten,
wurden die Nuller durch die durchschnittliche Laufleistung des jeweiligen Teams in
dieser Saison ersetzt. Es wurde sich darauf geeinigt, dass eine damit einhergehende
Verfalschung der Varianz minimal und fiir die Analyse unbedenklich ist, weshalb auf
eine Korrektur der Varianz verzichtet wurde.
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Kapitel 4

Deskriptive Analyse
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Abbildung 4.1: Anzahl an Spielen und Saisons je Mannschaft in den Daten

Da eine ausfiihrliche deskriptive Analyse jeder Variable aller Datenséitze zu weit
fithren wiirde, sollen im Folgenden Zusammenhénge verschiedener Variablen deskrip-
tiv dargestellt werden, bei welchen aus fulballerischer Sicht ein Zusammenhang ver-
mutet werden kann oder welche besonders interessant erscheinen.

Dafiir sollen zunéchst Variablen aus dem Datensatz der Spieldaten pro Spiel der
Bundesliga von der Saison 2013/14 bis 2018/19 und den ersten sieben Spieltagen
der Saison 2019/20 betrachtet werden.

Wie in Abbildung 4.1 dargestellt, haben in diesem Zeitraum 25 verschiedene Mann-
schaften in der Bundesliga gespielt. Zwolf Teams waren dabei in allen sieben Spiel-
zeiten vertreten, Union Berlin spielt erst seit der laufenden Saison 2019/20 in der
Bundesliga und hat im Beobachtungszeitraum erst sieben Spiele absolviert und ist
daher bei den saisonaggregierten Daten nicht vertreten.
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4.1 Torschiisse

Zunichst soll mit der Anzahl an Torschiissen diejenige Variable betrachtet werden,
welche den grofiten Einfluss auf die Anzahl an Toren, welche selbstredend fiir eine
der spéter verwendeten Zielvariable, den Ausgang der Spiele, entscheidend ist, ver-
muten l&sst.
Eine bekannte Fuballer-Weisheit besagt: Wer nicht auf das Tor schieit, kann auch
kein Tor erzielen. Dieser Aussage kann zunéchst anhand der Daten nicht widerspro-
chen werden. Das einzige Spiel im Datensatz, bei welchem eine Mannschaft ohne
Torschuss blieb, stellt das Auswértsspiel von Bremen in Miinchen am 8. Spieltag
der Saison 2014/15 dar, bei dem die Géste bei der 6:0 Niederlage bei keinem Ver-
such aufs Tor auch kein Tor erzielten.

Es ist auflerdem keine Beobachtung zu identifizieren, in welcher die Anzahl der Tore
die Anzahl der Torschiisse iibertrifft, was z.B. aufgrund von Eigentoren durchaus
moglich wire.

Trotzdem stellt sich in diesem Zusammenhang immer die Frage der Effizienz der

o Spielausgang Spielausgang
= NiederlageH
* SiegH

= Unentschieden

©  Niederlage

* Sieg
©  Unentschieden

Torschisse Gastteam

Torschiisse Torschiisse Heimteam

(a) Geschiitzter linearer Einfluss der Anzahl (b) Vergleich der Anzahl an Torschiisse des Heimteams
an Torschiisse auf die Anzahl an Tore in einem Spiel mit Anzahl an Torschiisse des Gastteams in einem Spiel
mit Spielausgang mit Spielausgang aus Sicht des Heimteams

)

q Spielausgang

+ Niederlage

=
2

© Sieg
= Unentschieden

Effizienz (Tore pro Torschuss

=

25-

Torschusse

(c) Einfluss der Anzahl an Torschiisse in einem Spiel auf
die Effektivitit eines Teams, definiert als Tore pro Tor-
schuss, mit Spielausgang

Abbildung 4.2: Torschiisse und Torschusseffizienz
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Torschiisse. Dem Hauptstadtklub Hertha Berlin gelang es am 13. Spieltag der Saison
2015/16 aufgrund einer 100-prozentigen Effizienz der Torschiisse bei lediglich einem
Torschuss trotzdem drei Punkte einzufahren und das Spiel gegen Hoffenheim 1:0 zu
gewinnen.

Die Grafiken zeigen, dass eine erhdhte Anzahl an Torschiissen durchaus den er-
wartbar starken Einfluss auf die Anzahl an Tore hat. Wird wie in Abbildung 4.2a
ein linearer Zusammenhang angenommen, so steigt die erwartete Anzahl an Tore
pro zehn Torschiissen um circa eins. Des Weiteren verspricht eine hohere Anzahl an
Torschiissen als der Gegner auch eine erhohte Chance auf den Sieg, wie in Abbildung
4.2b zu sehen ist.

Abbildung 4.2¢ zeigt, dass die Effizienz der Teams, also die Anzahl der Tore pro Tor-
schuss, mit einer hoheren Anzahl an Torschiissen abnimmt. Das ldsst sich moglicherweise
dadurch erklaren, dass Teams mit vielen Torschiissen, welche sich meist aus Spielen
mit einer dominanten Mannschaft ergeben, die Konzentration im Abschluss verlie-
ren konnen und ihre Chancen nicht konsequent nutzen.

Auf der anderen Seite nutzen Teams mit nur wenigen Torschiissen ihre Chancen
eventuell konzentrierter.

Zusétzlich kommt eine hohe Anzahl an Torschiissen selbstverstéandlich erst zu Stan-
de, wenn eine Mannschaft mehr Abschliisse sucht und auch aus weniger aussichtsrei-
chen Positionen auf das Tor zielt, wodurch sich die Abnahme der Effizienz erklaren
lasst. Gut zu erkennen ist auflerdem der Einfluss der Effizienz auf den Spielausgang.
Teams mit einer Effizienz von 0 in einem Spiel, konnen, selbstredend, maximal ein
Unentschieden erzielen.

4.2 Wie kommen Teams zu Torabschliissen?

So stellt sich die Frage, wie eine Mannschaft zu vielen Torschiissen kommt und
somit bei guter Effizienz Tore erzielen kann. Vermuten lésst sich, dass der Ballbesitz
oder die Anzahl der Pésse einen hohen Einfluss haben. Wer den Ball lange in den
eigenen Reihen hélt und viele Pésse spielen kann, versucht sich in der Regel dem
Tor anzundhern und den Abschluss zu suchen.

In Abbildung 4.3 zeigt sich ein Trend, dass ein erhthter Ballbesitz eine erhchte
Torschussanzahl vermuten lasst. Dabei ist auch ein deutlicher Zusammenhang des
Ballbesitzes auf die Anzahl an Péssen zu beobachten.

Eine andere Moglichkeit um zu Torschiissen zu kommen stellen Standards dar. So
konnen Freistoe direkt oder indirekt und Ecken nahezu immer indirekt (Ausnahme
bilden Ecken, welche durch starken Drall direkt auf das gegnerische Tor geschlagen
werden) zu Torschiissen fithren. Die Anzahl an Standards soll die Summe aus Ecken
und der Variablen Gefoult worden bilden. Auch gegnerisches Abseits hat einen Frei-
stofl zur Folge, dieser ist jedoch immer in der eigenen Hélfte, meist sogar sehr tief in
der eigenen Halfte, auszufithren. Daraus resultieren in der Regel wenige Torschiisse,
da diese meist als kurzer Pass ausgefiihrt werden und nur selten als Flanke Richtung
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Abbildung 4.3: Einfluss von Ballbesitz auf die Anzahl an Torschiisse in einem Spiel mit Anzahl an
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Abbildung 4.4: Einfluss Standards auf Torschiisse
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gegnerisches Tor oder gar als Torschuss ausgefiihrt werden, weshalb Freistofle nach
Abseitsentscheidungen hier nicht beachtet wurden.

Der Einfluss der Gesamtzahl an Standards, also der Summe aus Ecken und
FreistéBen nach gegnerischem Foul, auf die Anzahl an Torschiisse verwundert zunéchst
nicht (Abbildung 4.4c). Werden die einzelnen Summanden jedoch separat betrach-
tet, so iiberrascht, dass die Anzahl der FreistoBe (Abbildung 4.4b) nahezu keinen
Einfluss zeigt. Der Einfluss der Summe ergibt sich so fast komplett durch die Anzahl
an Ecken (Abbildung 4.4a).

Dies ldsst sich moglicherweise dadurch erkléren, dass die Anzahl an Freistoflen viel
mehr durch die Spielweise der Teams bedingt ist. Ein Grofteil der Fouls sind vermut-
lich im Mittelfeld des Spielfeld begangen worden, wodurch sie nur wenige Torschiisse
zur Folge haben.

Lediglich Freistofe in Néhe des Strafraums eignen sich fiir Torschiisse, diese werden
jedoch durch das Bewusstsein der damit verbundenen Gefahr versucht zu vermeiden.
Durch diese Faktoren ist der sehr geringe Einfluss der Freistole auf die Torschiisse
erklérbar.

Dagegen stellt die Anzahl an Ecken auch einen Indikator fiir die Offensivstéirke ei-
ner Mannschaft dar und korreliert auch daher mit der Anzahl an Torschiissen, da
eine offensiv starke Mannschaft grundsétzlich viele Ecken und viele Torschiisse zu
verzeichnen hat.

4.3 Einfluss von Fouls

Betrachtet man den Einfluss von Gefoult worden, also der Anzahl an Freistofien auf
die Anzahl der Torschiisse getrennt nach der Tabellen-Platzierung der Teams genau-
er, so fillt sofort eine klare Trennung auf. Fiir eine gute Ubersichtlichkeit wurden
die Teams nach , gut* und ,;schlecht” getrennt. Gute Teams sind hier Mannschaften,
deren durchschnittlicher Tabellenplatz der betrachteten Saisons in den Daten bes-
ser als 10 ist, also, welche Teams zur tabellenméfig besseren Hélfte der Bundesliga
zéhlen.

In Abbildung 4.5 ist zu sehen, dass gute Teams, in diesem Fall vor allem auffallig

Bayern Miinchen, wenig gefoult werden und, wie zu erwarten, viele Torschiisse
abgeben, wohingegen schwichere Teams, wie beispielsweise Ingolstadt, Paderborn
oder Braunschweig deutlich héufiger gefoult werden, aber trotz vermeintlich vieler
FreistéBen wenig Torschiisse zu Stande bringen.
Eine mogliche Erklarung dafiir wére, dass Teams, welche spielerisch limitiert sind
und gegen den Abstieg zu kdmpfen haben, wie eben genannte Teams, oft zum Mit-
tel des Fouls greifen miissen. Dadurch entwickeln sich auch insgesamt hart gefiihrte
Spiele, wodurch auch diese Teams selbst viele Fouls erleiden. Diese Vermutung be-
wahrheitet sich bei Betrachtung des Einflusses der begangenen Fouls auf die erlitte-
nen Fouls.

Genannte ,,schlechte” Teams sind in Abbildung 4.6 in der oberen rechten Ecke
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Abbildung 4.5: Einfluss der Gesamtanzahl an Gefoult worden auf Torschiisse in einer Saison grup-
piert nach Team und Teams der oberen/unteren Tabellenhélfte (gut/schlecht)
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Abbildung 4.6: Einfluss der Gesamtanzahl an begangenen Fouls auf erlittenen Fouls in einer Saison
gruppiert nach Team und Teams der oberen/unteren Tabellenhiilfte (gut/schlecht)

zu finden also einer hohen Anzahl sowohl an begangenen als auch erlittenen Fouls,
Teams wie Bayern, Dortmund oder Gladbach, welche in den letzten Jahren gute
Tabellenplétze erreichen konnten, in der linken unteren Ecke, was bedeutet, dass
Spiele dieser Teams insgesamt fairer gefithrt werden.

Als Variable, die in diesem Zusammenhang als latente Variable wirkt, ist zudem die
Anzahl der Zweikdmpfe zu nennen, zu welcher jedoch keine Zahlen verfiigbar sind.
Fouls werden bis auf wenige Ausnahmen, wie z.B. Handspiel, in Zweikdmpfen be-
gangen, diese geschehen dabei oft auch unabsichtlich. Es ist daher trivial, dass mit
steigender Anzahl an Zweikdmpfen die Wahrscheinlichkeit fiir mehr Fouls zunimmt.
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So wurde in der Saison 2015/16 der Aufsteiger Ingolstadt immer wieder fiir seine
»ekelhafte Spielweise“ kritisiert (Weltfussball (2016)). Die Ingolstadter konnten in
dieser Saison trotz weniger Tore verhéltnisméfig viele Punkte verbuchen, was an-
nehmen lésst, dass eine harte Spielweise zu weniger Toren in einem Spiel und daher
mehr erwarteten Punkten pro Tor fithrt, welcher Einfluss auch in Abbildung 4.7a

erkennbar ist.
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(a) Einfluss der gesamten Fouls pro Spiel auf die Summe (b) Einfluss der durchschnittlichen Gesamtanzahl an
der Tore beider Mannschaften in einem Spiel Fouls einer Mannschaft pro Saison auf die erreichten
Punkte pro Tor gruppiert nach Team
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(c) Einfluss der Gesamtanzahl an Fouls einer Mannschaft

pro Saison auf die erreichten Punkte pro Tor

Abbildung 4.7: Zusammenhang von Foulspielen und Toren

Bei Spielen mit vielen Fouls leidet oft der Spielfluss und es werden weniger Tore
erzielt. So war es fiir die Ingolstadter trotz insgesamt weniger Tore (33) moglich, viele
Punkte (40) einzufahren und letztendlich den Klassenerhalt zu schaffen. Betrachtet
man dazu die Anzahl an Punkten pro erzieltem Tor in Abhéngigkeit der Anzahl
an Fouls, also der harten bzw. weniger harten Spielweise mit vielen Zweikdmpfen
und Fouls, ist in Abbildung 4.7b und 4.7c¢ zu sehen, dass bei Teams der unteren
Tabellenhélfte bei einer Zunahme der Anzahl an Fouls, also einer robusteren Spiel-
weise, ein Tor zu mehr durchschnittlichen Punkten pro Tor fiihrt, was mit dem eben
erlauterten stockenden Spielfluss, durch ein foulreicheres Spiel, zu erkldren ist.
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4.4 Spielstil

Nun soll der Spielstil der Teams genauer betrachtet werden: Darunter sind Variablen
zu verstehen, welche Indikatoren fiir die spielerische Stérke eines Team darstellen.
Betrachtet man dazu diejenigen Variablen, welche fiir Ballbesitz und Pésse stehen,
so sind sehr hohe Korrelationen festzustellen. Insbesondere ergeben sich manche
Variablen aus Linearkombinationen anderer, wie beispielsweise die Passquote aus
dem Quotienten aus angekommenen und gespielten Péassen und die Fehlpésse aus
der Differenz zwischen gespielten und angekommenen P#ssen. Auflerdem korreliert
der Ballbesitz sehr stark mit gespielten Péassen und angekommenen Péssen, wie in
Abbildung 4.8 zu sehen ist.

gespP . 0.8
0.99 angP . . S

FehlP ro

0.2

08 0.86 -0.58 PQuote . r-0.4
0.6

0.89 0.86 0.69 Ballbesitz 08

Abbildung 4.8: Korrelationsplot der Variablen, welche den Ballbesitz und sdmtliche Passwerte
darstellen

Um eine sinnvolle Auswahl aus den Pass- und Ballbesitz-Variablen zu treffen,
miissen dazu inhaltliche Uberlegungen getroffen werden. Der Ballbesitz sollte vor
Allem als Kennzahl der Dominanz im Vergleich zum anderen Team beibehalten
werden, dafiir ist dadurch etwa die Anzahl an gespielten Péssen hinfillig, da diese,
wie erwahnt, eine sehr hohe Korrelation durch einen nahezu linearen Zusammen-
hang zum Ballbesitz aufzeigt.

Auch die Betrachtung der Fehlpésse scheint nicht ausreichend, da diese in Bezug
auf den Ballbesitz an Aussagekraft verlieren: Beispielsweise kann eine Mannschaft,
welche in einem Spiel 1000 Pésse spielt und davon lediglich 100 Fehlpésse spielt, die
gleiche Anzahl an Fehlpéssen aufweisen, wie eine Mannschaft, die von 200 Péssen
100 Fehlpésse spielt. So steht die Anzahl an Fehlpédssen nicht wirklich fiir die Qua-
litdt des Spiels einer Mannschaft, wohingegen die Passquote, welche in Beispiel 1
90% und in Beispiel 2 50% betragen wiirde, einen deutlichen Indikator dafiir dar-
stellt, und so geeignet ist, die Qualitéit des Ballbesitzes einer Mannschaft zu messen.
Trotzdem muss die in Abbildung 4.8 erkennbare Korrelation der beiden Grofien
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weiter beachtet werden, welche auch dadurch zu Stande kommt, dass eine Mann-
schaft bei hoher Ballbesitz-Quote sicherer wird und prozentual weniger Fehlpésse
spielt, bzw. eine hohe Passquote zu weniger Ballverlusten und damit verbundenen
Ballbesitzphasen des Gegners fiihrt.

4.5 Laufleistung und Heimvorteil

Zu vermuten wire, dass Mannschaften, welche viel Ballbesitz haben und dadurch
auch viele Pésse spielen konnen, den Gegner laufen lassen und selbst weniger Lauf-
arbeit verrichten miissen.
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Abbildung 4.9: Einfluss von Ballbesitz auf Laufleistung

Dieser Effekt kann in Abbildung 4.9 beobachtet werden, der Einfluss ist jedoch
begrenzt, lediglich bei sehr hohen Ballbesitzquoten sind hohe Laufleistungen nicht
zu erkennen, weil diese in derartigen Spielen eventuell fiir das dominante Team auch
gar nicht notig sind. Plottet man in Abbildung 4.10 die Laufleistung der Heimmann-
schaft gegen die der Gastmannschaft ist ein klarer Trend erkennbar.

Punkte unterhalb der Winkelhalbierenden, also Spiele bei denen die Heimmann-
schaft die Gastmannschaft in der Laufleistung iibertrifft werden sehr oft von der
Heimmannschaft gewonnen. Wird dies genauer betrachtet und nach Spielen unter-
schieden, in welchen die Laufleistung aus Sicht des betrachteten Teams hoher bzw.
niedriger als die des Gegners ist, lasst sich dieser Effekt auch deutlich quantifizie-
ren. Insgesamt werden 46.3% der Spiele von einem Team gewonnen, das eine hohere
Strecke als das gegnerische Team zuriickgelegt hat (Abbildung 4.11b).

So ergibt sich dabei ein Chancenverhéltnis von ;Lg:igg = 1.57 bei der Chance auf Sieg
von Teams deren Laufleistung hoher ist im Vergleich zu Teams deren Laufleistung
niedriger ist.

Der Vorteil, den man sich dadurch erarbeitet, ist in etwa mit dem des Heimvorteils
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Abbildung 4.10: Laufleistung Heim/Gast nach Spielausgang

zu vergleichen, da insgesamt 46.1% der Heimspiele gewonnen werden (Abbildung
4.11a). Das Chancenverhéltnis auf Sieg betrigt ;‘g:g‘; = 1.56 im Verhiltnis von
Heim- zu Gastteams.

Kombiniert man diese beiden Variablen, so bilden sich vier Gruppen (Abbildung
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(a) Spielausgang in Prozent getrennt (b) Spielausgang in Prozent getrennt (c) Spielausgang in Prozent getrennt
nach Heim/Gast nach Laufleistung hther/niedriger =~ nach Laufleistung hoher/niedriger
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Abbildung 4.11: Spielausgang nach Laufleistung und Heim/Gast

Ist die Laufleistung von Heimteams hoher, so steigert sich die Sieg-Quote auf
54,5%, es ergibt sich ein Chancenverhéltnis von %E’ZZ = 1.49, also die Chance auf
Sieg bei Heimteams, deren Laufleistung grofler ist, im Verhéltnis zur Chance auf
Sieg von Heimteams, deren Laufleistung geringer ist.

Dasselbe auf Auswirtsteams angewandt, ergibt sich ein Chancenverhiltnis von g;;éé =
1.64 fiir Gastteams mit hoherer Laufleistung als der Gegner im Verhéltnis zu Gast-
teams mit niedrigerer Laufleistung auf Sieg. Der Effekt ist damit bei den Gastteams

sogar noch stérker zu beobachten.

20



4.6 Zweikampfe

Neben der Laufleistung gilt auch die Zweikampfquote als ein weiterer Indikator fiir
die physische Starke einer Mannschaft. Beide Variablen beziehen sich auch auf die
Intensitédt des Spiels einer Mannschaft.

Als latente Variable kann hier der Fitnesszustand der einzelnen Spieler und damit
der gesamten Mannschaft gesehen werden. Ist eine Mannschaft austrainiert und fit,
sind eine hohere Laufleistung als auch eine bessere Zweikampffiihrung moglich.

Die Zweikampfquote stellt einen entscheidenden Einfluss auf die Anzahl bzw. Diffe-
renz an begangenen und erlittenen Fouls dar.
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(a) Zusammenhang zwischen begangenen und erlittenen (b) Zusammenhang zwischen Zweikampfquote und Ball-

Fouls mit Zweikampfquote besitz

Abbildung 4.12: Grafiken zu Zweikampfquote

Ein Team mit hoher Zweikampfquote begeht zahlenméfiig und auch verglichen
zum Gegner weniger Fouls und erleidet dafiir gleichzeitig mehr Fouls verglichen zum
Gegner wie in Abbildung 4.12a zu sehen ist. Diese Teams befinden sich oberhalb der
Winkelhalbierenden. Sehr hohe bzw. niedrige Zweikampfquoten ergeben sich fast
nur, wenn die Differenz an erlittenen und begangenen Fouls hoch ist. Dies ist auch
zu erwarten, da ein Zweikampf oft auch durch ein, teilweise auch nicht absichtliches,
Foulspiel verloren wird.

AuBlerdem fiihrt eine hohe Zweikampfquote auch zu einem hoheren Ballbesitz wie
Abbildung 4.12b zeigt. Werden Zweikdmpfe verloren, so hat dies auch meist einen
Ballverlust und damit den Wechsel des Ballbesitzes zur Folge.

21



Kapitel 5

Welche Variablen beeinflussen den
Ausgang einzelner Spiele?

5.1 Modellierungsziel

Im Folgenden soll sowohl unter Verwendung von parametrischen als auch nicht-
parametrischen Modellen untersucht werden, welche Variablen, also welche Spielda-
ten, den Ausgang von Spielen der deutschen Bundesliga in den letzten Jahren am
entscheidendsten beeinflusst haben, um so herauszustellen, welche Spielweise in der
Bundesliga zum Erfolg fiihrt.

AuBerdem soll ermittelt werden, bei welchem Anteil der Spiele anhand der Spielda-
ten der richtige Spielausgang (Sieg/Unentschieden/Niederlage bzw. Sieg/kein Sieg)
konstruiert werden kann.

Wie in Kapitel 3.3 erldutert, sollen dazu die Differenzen der Spieldaten im Vergleich
zum Gegner pro Spiel betrachtet werden, um eine bessere Vergleichbarkeit der ein-
zelnen Beobachtungen zu gewéhrleisten.

Fiir alle Modelle werden gleiche Einflussvariablen gewé&hlt, um diese dann in de-
ren Performance gegeniiberzustellen. Als Zielvariable wird der Ausgang des Spiels
aus Sicht des betroffenen Teams gesehen, auf das genaue Spielergebnis wird keine
Riicksicht genommen, was bedeutet, dass es mit Sieg, Unentschieden und Niederlage
drei Stufen der kategorialen (geordneten) Zielvariable gibt.

Auflerdem werden einzelne Modelle zusétzlich mit der binéren Zielvariable Sieg/kein
Sieg gerechnet.

5.2 Variablenauswahl

Fiir die Modelle sollen méglichst alle erhobenen Spielstatistiken verwendet werden,
um deren Einfluss zu quantifizieren und zu vergleichen und so die einflussreichsten
Variablen zu finden.

Eingeschriankt werden die Passvariablen, wie in Kapitel 4.4 erlautert. Es wird nur
der prozentuale Anteil des Ballbesitzes und die Passquote verwendet, um die Quan-
titdt und Qualitdat des Ballbesitzes zu messen.
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AuBlerdem wird die Anzahl der erzielten Tore und die Anzahl der Gegentore nicht
betrachtet, da diese offensichtlich einen sehr hohen Einfluss auf den kategorialen
Ausgang haben. Vielmehr soll betrachtet werden, durch welche Spielweise ein Team
Tore erzielt und so ein Spiel gewinnen kann, wodurch die Anzahl der Tore eher eine
Zielvariable als eine Einflussvariable darstellen wiirde.

Variable Auspriagungen

1 | Torschussdiff -31 bis +31

2 | Laufleistungdiff | -14.99 bis +14.99
3 | Passquotediff -38.00 bis 4-38.00
4 | BallbesitzBdiff | -68.00 bis + 68.00
5 | Zweikampfdiff | -42.00 bis +42.00
6 | Fouldiff -19.00 bis +19.00
7 | Gefoultdiff -20.00 bis 4+20.00
8 | Eckendiff -19.00 bis 4+19.00
9 | Abseitsdiff -10.00 bis 4+10.00
10 | HeimGast Heim/Gast

11 | Ausgang Sieg/Unentschieden /Niederlage
12

Ausgang binér | Sieg/kein Sieg

Tabelle 5.1: Einfluss- und Zielvariablen mit deren Ausprigungen bzw. Range

Die Beziehung zwischen den Spieldaten und dem Spielausgang wird wie folgt
formuliert:

E(Yilx:) = f(x:) (5.1)

mit Y; = Spielausgang und z; = Dif ferenzen der Spieldaten aus Sicht des
beobachteten Teams, und f(-) eine Funktion, bzw. ein Modell, das anhand der in
Tabelle 5.1 aufgelisteten Spielstatistiken eine Entscheidung iiber den Spielausgang
fallen soll.

5.3 Modellauswahl

Fiir die Modellierung sollen Modelle aus der Familie der Regressionsanalyse fiir Klas-
sifikationen und géngige nichtparametrische Modelle aus dem Bereich des Machine
Learning verwendet werden.

Als klassische Regressionsanalyse bietet sich ein kumulatives Logit-Modell an, wel-
ches die ordinale Struktur der Daten ausnutzt. Bei der Reduzierung auf eine binére
Zielvariable wird ein klassisches Logit-Modell verwendet. Aus dem Bereich der nicht-
parametrischen Verfahren zur Klassifizierung wird ein Entscheidungsbaum (CART)
und ein Random Forest verwendet, durch welchen die Variable Importance betrach-
tet werden kann.
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5.4 Kumulatives Logit Modell

5.4.1 Theorie

Die folgenden Aufzeichnungen beziehen sich auf Fahrmeir u.a. (2007):

Die Zielvariable Y; € { Niederlage, Unentschieden, Sieg} ist kategorial und ordinal-
skaliert. Zusétzlich liegen Kovariablen x; vor, die nicht von der Kategorie abhéngen.
Die Zielvariable Y; wird mit einer latenten Variable U; durch

Yi=r<— 0,1, <U; <80,, r=1,...q (5.2)
verkniipft, mit —oo =6y < 0, < ... < 0. = oo. Fiir U; gelte ein lineares Modell
Ui=—z,8+¢ (5.3)
mit Verteilungsfunktion F. Dann gilt fiir Y; das kumulative Modell
P(Y; <rlx;) = F(0, + x.5), r=1,..c (5.4)
bzw. dquivalent dazu
P(Y; =rlx;) = F(0, + 2.8) — F(0,_1 + z./3). (5.5)

Die Wahl von F entscheidet iiber das resultierende Modell, F ist in den ver-
wendeten Modellen die logistische Verteilungsfunktion, man erhilt das kumulative
Logit-Modell:

exp(x) exp(0, + )
Flr)= ———— PY <r|lx;) = 5.6
e ) R A A e ) R
oder dquivalent dazu:
P(Y; < rla;)
log ———% =0, + 2. 5.7

Besondere Eigenschaft des Modells ist, dass die kumulativen Chancen proportio-
nal iiber alle Kategorien sind, da das Verhéltnis von zwei durch x; bzw. Z; charak-
terisierte Subpopulationen gegeben ist durch

PYi < rlai)/P(Yi > r|a;)
P(Y; <rl;)/P(Y: > r|T;)

(5.8)

und damit unabhéngig von Kategorie r ist.

5.4.2 Praxis

Zunéchst soll ein kumulatives Modell mit Hilfe der polr-Funktion (Proportional
Odds Logistic Regression) aus dem ,, MASS“-Paket auf allen in Tabelle 5.1 vorgestell-
ten Variablen gefittet werden. Um die Ergebnisse besser interpretieren zu koénnen,
werden die Variablen in Prozentangaben zu ganzen Zahlen transformiert. Aufgrund
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Variable Value | exp(-value)

1 | Torschussdiff 0.0874 | 0.9163

2 | Laufleistungdiff 0.1590 | 0.8530

3 | Passquotediff 0.0110 | 0.9890

4 | BallbesitzBdiff -0.0055 | 1.0055

5 | Zweikampfdiff 0.0295 | 0.9709

6 | Fouldift -0.0359 | 1.0366

7 | Gefoultdift -0.0443 | 1.0453

8 | Eckendiff -0.0596 | 1.0614

9 | Abseitsdiff -0.0180 | 1.0181

10 | HeimGastHeim 0.3361 | 0.7145
Intercepts exp(value)

1 | Niederlage | Unentschieden | -0.4272 | 0.6523

2 | Unentschieden | Sieg 0.7633 | 2.1453

Tabelle 5.2: f—Koeffizienten des linearen Pridiktors je Variable in Value-Spalte und exponier-
ter negativer Wert in exp(-value)-Spalte zur Interpretation des kumulativen Logit Modells und
Intercepts

der Rundung der Prozentangaben der Daten des Kickers auf ganze Zahlen ergeben
sich bei den Differenzen nur gerade Zahlen.

Die Intercepts lassen sich dabei durch die Verwendung der Differenzdaten durch-
aus sinnvoll interpretieren. Die Chance auf Niederlage im Verhéltnis zu einer hoheren
Kategorie, also zu einem Unentschieden oder einem Sieg, liegt bei 0.652, falls alle
Variablen den Wert 0 aufweisen, also ausgeglichene Daten in allen Spielstatistiken
vorliegen und die bindre Variable Heim/Gast den Referenz-Wert Gast annimmt.
Die Chance auf Unentschieden oder niedriger im Verhiltnis zu hoheren Kategorien,
also Niederlage und Unentschieden im Verhéltnis zu Sieg liegt bei 2.145, falls alle
Differenzen den Wert 0 annehmen und ein Gastteam betrachtet wird.

Die f—Koeffizienten miissen aufgrund der Modellform der polr-Funktion, welche
sich durch
logitP(Y < k|lx) =ar —n (5.9)

darstellt, negativ interpretiert werden. Dabei steht oy fiir die kategorienspezifischen
Interceps und 7 fiir den linearen Pradiktor ohne Intercept.

Fiir die Interpretation werden also die exponierten negativen f—Koeffizienten be-
trachtet. Die Interpretation lautet dann wir folgt:

e Die Chance auf einen Spielausgang der Kategorie i oder niedriger im Verhéaltnis
zu einer hoheren Kategorie

— fallt mit dem Zuwachs einer bestimmten Variable um 1 um den multipli-
kativen Faktor exp(—pk), falls exp(—p5;) < 1.
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— steigt mit dem Zuwachs einer bestimmten Variable um 1 um den multi-
plikativen Faktor exp(—py), falls exp(—px) > 1.

Als auffillige Variablen ergeben sich dabei die Torschiisse, die Laufleistung und
die Heim/Gast Variable, welche allesamt einen multiplikativen Chancenfaktor klei-
ner 1 besitzen, wodurch sich die Chance auf eine niedrige Ausgangskategorie verrin-
gert und im Umkehrschluss auf eine héhere Kategorie erhoht.

Wider Erwarten spielt dagegen etwa der Ballbesitz kaum eine Rolle, was den Schluss
zulassen wiirde, dass das physische Element Laufleistung wesentlich mehr zum Spie-
lausgang einzelner Spiele beitrégt als das spielerische Element Ballbesitz, dessen
Einfluss sogar in die andere Richtung zeigt.

Um das Modell zu veranschaulichen, soll auf beispielhaften Daten die Wahrschein-
lichkeit je Ausgangskategorie vorhergesagt werden. So ergeben sich fiir ein Heim-
Team, welches im Vergleich zum Gegner 10 Torschiisse mehr abgegeben hat und
10km mehr gelaufen ist und ansonsten in allen Statistiken keine Unterschiede auf-
weist, die Wahrscheinlichkeiten in Tabelle 5.3. Ein Sieg ist so sehr wahrscheinlich,
wohingegen ein Heimteam, welches in allen anderen Statistiken, bis auf Laufleistung
und Torschiisse, um 10 tiberlegen ist (bzw. bei Gefoultwordendiff -10 fiir realistische
Werte), sogar eine hohere Wahrscheinlichkeit fiir eine Niederlage als einen Sieg auf-
weist.

Niederlage | Unentschieden | Sieg
1 3.82% 7.73% 88.45%
2| 39.59% 28.72% 31.69%

Tabelle 5.3: Wahrscheinlichkeiten pro Ausgangskategorie des kumulativen Modells auf:
Heimteam, Torschussdiff = 10, Laufleistungsdiff = 10, alle anderen 0 (1)
Heimteam, Torschussdiff = 0, Laufleistungsdiff = 0, Gefoultwordendiff = -10 alle anderen 10 (2)

Um zu sehen, inwieweit anhand der Spielstatistiken auf den Ausgang von Bundes-
ligaspielen geschlossen werden kann, soll ein Train-Test-Split vorgenommen werden,
wobei der Train-Datensatz 80 Prozent der Daten beinhaltet und der Test-Datensatz,
auf welchem das Modell mit Hilfe der Accuracy evaluiert werden soll, 20 Prozent.
Nach Fitten des Modells auf den Trainingsdaten soll nun mit Hilfe der vorausge-
sagten Wahrscheinlichkeiten fiir jede der drei Ausgangskategorien pro Beobachtung
entschieden werden, welcher Spielausgang am wahrscheinlichsten ist, indem einfach
das Maximum der drei Werte genommen wird, was dann als prognostizierter Wert
gesehen wird. Werden die prognostizierten Werte mit den wahren Werten verglichen,
so ergibt sich in Tabelle 5.4 eine 9-Felder-Tafel (Confusion Matrix).

Auftillig dabei ist, dass das Modell kein Unentschieden vorhersagt. Sieht man sich
dazu die vorhergesagten Wahrscheinlichkeiten an, aufgrund derer das Modell die
Entscheidung der Einordnung in die Zielkategorie trifft, so ergibt sich bei den vor-
hergesagten Wahrscheinlichkeiten fiir ein Unentschieden ein Maximum von knapp
unter 30%, was es bei beliebiger Verteilung der Wahrscheinlichkeiten der anderen
beiden Zielkategorien Sieg und Niederlage unmoglich macht, ein Zeilenmaximum zu
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erreichen.

Als Accuracy = ”Cgtégjﬁiiozrjgeé;iﬁde ergibt sich ein Wert von 53.3%. Das bedeutet,

dass der Spielausgang von 53.3% der Spiele des Testdatensatzes anhand der Spiel-
statistiken in die richtige Zielkategorie eingeordnet werden kann und diese in der
9-Felder-Tafel in Tabelle 5.4 auf der Diagonalen liegen.

Um auch ein Unentschieden vorherzusagen, wurden zwei Losungsversuche verfolgt:

Reference
Predicton Niederlage Unentschieden Sieg
Niederlage 200 88 84
Unentschieden 0 0 0
Sieg 87 96 205

Tabelle 5.4: Confusion Matrix der Vorhersage auf den Test-Daten mit kumulativem Logit-Modell
mit drei Ausgangskategorien

Eine mogliche Variante, um mit grofler Sicherheit auch Unentschieden zu predic-
ten, ergibt sich, indem der vorhergesagte Ausgang nicht durch die maximale Wahr-
scheinlichkeit bestimmt wird, sondern die drei Kategorien mit den vorhergesagten
Wahrscheinlichkeiten pro Ausgangs-Kategorie ausgewéhlt werden.

Dabei werden viele Unentschieden predicted, jedoch haben nur etwa 25% davon auch
Unentschieden als wahren Wert. Insgesamt verschlechtert sich die Accuracy deutlich
auf knapp iiber 40%.

Ein weiterer Losungsansatz basiert auf der Vermutung, dass kein Unentschieden
vorhergesagt wird, da durch das Vorkommen der negativen Beobachtungen in den
Daten aufgrund von Heim und Gast-Teams, die jeweils den Gegner in Partien bilde-
ten, auf jeweils negativen Daten bei einem Unentschieden die gleiche Zielkategorie
steht. Um diese Vermutung zu testen, wurde dasselbe Modell jeweils nur auf Heim
bzw. Gastdaten gefittet und evaluiert, um keine negative Daten zu erhalten. Doch
auch hier wurden keine Unentschieden vorhergesagt.

Insgesamt bleibt festzuhalten, dass der Anteil an Unentschieden in den Daten mit
etwa einem Viertel gering ist. Auflerdem ist das Unentschieden die mittlere Ziel-
kategorie. So ergibt es auch inhaltlich durchaus Sinn, dass es sehr schwierig ist,
Unentschieden vorherzusagen, wenn sich die Zielkategorie durch nur ein Tor mehr
in die eine oder andere Richtung verschieben kann.

5.5 Logit Modell

5.5.1 Theorie

Folgende Aufzeichnungen beziehen sich erneut auf Fahrmeir u. a. (2007):
Die bindren Zielvariablen y; € {keinSieg, Sieg} sind 0/1-kodiert und bei gegebenen
Kovariablen x;1, ...., 4 (bedingt) unabhéngig.
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Die Wahrscheinlichkeit m; = P(y; = 1|41, ..., x;x) und der lineare Pradiktor
ni = Bo + Brxin + ... + Bra = )8 (5.10)
sind durch eine Responsevariable h(n;) € [0, 1] miteinander verkniipft:
T = h(n;). (5.11)

Wird als Linkfunktion der Logit-Link verwendet, so ergibt sich das Logit-Modell:

exp(n) m
— == 1 =. 5.12
1 + exp(n) 177 (5.12)
Mit dem linearen Pradiktor
ni = Bo + iz + ... + Bewar, = 38 (5.13)
gilt fiir die Chance (odds)
i P(y; = 1|;)
= 5.14
das multiplikative Modell
P(y; = 1|z;)
—_— = . ; Ce ; 5.15
Plys = O[y) exp(fo) - exp(zi1f1) exp (k) (5.15)

Wird z.B. z;; um 1 auf z;; + 1 erhoht, so gilt fiir das Verhéltnis der Chancen

Zur Interpretation der (s ergibt sich:

Br > 0: Chance P(y; = 1)/P(y; = 0) wird grofer,
Br < 0: Chance P(y; = 1)/P(y; = 0) wird kleiner,
By = 0: Chance P(y; = 1)/P(y; = 0) bleibt gleich.

/ = exp(f1). (5.16)

5.5.2 Praxis

Wie in Absatz 5.4.2 zu sehen ist, konnte ein kumulatives Modell mit den drei Spiel-
ausgangskategorien kein Unentschieden vorhersagen, da die geschétzten Wahrschein-
lichkeiten zu niedrig waren. Daher soll im Folgenden ein Modell mit bindrem Output
geschéitzt werden, das Unentschieden als alleinige Kategorie ausschlief3t.

Es ergeben sich die beiden Kategorien kein Sieg(0) und Sieg(1), es wird also die
Wahrscheinlichkeit fiir Sieg modelliert.
Die Richtung der Einfliisse der S—s ist fiir alle Variablen gleich der Richtung im
kumulativen Modell, sie zeigen also die gleiche Richtung auf den Einfluss fiir eine
hohere Zielkategorie an.
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Variable Value | exp(value)
1 | Intercept -0.7498 | 0.4725
2 | Torschussdiff 0.0890 | 1.0930
3 | Laufleistungdiff | 0.1706 | 1.1861
4 | Passquotediff 0.0135 | 1.0136
5 | BallbesitzBdiff | -0.0059 | 0.9941
6 | Zweikampfdiff 0.0264 | 1.0268
7 | Fouldiff -0.0354 | 0.9652
8 | Gefoultdiff -0.0395 | 0.9613
9 | Eckendiff -0.0631 | 0.9388
10 | Abseitsdiff -0.0285 | 0.9719
11 | HeimGastHeim | 0.2921 | 1.3393

Tabelle 5.5: f—Koeffizienten des linearen Pridiktors je Variable in Value-Spalte und exponierter
Wert in exp(value)-Spalte zur Interpretation des Logit-Modells mit Intercept

Einen hohen Einfluss zeigen dabei erneut die Torschuss- und Laufleistungsdifferenz
und die bindre Heim/Gast-Variable auf. So erhoht sich beispielsweise die Chance
auf Sieg um den multiplikativen Faktor 1.19, falls sich die Laufleistungsdifferenz um
1 zu Gunsten des betrachteten Teams erhoht, vorausgesetzt alle anderen Einfliisse
bleiben gleich.

Als Output im Logit-Modell wird eine Wahrscheinlichkeit fiir das Eintreten des
Ereignisses 1, also Sieg, modelliert. Um auch auf dieses Modell zu evaluieren sollen
Einser vorausgesagt werden, wenn das Modell eine Wahrscheinlichkeit gréfier von
0.5 vorhersagt und vice versa.

Betrachtet man dazu erneut die Confusion-Matrix in Tabelle 5.6, welche sich hier

Reference
Predicton kein Sieg Sieg
kein Sieg 391 166
Sieg 80 123

Tabelle 5.6: Confusion Matrix der Vorhersage auf den Test-Daten mit Logit-Modell mit binérer
Ausgangskategorie

durch eine Vier-Felder-Tafel ergibt, so ergibt sich eine Accuracy von 67,6%. Auffillig
dabei ist, dass das Modell lediglich in einem Viertel der Fille eine 1, also einen Sieg
vorhersagt, wohingegen 37,8% der Daten einen Sieg als Output haben. Verschiebt
man die Grenze, ab welcher Wahrscheinlichkeit ein Sieg vorausgesagt werden soll, so
kann, abhéngig von Train-Test-Split, eine leicht hohere Accuracy erreicht werden,
was in Abbildung 5.1 zu sehen ist.

Dabei gibt die Sensitivitit an, wie viel Prozent der vorhergesagten Einser wahr

sind, stellt sich also durch #— Poz;%eeioif%:;e — dar. Diese ist besonders hoch, wenn
. gatlve . . . . ..

der Cut-Off hoch gewéhlt wird, so werden nur bei hohen Wahrscheinlichkeiten fiir

einen Sieg auch ein Sieg vorhergesagt, jedoch nimmt dadurch selbstversténdlich auch
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Abbildung 5.1: Accuracy, Sensitivitit und Spezifitéit bei verschiedenen Cut-Off

die Anzahl an Sieg-Vorhersagen ab.
Die Spezifitét stellt den Anteil der richtig vorhergesagten Nuller dar, was sich durch
TrueNegative darstellen ldsst. Der Verlauf ergibt sich entgegengesetzt zur

TrueNegative+False Positive
Sensitivitét.

5.6 CART und Random Forest

Als Vergleich zu oben verwendeten klassischen Regressionsanalysen sollen nun Ver-
fahren aus dem Bereich des Machine Learnings verwendet werden. Zunéchst soll ein
einfacher Klassifikations- und Regressionsbaum mit Hilfe der R-Funktion ,rpart
aus dem gleichnamigen R-Paket verwendet werden und anschlieflend ein Random
Forest mit Hyperparametertuning aus dem R-Paket ,random forest® um die Klas-
sifikationsgiite zu steigern. Ziel ist es erneut, diejenigen Variablen zu finden, welche
die Klassifikation entscheidend beeinflussen.

5.6.1 Theorie

Folgende Aufzeichnungen beziehen sich auf Breiman (2017) und Hastie und Tibshi-
rani (2011):

Man beobachtet Merkmalsvektoren x4, ..., z, der Objekte aq,...,a,. Ziel ist es auf
eine der kategorialen Variablen Y7, ...,Y, zu schliefen, wodurch sich ein Klassifi-
kationsproblem ergibt. Die populéarste Methode dafiir sind Classification and Re-
gression Trees (CART). Bei Entscheidungs- und Klassifizierungsbaumen wird der
p-dimensionale Merkmalsraum durch rekursives Partitionieren sukzessive in Teil-
mengen des Merkmalsraums aufgeteilt. Diese Teilmengen des Merkmalsraums sol-
len so gebildet werden, dass sie beziiglich der Zielvariable moglichst homogen sind.
Grundprinzip CART:
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e Betrachte in jedem Schritt binére Splits, d.h. in jedem Schritt wird eine (bereits
gebildete) Teilmenge weiter in genau zwei Teile aufgeteilt.

e Betrachte in jedem Split genau eine Variable, die einen neuen Split bestimmt.

e Das Resultat ist eine disjunkte Zerlegung des Merkmalsraums, die in einer
Baumstruktur dargestellt werden kann.

So enthélt der Baum zum Start die gesamte Population, davon ausgehend wird in
jedem Schritt die bestmogliche Aufteilung beziiglich Y gesucht. Um zu erkennen,
welche Variable die hochste Aussagekraft besitzt und anhand welcher der néchste
Split vollzogen wird, werden Mafle verwendet, die die ,,Unreinheit® eines Knotens A,
quantifizieren. Dazu wird in dieser Analyse der Gini-Index verwendet (siche (Brei-
man u.a., 1984)). Es wird diejenige Einflussgrofle x; gewéhlt, fiir die das Mafi mi-
nimal ist. Dies wird wiederholt, bis alle Knoten vollkommen homogen sind oder
ein Stoppkriterium erfiillt ist. Dazu konnen verschiedene Stoppkriterien betrachtet
werden:

e minimale Anzahl an Beobachtungen pro Blatt
e minimale Verbesserung der Zuordnung im néchsten Schritt
e maximale Anzahl an Baumlevels

Es ergibt sich ein leicht verstdndliches und interpretierbares Modell, das sich gra-
phisch darstellen lisst, jedoch groBe Instabilitdt der Biume bei Anderungen in den
Daten aufweist.

Um ein stabileres Modell zu erhalten, wird aulerdem ein Random Forest verwendet,
welcher eine Weiterentwicklung des Bagging darstellt, kurz fiir Bootstrap Aggre-
gating, ein Verfahren, das verschiedene Regressions- bzw. Klassifizierungsmodelle
mittelt und daraus ein gleich gewichtetes Modell erstellt (Breiman (1996).

e Ziehe B Bootstrap Stichproben (mit Zuriicklegen) aus den vorhandenen Daten
und fitte B einzelne Modelle

e Vorhersage fiir neue Beobachtungen x*: Aggregiere die Ergebnisse aus den B
Modellen fiir z*, z.B. durch averaging (metrische Daten) oder majority vote
(kategoriale Daten)

So werden beim Random Forest statt einem (CART) gleich mehrere Tress fiir
gegebene Trainingsdaten betrachtet. Um Kollinearitit zu vermeiden, wird eine Zu-
fallskomponente eingefiihrt:

e Konstruiere Baum anhand einer Bootstrap Stichprobe aus dem originalen Da-
tensatz.

e Fitte einen Baum, wobei aus den existierenden M Kovariablen bei jedem Split
nur m << M zuféllig ausgewéhlte Merkmale zur Auswahl herangezogen wer-
den.
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e Jeder Baum wird so grof§ wie moglich geziichtet.

Die Klassifikation erfolgt dann in diesem Modell zu kategorialen Daten anhand des
haufigsten Wertes.

5.6.2 Praxis

Es wurde erneut der Trainings- und Testdatensatz verwendet, welche sich in der
Verteilung der Zielvariable kaum unterscheiden. Fiir das Erstellen des CART kénnen
dem control-Argument der Funktion rpart mittels rpart.control verschiedene Werte
iibergeben werden:

e minsplit: Minimale Anzahl an Beobachtungen, die in einem Knoten vorhanden
sein miissen, damit ein Split zustandekommt.

e minbucket: Minimale Anzahl an Beobachtungen in einem Endknoten.

e cp: Komplexitatsparameter. Es werden nur Splits vorgenommen, welche die/den
allgemeine(n) Unreinheit/Mangel, um den faktor cp reduzieren.

e maxnodes: Legt die maximale Tiefe des endgiiltigen Baumes fest, wobei der
Stammknoten als Tiefe 0 gezéhlt wird.

Zunichst wird ein Baum mit den Default-Parametern erstellt (sieche dazu RDocu-
mentation ). So ergibt sich ein Baum, welcher lediglich die Variablen Torschussdif-
ferenz und Laufleistung fiir die Verédstelung des Baumes verwendet. Diese Variablen
minimieren das Unreinheitsmafl und scheinen so am einflussreichsten fiir die Ent-

scheidung des CART.

Niederlage
Unentschieden (unused) PEs
sieg 100%

Torsshussii <o
edetage Seq e
by 5%
52% LLdiff <2
o

=
LLdift <089 LLaf<2
041
8%
Neriage seg Torschussdiff <13
38 25 37 3 2 4t
1o% so% 0
orschussaifi < o

Torschussdiff < 4 Torschussdiff <5 2

LLdiff <18

45 25 30 g
1% 044
18%

Zweikampfdiff <9

0 0 0 1 1 1

Niederlage Niederiage Sieg Niederlage Sieg Seg Skeg .
57 25 19 46 25 29 25 25 50 54 25 21 32 26 42 28 27 49 13 18 69 f=n = 039 0861 067 069
28% 2% % 0% % 21% 14% 48% 15% 14% % 5% 14%

(a) Entscheidungs- und Klassifikationsbaum mit allen (b) Entscheidungs- und Klassifikationsbaum mit binérer
drei Ausgangskategorien Zielvariable Sieg(1)/kein Sieg(0)

Abbildung 5.2: CARTs

Thttps://www.rdocumentation.org/packages/rpart /versions,/4.1-15 /topics /rpart.control
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Dieser Baum ist nun einfach zu interpretieren, indem den verschiedenen Verastelungen

gefolgt wird. Folgt man in Abbildung 5.2a immer der rechten Abzweigung, ergibt
sich fiir ein Team, das eine Torschussdifferenz hoher 0 und eine Laufleistungsdifferenz
grofer 2 aufweist, eine Wahrscheinlichkeit von 69% fiir Sieg, 18% fiir Unentschieden
und 13% fiir eine Niederlage. Der Anteil der Beobachtungen in diesem Endblatt
betrigt dabei 14%.

Wiirde man das Komplexitatsparameter sukzessive heruntersetzen, so wird als néchste
Variable die Zweikampfdifferenz in den Baum integriert.

Auch bei diesem Modell taucht das , Problem*“ der Nicht-Vorhersage von Unent-
schieden wieder auf, es ergibt sich als unused category, was bedeutet, dass keiner
der verschiedenen Baumpfade zur Entscheidung auf Unentschieden leitet, da die
Wahrscheinlichkeit fiir Unentschieden in den Endbléttern stets niedriger als eine der
anderen beiden Zielkategorien ist.

Auch bei diesem Verfahren kann eine Confusion-Matrix erzeugt und eine Accuracy

Reference
Predicton Niederlage Unentschieden Sieg
Niederlage 200 82 84
Unentschieden 0 0 0
Sieg 87 102 205

Tabelle 5.7: Confusion Matrix der Vorhersage auf den Test-Daten mit CART mit drei Ausgangs-
kategorien

berechnet werden, welche sich mit 53,3% etwa im selben Bereich bewegt wie die des
kumulativen Modells, auch die Einordnung in die drei Ausgangskategorien ist sehr
dhnlich.

Wird die Zielvariable erneut binérisiert, und zwischen Sieg/kein Sieg unterschieden,
so ergibt sich in Abbildung 5.2b ein Baum mit dhnlichen Entscheidungskriterien. Bei
Verwendung des default-Werts des Komplexitatsparameter von 0.01 wird hier bei
Fitten des Modells auf dem Trainingsdatensatz bereits die Zweikampfquote mitauf-
genommen. Evaluiert auf den Test-Datensatz ergibt sich eine Accuracy von 65.3%.
Es werden mit 22.5% sogar noch weniger Siege vorhergesagt als im Logit-Modell.

Reference
Predicton kein Sieg Sieg
kein Sieg 398 191
Sieg 73 98

Tabelle 5.8: Confusion Matrix der Vorhersage auf den Test-Daten mit CART mit bindrer Aus-
gangskategorie

Um die Instabilitiit gegeniiber kleinen Anderungen in den Daten eines Entschei-
dungsbaumes zu reduzieren, werden nun Random Forests verwendet, welche sich
zusétzlich auch sehr gut eignen, die Wichtigkeit der verschiedenen Einflussvariablen
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auf die Modellbildung zu messen.

Um das Modell zu evaluieren, wird Kreuzvalidierung angewandt, wobei der Trai-
ningsdatensatz in eine bestimmte Anzahl k an gleich grofien Teilen, genannt , folds*,
gesplittet wird. Das Modell wird dann auf %tel der Daten trainiert und auf %tel
der Daten evaluiert. Das wird fiir jeden Split der Daten wiederholt. Am Ende wird
die Accuracy iiber alle k Splits gemittelt.

Die Anzahl der Splits wurde auf 5 festgelegt, wodurch je 20% der Daten zum Testen
benutzt werden. Diese Entscheidung fiir ein relativ kleines k beruht auch auf dem
nicht iberméfig groffen Datenumfang, um nicht zu kleine folds zu erhalten.

Wird mit diesem Setup ein Random Forest trainiert und auf die Accuracy getestet,
so ergeben sich fiir verschiedene voreingestellte Werte von mtry ein Maximum von
52.6% Accuracy fiir miry = 2, mtry steht dabei fiir die Anzahl an Variablen, die in
jedem Split als Kandidaten nach dem Zufallsprinzip ausgewéhlt werden.

Nun soll anhand von Hyperparametertuning versucht werden, diese Accuracy wei-
ter zu steigern. Dazu wird zunéchst der optimale Wert an mitry gesucht, indem wie
bei allen folgenden Parametern auch verschiedene Werte bei Festhaltung der an-
deren (bereits optimierten) Werte in R getestet werden. Der mitry-Wert wird hier
beispielsweise iiber alle moglichen Werte getestet, welche sich bei 10 Variablen von
1-10 ergeben, wobei sich ein optimaler Wert von 3 herausstellt. Als maximale Tiefe
des endgiiltigen Baumes (maznodes) ergibt sich ein Wert von 33. Als Mindestgrofie
der Endknoten (nodesize) sorgt ein Wert von 14 fiir die optimale Accuracy. Fiir
den Parameter ntree, der Anzahl an geziichteten Baumen, wird 250 als bester Wert
ermittelt.

Nun kann unter Verwendung der gewéhlten Parametern ein Random Forest gefittet

Reference
Predicton Niederlage Unentschieden Sieg
Niederlage 201 86 88
Unentschieden 0 0 0
Sieg 86 98 201

Tabelle 5.9: Confusion Matrix der Vorhersage auf den Test-Daten mit Random Forest mit drei
Ausgangskategorien

werden. Die Accuracy kann dadurch auf einen Wert von 57.0% gesteigert werden.
Das Modell auf den Testdatensatz angewandt, fiihrt zu einer Accuracy von 52.9%,
wobei wie in den vorherigen Modellen keine Unentschieden predictet werden, wie
Tabelle 5.9 zeigt.

Im Vergleich dazu ergab sich fiir den Random Forest mit default-Parametern, al-
so ohne Hyperparamtertuning, eine Accuracy von 0.493, wobei dieses Modell in
Summe sogar 41 Unentschieden predictet, davon jedoch nur 10 auch wirklich diese
Ausgangskategorie besitzen, wodurch erneut der Schluss gezogen werden kann, dass
eine Vorhersage von Unentschieden nicht befriedigend dargestellt werden kann.
Von vorrangigem Interesse ist jedoch weiterhin der Einfluss der verschiedenen Spiel-
statistiken auf die Modellbildung, welche durch die Variable Importance dargestellt

34



Miederlage Unentschieden Sieg

LLdiff -

Torschussdiff -

BEdiff-

HeimGastHeim -

Zweikampfdiff -

passquotediff-

eckendiff -

gefoultdiff -

Fouldiff-

abseitsdiff -

o
=}
by
o
-
=
=

75 100 0 25 50 75 100 0 25
Importance

=}
[}
0
o
=

Abbildung 5.3: Variable Importance in % je Variable je Ausgangskategorie des Random Forest

werden soll. Fiir die hier verwendete kategoriale Zielgrofle erhélt man kategorien-
spezifische Variable Importances, welche in Abbildung 5.3 dargestellt sind. Diese
werden durch die Summe der Fehlerabnahme bei Split nach einer Variable berech-
net (fiir genauere Beschreibung sieche Strobl u.a. (2008)).

Die relative Wichtigkeit ergibt sich durch die Wichtigkeit einer Variable geteilt durch
die Wichtigkeit der Variable mit dem hoéchsten Wichtigkeits-Wert, wodurch sie auf
0 bis 1 normiert ist.

Es ist zu erkennen, dass erneut die Differenz in der Laufleistung und die Torschuss-
differenz deutlich als einflussreichste Variablen zu erkennen sind. Fiir die Kategorie
Unentschieden hat keine Variable eine Importance von hoher als 30%, was jedoch
aufgrund der Nicht-Vorhersage von Unentschieden auch nicht sinnvoll interpretier-
bar ist. Die Importance unterscheidet sich in ihrem Einfluss auf Sieg und Niederlage
in der Reihenfolge der restlichen Variablen, wobei jedoch keine deutlichen Unter-
schiede in den Zahlen erkennbar sind. Nach den beiden wichtigsten Variablen folgen
die Variablen Heim/Gast, Ballbesitzdifferenz und die Differenz der Zweikampfquote.
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Kapitel 6

Welche Variablen beeinflussen das
Abschneiden eines Teams in der
kompletten Saison?

Im Folgenden sollen Modelle gebildet werden, welche das Abschneiden eines Teams
iiber die komplette Saison hinweg vorhersagen und anhand derer erneut auf die
Wichtigkeit von einzelnen Variablen geschlossen werden soll, um zu evaluieren, wel-
che Wichtigkeit verschiedene Spielstatistiken in Bezug auf den Erfolg eines Teams
iiber die ganze Saison besitzen. Dazu werden saisonaggregierte Einflussvariablen ver-
wendet, welche alle Spiele einer Mannschaft einer Saison zusammenfassen. Um den
Erfolg einer Mannschaft zu messen, kénnten verschiedene Zielvariablen verwendet
werden. Moglich sind die geschossenen und kassierten Tore bzw. die Tordifferenz ei-
ner Mannschaft iiber die ganze Saison, der Tabellenplatz oder die Anzahl an erreich-
ten Punkten. Es wurde sich fiir die Anzahl an Punkten einer Mannschaft pro Saison
entschieden, da diese im Gegensatz zu den Toren, welche nicht abbilden kénnen,
ob eine Mannschaft auch Spiele gewinnen konnte, eine klare Aussagekraft iiber den
Erfolg einer Mannschaft besitzen. Im Gegensatz zum Tabellenplatz, welcher keine
Aussagekraft iiber den Abstand zweier Tabellennachbarn gibt - diese kénnen punkt-
gleich sein, ebenso aber viele Punkte auseinanderliegen - und damit lediglich eine
Ordinalskala besitzt, kénnen diese auf einer Verhéltnisskala eingetragen werden.
AuBerdem sollen verschiedene Scores gebildet werden, welche die Stérke einer Mann-
schaft in verschiedenen Bereichen abbilden, um auch auf diesen ein Modell zu fitten
und zu evaluieren, welche Merkmale am erfolgversprechendsten sind. Dabei werden
folgende Kategorien gebildet:

Kategorie Variablen

Offensiv Tore, Torschiisse
Defensiv Gegentore, gegnerische Torschiisse
Physik Laufleistung, Zweikampf
Spielerisch Ballbesitz, Passquote

Tabelle 6.1: Scores-Kategorien mit zugehorigen Spielstatistiken
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6.1 Theorie

Die Daten sind gegeben durch (y;, z;1, ..., Tix), 7 = 1, ...,n zu einer metrischen Varia-
ble y und metrisch oder binér kodierten kategorialen Regressoren xq, ..., z.
Als Modellform ergibt sich:

yi = Po + B1xik + - + Brxar + €, 1=1,..,n. (6.1)
Die Fehler €, ..., €, sind unabhéingig und identisch verteilt (i.i.d.) mit
E(e;) =0, Var(e;) = o (6.2)
Die geschétzte lineare Funktion

f(xla"'axk) :Bo—i-Bll‘l—F...—l—kak (6.3)

kann als Schitzung E (y|z1, ..., zx) fiir den bedingten Erwartungswert von y bei ge-
gebenen Kovariablen z1, ..., r; angesehen und damit zur Prognose von y verwendet
werden. Diese wird wieder mit ¢ bezeichnet.

(Fahrmeir u. a. (2007))

6.2 Praxis

6.2.1 Saisonaggregierte Daten

Zunachst wurden die Spielstatistiken fiir bessere Interpretierbarkeit nach der allge-
mein zulissigen Form X’ = a+bX transformiert. Sie wurden durch 34 geteilt, um so
die durchschnittlichen Daten pro Spiel zu erhalten, auflerdem wurden die Prozent-
Daten zusétzlich wie in vorherigen Analysen auf ganze Zahlen transformiert, sodass
z.B. die Steigerung der Variable Ballbesitz um 1, die Steigerung des durchschnittli-
chen Ballbesitzes eines Teams einer ganzen Saison um einen Prozentpunkt bedeutet.
Werden die Koeffizienten des Modells mit allen aggregierten Spielstatistiken als Ein-
flussgroBen betrachtet, so ergeben sich deutliche Unterschiede zu den Modellen fiir
die einzelnen Spiele.

Die Richtung bzw. das Vorzeichen der Koeffizienten iiberrascht dabei vor allem
bei der Variable Laufleistung. Auch den Einfluss der Ecken wiirde man positiv ver-
muten. Bei den Variablen Fouls/Gefoult worden/Abseits ist dagegen keine Richtung
eindeutig erwartbar, die Einfliisse sind nicht signifikant. Die Einfliisse der anderen
Variablen zeigen die erwartete Richtung auf. Der Ballbesitz, welcher in den Modellen
zu den einzelnen Spielen noch kaum Einfluss zeigt, ergibt sich als deutlich signifi-
kantester Wert.

Der Intercept lésst sich in diesem Modell nicht sinnvoll interpretieren, da Werte von
Null fiir die durchschnittlichen Spielstatistiken in fast allen Kategorien nicht reali-
sierbar sind.
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Variable Value | p-Wert
1 | Intercept -96.1834 | 0.1826
2 | TorschiisseGesamt 1.7683 | 0.0228
3 | LaufleistungGesamt -0.1138 | 0.7970
4 | PassquoteGesamt 0.0599 | 0.8809
5 | BallbesitzGesamt 1.2208 | 0.0009
6 | ZweikampfquoteGesamt 1.5830 | 0.0401
7 | FoulGesamt 0.0419 | 0.9571
8 | GefoultwordenGesamt -0.5668 | 0.4730
9 | EckenGesamt -2.2030 | 0.1867
10 | AbseitsGesamt 2.6853 | 0.1846

Tabelle 6.2: Koeflizienten des linearen Modells je Variable in Value-Spalte und dazugehorigem
p-Wert

Ausgehend vom Intercept kann das Modell bei sehr niedrigen Werten negative Werte
fiir die Anzahl an Punkten prognostizieren. Nimmt man die Minima bzw. Maxima
der einzelnen durchschnittlichen Spielstatistiken je nach Richtung des Einflusses (bei
negativem FEinfluss das Maximum und andersherum), so ergibt sich ein prognosti-
zierter Punktewert von circa 0 bei Kombination der ungiinstigsten Werte, welche in
den Daten vorhanden sind. Bei giinstigster Kombination ergibt sich ein prognosti-
zierter Punktewert von knapp unter 100, was bei 34 Spielen eine durchschnittliche
Punkteausbeute von 2.94 ergibt, welche theoretisch erreichbar ist. So liegen selbst
die ungiinstigsten Kombinationen im Bereich des Erreichbare, ein Problem durch
Vorhersage negativer Werte ergibt sich so nicht. Die wirklich prognostizierten Werte
liegen zwischen 21 und 84 Punkte. Die Werte lassen sich beispielhaft am Torschuss
folgendermaflen erldutern: Ein Torschuss mehr im Durchschnitt pro Spiel steigert
die erwartete Punktzahl in einer Saison um 1,77.

Um eine Vergleichbarkeit der Giite des Modells mit folgenden linearen Modellen zu
gewihrleisten, wird der R2-Wert von 0.67 festgehalten.

Der grofie Unterschied zu den Modellen fiir einzelne Spiele besteht in den beiden Va-
riablen Ballbesitz und Laufleistung. Wohingegen die Laufleistung neben der Anzahl
an Torschiissen die einflussreichste Spielstatistik fiir den Ausgang einzelner Spiele
darstellt und der Ballbesitz kaum einen Einfluss zeigt, ist dies in den Modellen fiir
die Anzahl an Punkten pro Saison kontrér. Eine mogliche Erklarung zeigt sich bei
genauerer Betrachtung der beiden Variablen.

In Abbildung 6.1 ist deutlich zu erkennen, dass eine Trennung der Daten nach gu-
ten und schlechten Teams in y-Richtung erkennbar ist, in x-Richtung dagegen nicht.
Dies bedeutet, dass iiber die Saison erfolgreiche Teams meist mehr Ballbesitz ha-
ben, wohingegen die durchschnittliche Laufleistung darauf keinen Einfluss zu haben
scheint.

Werden die Teams mit sehr hohen Ballbesitzwerten betrachtet, ist darunter vor
allem Bayern und Dortmund vertreten. Diese Teams sind auch diejenigen, deren Ta-
lent bzw. Fahigkeit am hochsten einzuschétzen ist, wodurch es diesen Teams leichter
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Abbildung 6.1: Laufleistung und Ballbesitz im Schnitt pro Saison pro Team gruppiert nach Teams
der oberen/unteren Tabellenhélfte (gut/schlecht)

fallt, den Ball in den eigenen Reihen zu halten und dies auch iiber die ganze Saison
zu praktizieren. Das Talent des Teams kann hier als latente Variable gesehen werden.
Anhand dieses Modells soll auflerdem herausgefunden werden, welche Teams mehr
bzw. weniger Punkte erreicht haben, als das Modell vorhersagt. Man koénnte so
interpretieren, welche Teams in der Lage waren, mehr Punkte zu erreichen als ih-
re Spielstatistiken {iber die Saison hinweg aussagen wiirden. Griinde dafiir konnen
weitere latente Variablen wie eine gute Mentalitédt, gute Mannschaftsfithrung des
Trainers oder Ahnliches ein.

So konnte beispielsweise Schalke 04 in der Saison 2017/18; als das Team Vize-
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Abbildung 6.2: Fitted Values gegen Residuen des linearen Modells der saiosonaggregierten Daten
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Meister wurde, circa 20 Punkte mehr erreichen, als das Modell anhand der saison-
aggregierten Daten vorhersagt. Man konnte interpretieren, dass deren Punktanzahl
also nicht deren ,statistisches Konnen* widerspiegelte. Die Platzierungen in der Vor-
und Folgesaison mit 10 und 14 wiirden diese These in gewisser Weise unterstiitzen.

6.2.2 Score-Daten

Um verschiedene Scores zu bilden, welche durch ihre gleichen Skalen fiir eine gute
Vergleichbarkeit sorgen sollen, wurden Rénge gebildet. Dabei wurden pro saisonag-
gregierter Spielstatistik alle Beobachtungen geordnet und absteigend Rénge verge-
ben Das heifit, dass beispielsweise das Team mit der hochsten durchschnittlichen
Ballbesitzquote in einer Saison aller 108 Beobachtungen den Wert eins zugewiesen
bekommt, das Team mit der niedrigsten den Wert 108. Bei gleichen Werten wurde
der Durchschnittsrang vergeben. Die Scores aus Tabelle 6.1 wurden dann jeweils mit
den ausgewéhlten Spielstatistiken nach dieser Form gebildet:

k
1
Score = Z Z rank(Spielstatistik;). (6.4)

Spielstatistik; =1

Es werden zwei Modelle gebildet: Zum einen soll der Einfluss von Offensiv- und
Defensiv-Score, zum Anderen der Einfluss von spielerischem und physischem Score
verglichen werden.

Variable Value | p-Wert Variable Value | p-Wert
Intercept 76.1245 | 2-1071¢ Intercept 67.2008 | 210716
Offensiv-Score | -0.2568 | 2-1071¢ Spielerisch-Score | -0.3563 | 1.15- 1074
Defensiv-Score | -0.2802 | 2- 10716 Physisch-Score -0.0169 | 0.784
(a) Koeffizienten Modelle mit Offensiv- und Defensiv- (b) Koeffizienten Modelle mit Physisch- und Spielerisch-
Score Score

Abbildung 6.3: Koeffizienten zu den Modellen mit Score-Daten

Bei ersterem Modell ergeben sich sehr &hnliche Einfliisse von Offensive und De-
fensive. Bei einer Verschlechterung des Offensiv-Scored um einen Platz (also der
Steigerung der Variable um 1) ergibt sich eine Minderung der erwarteten Punktzahl
in der Saison um 0.26, beim Defensiv-Score um 0.28, welches dadurch einen leicht
hoheren Einfluss besitzt.

Der Anteil der Varianz, der durch das Modell erklirt werden kann, liegt bei R? = 0.8.
Dieser vergleichsweise hohe Wert liegt sicher an der Mitaufnahme der geschossenen
und kassierten Tore, welche fiir bisherige Modelle nicht betrachtet wurden. Interpre-
tieren lasst sich also, dass die Defensive ein wenig einflussreicher auf die Anzahl an
erreichten Punkte zu sein scheint als die Offensive.

Das zweite Modell zeigt dagegen deutliche Unterschiede der beiden Scores. Das
spielerische Score hat im Gegensatz zum physischen Score einen hochsignifikanten
Einfluss, was sich durch den in Kapitel 6.2.1 beobachteten deutlichen Einfluss des
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Ballbesitzes erkliren lisst. Es ergibt sich ein R2-Wert von 0.5. Das Modell kénnte
auflerdem maximal eine Punktzahl von 66.84 (beide Scores mit Wert 1) vorhersagen
und ist damit nicht fiir die Vorhersage geeignet und dient lediglich dem Vergleich
des Einflusses der beiden Scores.
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Kapitel 7

Fazit

Bei der Analyse des Einflusses der Spielstatistiken auf einzelne Spiele ergaben sich
die Laufleistung und die Torschiisse als einflussreichste Variablen. Bei der Modellie-
rung des Spielausgangs wurde dabei deutlich, dass kein Modell ein Unentschieden
als Ausgangskategorie vorhersagt, was jedoch auch inhaltlich anhand der niedrigen
Wahrscheinlichkeiten und dem Dasein als mittlere Kategorie, von welcher aus ein
Sprung zu Sieg oder Niederlage lediglich ein weiteres Tor bedarf, erkldrbar ist.

Bei der Modellierung der erreichten Punkte einer Mannschaft pro Saison anhand
von saisonaggregierten Daten zeigte sich dagegen der Ballbesitz als einflussreichste
Variable, dessen Effekt bei den Modellen zu den einzelnen Spielen noch gering war.
Beim Vergleich der Offensiv- und Defensiv-Scores waren kaum Unterschiede im Ein-
fluss erkennbar, wohingegen spielerische Elemente, vor allem durch den hohen Ball-
besitzeinfluss, {iber die Saison gesehen einen deutlich stiarkeren Einfluss als physische
Elemente haben.

Als mogliche Erkldarung fiir den hohen Einfluss des Ballbesitzes bei den saisonaggre-
gierten Daten wurde vermutet, dass sich physische Daten {iber die gesamte Saison
hinweg ausgleichen, wohingegen das dominante Auftreten spielerisch starker Teams
iiber die Saison hinweg konstant ist, was auch eine Folge des Talents der einzelnen
Spieler und damit einer ganzen Mannschaft ist.

Es scheint also moglich einzelne Spiele durch Kampf und gute physische Leistungen
fiir sich zu entscheiden. Fiir den Erfolg {iber die gesamte Saison, reichen diese At-
tribute jedoch nicht aus.

Daraus ergibt sich auch die Herausforderung fiir Trainer, deren Spieler fiir einzelne
Spiele zu motivieren, um gute physische Werte zu zeigen, was zweifelsfrei auch eine
Sache der Fitness ist. Gleichzeitig scheint es iiber die Saison hinweg jedoch wichtig
zu sein, die spielerische Starke der Mannschaft zu verbessern, um auch langfristig
erfolgreich zu bleiben.
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