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Abstract

We present the first study that examines the
evolution of morphological families, i.e., sets
of morphologically related words such as
“trump”, “antitrumpism”, and “detrumpify”, in
social media. We introduce the novel task
of Morphological Family Expansion Predic-
tion (MFEP) as predicting the increase in the
size of a morphological family. We create
a ten-year Reddit corpus as a benchmark for
MFEP and evaluate a number of baselines on
this benchmark. Our experiments demonstrate
very good performance on MFEP.

1 Introduction

Lexical change is a prime indicator of topical dy-
namics in social media. When people or events
attract the attention of a user community, this is
reflected by the token frequency evolution of in-
dividual words. The burst in token frequency of
the word “trump” in social media before the 2016
presidential election (see Figure 1), e.g., mirrors
the increasing presence of Donald Trump in public
discourse during that time.

However, token frequency is only one way of
measuring changes in topical prominence. Accom-
panying the increase in token frequency of “trump”,
there was a parallel increase in the number of words
morphologically related to “trump”, i.e., words like
“trumpification”, “antitrumpism”, and “detrumpify”
(see Figure 1, Table 1). Most of these words have a
very low token frequency and are removed in the
first steps of a typical NLP pipeline.

Here, we present the first study of lexical change
in social media that takes as its main unit of analy-
sis the type frequency evolution of morphological
families, i.e., changes in the number of morpholog-
ically related words such as “trump”, “trumpifica-
tion”, “antitrumpism”, and “detrumpify”. We show
that morphological families allow for a fresh view

Figure 1: Token frequency of “trump” and type fre-
quency of derivations of “trump” in the r/politics
Subreddit between 08/2007 and 07/2018. Vertical line:
date of the 2016 presidential election.

Month Words

04/2015 “trump”

05/2015 “trump”, “trumpish”, “trumpster”, “trumpy”

06/2015
“trump”, “trumpening”, “trumper”, “trumpish”,
“trumpness”, “trumpology”, “trumpster”, “trumpy”

07/2015
“trump”, “trumpening”, “trumper”, “trumpic”,
“trumpification”, “trumpiness”, “trumpish”, “trumpism”,
“trumpistan”, “trumpness”, “trumpster”, “trumpy”

Table 1: Derivations of “trump” in four subsequent
months of the r/politics Subreddit.

of lexical change in social media, making them a
promising tool for studies in the social sciences
that draw on NLP techniques. At the same time,
our work adds to the growing body of computa-
tional research on derivational morphology (Cot-
terell et al., 2017; Vylomova et al., 2017; Cotterell
and Schütze, 2018; Deutsch et al., 2018; Pierre-
humbert and Granell, 2018; Hofmann et al., 2020)
by introducing a temporal perspective.

Contributions. We introduce the novel task
of Morphological Family Expansion Prediction
(MFEP), which aims at predicting whether a mor-
phological family will increase in size or not. We
publish a benchmark for MFEP and show that the
growth of morphological families can be success-
fully modeled using social and linguistic factors



relating to the morphological parent. Furthermore,
our results add a new perspective to the growing
body of research on the link between cultural and
linguistic change in social media.1

2 Morphological Families

We define a morphological family as a set F of
words w with a shared free morpheme. Thus,
“trump”, “trumpification”, “antitrumpism”, and “de-
trumpify” are in the same morphological family
because they share the free morpheme “trump”. By
contrast, “antitrumpism” and “antiprogressivism”
are in different morphological families: even
though both words have two morphemes in com-
mon (“anti” and “ism”), they do not belong to
the same morphological family according to our
definition since “anti” and “ism” are bound mor-
phemes, not free morphemes like in the case of
“trump”, “trumpification”, “antitrumpism”, and “de-
trumpify”. In this study, we only consider deriva-
tional morphology.2 Compounds such as “trump-
wall” are not split into their parts, but they can
become a parent (see below). Thus, each word
belongs to exactly one morphological family. The
cardinality |F | of a family will be referred to as the
morphological family size, a term also used in other
studies (Schreuder and Baayen, 1997; de Jong et al.,
2000; del Prado Martı́n et al., 2004).

The morphological parent w∗ is the morpholog-
ically most basic word of a family F . The word
“trump” is the parent of “antitrumpism”, “trumpifi-
cation”, and “detrumpify”. We denote the morpho-
logical family of w∗ as F (w∗).

Except for the parent, all members of a fam-
ily are morphological children and form a subset
F̃ of the entire family F . The words “antitrump-
ism”, “trumpification”, and “detrumpify” are all
morphological children. We further distinguish be-
tween old children F̃o, established words in the
lexicon, and new children F̃n, innovative forms.
While “trumpify” can still be considered a new
child of “trump”, “trumpster” is on its way to be-
coming an old child in the family.3

1We make all our data and code publicly available at
https://github.com/valentinhofmann/mfep.

2The distinction between inflection and derivation is grad-
ual, not binary (Haspelmath and Sims, 2010). The suffix “ly”,
e.g., is variously defined as inflectional or derivational (Bauer,
2019). We try to exclude inflectional morphology as far as
possible (e.g., by lemmatizing), but we are aware that a clear
separation does not exist in linguistic reality.

3“Trumpster” is already listed in the English Wiktionary at
https://en.wiktionary.org/wiki/Trumpster.

As the example of “trumpster” shows, morpho-
logical families are in constant flux. Specifically,
there are three types of change in morphological
families: word birth ∅ F̃n, word entrenchment
F̃n  F̃o, and word death F̃n, F̃o  ∅. The topic
of this paper is word birth, i.e., we ask: given a set
F of morphological families, which will increase
in size during a specified time interval? This differ-
entiates our work from previous research on lexical
change in social media which has focused on word
entrenchment (see Section 7). One question we
are particularly interested in is whether endoge-
nous (language-internal) or exogenous (language-
external) factors are better predictors of morpho-
logical family growth; these factors have been pre-
viously compared for changes in word token fre-
quency (Altmann et al., 2011), but not for changes
in morphological type frequency.

3 Experimental Data

We develop MFEP using Reddit, a social media
platform hosting discussions about a variety of top-
ics. Reddit is divided into smaller communities
centered around a shared interest, so-called subred-
dits (SRs), which are highly conducive to linguis-
tic innovation (del Tredici and Fernández, 2018).
Concretely, we draw upon the Baumgartner Reddit
Corpus, a collection of (almost) all publicly avail-
able comments posted on Reddit since 2005.4 A
three-year slice of this corpus was used in a study
on lexical change by Stewart and Eisenstein (2018).
Gaffney and Matias (2018) show that the corpus’s
coverage of Reddit is not complete, but we do not
expect this to affect our analysis.

Our study examines data from 2007 to 2018 in
the four SRs r/gaming, r/movies, r/nba,
and r/politics. These SRs were chosen be-
cause they are of comparable size, belong to the
largest SRs of Reddit, and at the same time all re-
flect distinct areas of interest (Table 2). For each
month, we also draw a random sample of com-
ments from all SRs that will be used for computing
word topicality (Section 4). The size of the sample
equals the average size of the four selected SRs
within the respective month.

Preprocessing. As in previous work (Tan and
Lee, 2015), we filter posts for known bots and
spammers. We remove abbreviations (“viz.”),
strings containing numbers (“b4”), references to

4The corpus is available at https://files.
pushshift.io/reddit/comments/.

https://github.com/valentinhofmann/mfep
https://en.wiktionary.org/wiki/Trumpster
https://files.pushshift.io/reddit/comments/
https://files.pushshift.io/reddit/comments/


SR Start End NI NW NU NT |F| µ|F | σ|F |

r/politics 08/2007 07/2018 19 2,970,509,554 1,519,039 2,020,843 19,000 4.64 4.05
r/gaming 09/2007 08/2018 19 1,119,096,999 2,875,931 1,859,228 19,000 4.00 3.48
r/movies 06/2008 05/2018 17 738,365,964 1,772,085 613,158 17,000 3.44 3.09
r/nba 10/2010 09/2018 13 898,483,442 486,746 721,641 13,000 3.20 2.93

Table 2: SR summary statistics. Start: first month included; end: last month included; NI : number of intervals;
NW : number of word tokens; NU : number of users; NT : number of threads; |F|: number of family examples
(1, 000×NI ); µ|F |: mean family size per month; σ|F |: standard deviation of family size per month.

users (“u/user”) and SRs (“r/subreddit”), and both
full and shortened hyperlinks. We convert British
English spelling variants to American English and
lemmatize all words to remove inflectional mor-
phology. We follow Han and Baldwin (2011) in
reducing repetitions of more than three letters (“ni-
iiiice”) to three letters. Except for stopwords, we
do not employ a frequency threshold; in particular,
we include words that occur only once.

Computing morphological families. Given a
collection of texts S, we define the morphological
families as follows. Let VS be the vocabulary of
S, i.e., all words occurring in it. We define the set
of parents OS ⊂ VS as the 1,000 most frequent
words in S, regardless of whether the word is de-
composable or not. This means that parents are
not necessarily morphological roots (Haspelmath
and Sims, 2010).5 We attempt to segment all other
words w using affixes from a representative list of
productive prefixes and suffixes in English (Crystal,
1997). We define the set C of candidate parents
of w as follows. If w ∈ OS , then C(w) = {w}.
Otherwise, C(w) =

⋃
b∈B(w)C(b), where B(w)

is the set of bases that remain when one of w’s
affixes is removed. For w∗ ∈ OS , we then define
its morphological family as

F (w∗) = {w ∈ VS |w∗ ∈ C(w) ∧ |C(w)| = 1}.

Procedurally, families can be identified by a recur-
sive bottom-up algorithm. The algorithm is sensi-
tive to morpho-orthographic rules of English (Plag,
2003); e.g., when “ness” is removed from “trumpi-
ness”, the result is “trumpy”, not “trumpi”.

5In a situation where both “sense” and “sensation”, e.g.,
fall above the frequency threshold, we get two separate mor-
phological families of the parent “sense” (a root) with “non-
sense”, “sensitive”, etc. and the parent “sensation” (not a root)
with “sensational”, “sensationalism”, etc. (the children of
“sensation” are not added to the family of “sense”). However,
most morphological parents are in fact roots.

4 Predictors for MFEP

In a setup similar to Altmann et al. (2011), we for-
malize MFEP as a binary classification task. Given
a context interval i(c), a following temporally adja-
cent probe interval i(p), and a morphological par-
ent w∗, we ask: what properties of w∗ can predict
whether |F (w∗)| increases in i(p) or not?

Here, we set the length of i(c) to 18 months and
the length of i(p) to 6 months. Morphological fam-
ilies are computed separately for each pair of i(c)

and i(p). The lowest frequency count of a parent
in i(c) is 244. Table 2 summarizes statistics of the
morphological families for each SR.

We define a number of predictors for family
expansion that are measurements of properties of
w∗. All predictors are motivated by work in psy-
cholinguistics and NLP. They fall into three natural
classes: (i) a type frequency-based predictor (|F |),
(ii) token frequency-based predictors (fr, z̄(p)), and
(iii) dissemination-based predictors (DU

w ,DT
w ,Qw).

All predictors except for z̄(p)(which is measured in
i(c) and i(p)) are measured in i(c).

Family size |F |. The family size is a prime ex-
ample of an endogenous (language-internal) factor,
i.e., one that depends on the linguistic system. A
morpheme with a large family might combine more
readily with new affixes than a morpheme that oc-
curs only with a small number of affixes. This
idea bears a theoretical connection to smoothing
techniques such as Witten-Bell and Kneser-Ney
smoothing, which model the probability of pre-
viously unseen n-grams containing a given word
(≈ |F̃n|) by assuming a rich-get-richer process
(Manning and Schütze, 1999; Teh, 2006). It is also
in line with lexical growth models based on prefer-
ential attachment (Steyvers and Tenenbaum, 2005).
Intuitively, the fact that morphological children
themselves can become the basis for new deriva-
tions also suggests a rich-get-richer process.

Notice that |F | is equivalent to the type fre-



quency of w∗. In linguistics, type frequency is
known to be a good predictor of the productivity of
inflectional patterns (Bybee, 1995). Furthermore,
it has been shown that the morphological family
size facilitates lexical processing (Schreuder and
Baayen, 1997). To probe whether type frequency
also influences the likelihood of a family to grow,
we include the predictor |F |, morphological family
size averaged over the 18 months of i(c).

Relative token frequency of parent fr. Fre-
quent words are known to be more accessible in
lexical processing than rare words (Jescheniak and
Levelt, 1994). Therefore, they might be more avail-
able for use in novel derivations, causing an in-
crease in morphological family size.

Trending behavior z̄(p). Changes in the rela-
tive frequency of a morphological parent might be
indicative of concomitant changes in the morpho-
logical family size. If a word gains in popularity
and becomes more frequent, this could increase
the chances of new morphologically related words
being created. The trending behavior is a prime ex-
ample of an exogenous (language-external) factor,
i.e., one that depends on non-linguistic events (e.g.,
a presidential election). Therefore, we measure
whether the parent increases in frequency.

This is done in the following way: we calcu-
late the z-score of the frequency distribution of the
parent in the probe interval i(p) relative to the fre-
quency distribution in the context interval i(c). The
mean of these z-scores is then used as a continuous
variable in the model,

z̄(p) =
1

|i(p)|

|i(p)|∑
j=1

z
(p)
j =

1

|i(p)|

|i(p)|∑
j=1

x
(p)
j − µ(c)

σ(c)
,

where |i(p)| = 6 is the length in months of the
probe interval and x(p)j is the relative frequency of
the parent in month j (1 ≤ j ≤ |i(p)|) of i(p); µ(c)

and σ(c) are mean and standard deviation of rela-
tive frequency of the parent in the 18 months of the
context interval i(c). The measure detects increases
in frequency relative to the intrinsic variation in
usage frequency of a particular word. This is nec-
essary since some words naturally exhibit stronger
short-term fluctuations, which we do not want to
count as frequency bursts. Similar methods for
peak detection in time series are frequently used,
e.g., in Baskozos et al. (2019). We use both i(c) and
i(p) for calculating z̄(p) because this captures the
idea of exogenous forcing without any additional

assumptions; notice that the metric is calculated on
the parent only and does not include any informa-
tion about what is being predicted in MFEP, namely
changes in the morphological family size.

User dissemination DU
w . Following findings by

Church and Gale (1995) and Altmann et al. (2011),
we define user dissemination DU

w as the extent to
which the number of users of a specific word w
deviates from a Poisson process,

DU
w =

Uw

Ũ(fw)
,

where Uw is the number of users who posted at
least one comment including w in i(c), fw is the
relative frequency of w in i(c), and Ũ(fw) is the
expected number of users under a Poisson model
given the relative frequency fw. Ũ(fw) can be
calculated as

Ũ(fw) =

NU∑
j=1

Ũj ≈
NU∑
j=1

(
1− e−fwmU

j

)
,

where NU is the number of users, Ũj is the prob-
ability that the posts of user j contain w at least
once, and mU

j is the total number of words posted
by user j in i(c). The approximation is valid for
fw � 1 and mU

j /
∑NU

j mU
j � 1. Our data satisfy

both requirements.
User dissemination and the following dissemina-

tion measures have a cognitive justification: it has
been shown that items that are used in more diverse
situations and contexts are stored in human memory
in a way that makes them more retrievable (Ander-
son and Milson, 1989; Brysbaert et al., 2016). Thus,
words with a higher dissemination are more accessi-
ble to speakers and could figure more prominently
among bases for new formations. The dissemi-
nation measures fall into a gray area between ex-
ogenous and endogenous factors since they reflect
the cognitive representation of language-external
properties (Altmann et al., 2011).

Thread dissemination DT
w . Similar to user dis-

semination, thread dissemination DT
w is defined

as the extent to which the number of threads con-
taining a specific word w deviates from a Poisson
process (Altmann et al., 2011),

DT
w =

Tw

T̃ (fw)
,

where Tw is the number of threads that include at
least one instance of w, and T̃ (fw) is the expected



number of threads under a Poisson model. T̃ (fw)
can again be calculated as

T̃ (fw) =

NT∑
j=1

T̃j ≈
NT∑
j=1

(
1− e−fwmT

j

)
,

where NT , T̃j , and mT
j are defined analogously to

NU , Ũj , andmU
j . The approximation is again valid

since the data satisfy mT
j /
∑NT

j mT
j � 1.

Topicality Qw. Because SRs are communities
centered around interests, words that are character-
istic of a SR’s topic are more frequent in that SR
than in the others. Topicality has been shown to
have an impact on lexical dynamics at long time
scales (Church, 2000; Montemurro and Zanette,
2016). It could also influence the productivity of
morphological families: higher topical dissemina-
tion, i.e., lower topicality, could facilitate growth.
To capture this effect, we introduce a metric of
topical distinctiveness, Qw, which we define as

Qw =
fw

f̃w
,

where fw is the relative frequency of the word w
in a SR in i(c), and f̃w is the expected relative
frequency of w based on a random sample of posts
from all SRs in i(c).

The polarity of Qw is reversed to DU
w and DT

w,
i.e., a word that is very clumped in SR space will
have a high value of Qw, but a word that is very
clumped in user or thread space will have a low
value of DU

w or DT
w , respectively.

5 Experimental Setup

Finding growing families. We use two different
notions of growth for MFEP: absolute growth and
relative growth. We define absolute growth as

δa(F ) = µ
(p)
|F | − µ

(c)
|F |,

where µ(p)|F | and µ(c)|F | are the mean morphological

family size in i(p) and i(c), respectively. Relative
growth is defined similarly as

δr(F ) =
µ
(p)
|F |

µ
(c)
|F |

.

For both δa and δr, we define binary features based
on thresholds la and lr, i.e., we define a mor-
phological family F to be a positive example if

δa(F ) > la for a pair of i(p) and i(c) (in the case
of absolute growth). We thus train two models:
one for predicting whether δa(F ) > la, one for
predicting whether δr(F ) > lr.

Model. We use Random Forests (RF) to perform
the classification (Breiman, 2001). RF offers two
main advantages in comparison with other mod-
els. Firstly, as opposed to other tree-based models,
RFs decorrelate trees, which is important if the fea-
tures are correlated (as is the case here). Secondly,
the feature importance scores of a RF provide a
transparent way to compare the predictive power
of features. We do not use more complex albeit
potentially better performing methods such as deep
architectures since our primary goal is to compare
various features and show that MFEP is a feasible
computational task.

Since the data contain considerably more nega-
tive than positive examples, we randomly sample
one negative example for every positive example
for the final data. The interval pairs from all SRs
were merged into one dataset, which was then split
into 0.8 and 0.2 for train/dev and test sets. The
train/dev set was split again into 0.8 and 0.2 for
train and dev sets. Thus, all sets contain a balanced
sample of interval pairs from all SRs.6

We use a total of 68,000 pairs of intervals
(i(c), i(p)) where i(c) is the context interval and i(p)

the probe interval (see also Table 2). Recall that
i(c) has length 18 months and i(p) 6 months. Tem-
porally adjacent interval pairs are overlapping by
|i(p)| months, i.e., every month in the original data
is used exactly once in a probe interval and three
times in a context interval.

We do not perform hyperparameter tuning and
instead choose typical values for the hyperparam-
eters of RF: 80 for the number of trees, and 20
for tree depth. For our initial MFEP models, we
set the thresholds la = 2.4 and lr = 1.6, two val-
ues in the mid-range of existing values for δa and
δr. We will later analyze the sensitivity to these
hyperparameters in greater detail.

6 Results

Overall performance. As shown in Table 3, the
RF models exhibit a good performance with an
overall prediction accuracy of 80.9% for la = 2.4
and 70.8% for lr = 1.6 (random baselines: 50.0%).

6Since the chosen SRs cover diverse topics, the model
should have a high transferability to other SRs, but we have
not tested this.



la (δa) lr (δr)

0.0 0.8 1.6 2.4 3.2 4.0 4.8 µ± σ 1.0 1.2 1.4 1.6 1.8 2.0 2.2 µ± σ

All .618 .696 .745 .809 .769 .844 .846 .761 ± .077 .618 .631 .651 .708 .701 .724 .744 .683 ± .045

|F | .602 .674 .724 .742 .705 .754 .831 .719 ± .066 .602 .607 .629 .645 .628 .681 .744 .648 ± .046
fr .522 .542 .524 .551 .534 .574 .492 .534 ± .024 .522 .507 .509 .465 .558 .483 .605 .521 ± .044
z̄(p) .520 .540 .523 .528 .506 .475 .631 .532 ± .045 .520 .521 .521 .555 .544 .595 .488 .535 ± .031
DU

w .506 .513 .506 .509 .466 .484 .569 .508 ± .030 .506 .499 .494 .505 .485 .569 .558 .517 ± .031
DT

w .521 .546 .508 .518 .542 .590 .431 .522 ± .045 .521 .525 .492 .490 .478 .578 .535 .517 ± .032
Qw .512 .504 .506 .516 .522 .484 .415 .494 ± .034 .512 .507 .505 .516 .496 .543 .558 .520 ± .021

F̃n .557 .730 .883 .846 .909 — — .785 ± .129 .557 .567 .621 .618 .657 .701 .703 .632 ± .054

12 m. .608 .668 .749 .811 .840 .838 .946 .780 ± .106 .608 .629 .684 .673 .771 .733 .912 .716 ± .095
24 m. .630 .688 .732 .780 .797 .818 .847 .756 ± .071 .630 .645 .679 .710 .690 .748 .786 .698 ± .051

Table 3: Prediction accuracies for varying experimental setups and thresholds la, lr. All: results for model trained
on all predictors; |F |: family size only; fr: relative token frequency of parent only; z̄(p): trending behavior of
parent only; DU

w : user dissemination only; DT
w: thread dissemination only; Qw: topicality only. F̃n: results for

model trained on new children only. 12 m.: results for model trained on context intervals of 12 months; 24 m.: 24
months. Best accuracies per column are highlighted in gray, second-best accuracies in light gray.

la (δa) lr (δr)

0.0 0.8 1.6 2.4 3.2 4.0 4.8 µ± σ 1.0 1.2 1.4 1.6 1.8 2.0 2.2 µ± σ

|F | .202 .296 .344 .393 .458 .495 .489 .382±.101 .202 .208 .223 .253 .286 .261 .204 .234±.031
fr .153 .145 .140 .152 .127 .128 .164 .144±.013 .153 .153 .148 .144 .129 .122 .125 .139±.012
z̄(p) .168 .150 .149 .145 .154 .136 .138 .149±.010 .168 .172 .178 .179 .195 .218 .264 .196±.032
DU

w .156 .134 .119 .098 .084 .070 .058 .103±.033 .156 .156 .149 .136 .130 .117 .096 .134±.021
DT

w .162 .139 .124 .105 .081 .090 .067 .110±.031 .162 .158 .150 .145 .132 .147 .145 .148±.009
Qw .158 .137 .125 .108 .096 .081 .083 .113±.027 .158 .155 .152 .143 .128 .135 .167 .148±.013

Table 4: Importance loadings for individual features. Features as in Table 3. Importance loadings are calculated
for different values of the thresholds la and lr. Highest importance loadings for features are highlighted in gray,
second-highest in light gray.

The strongest predictor for both models is type fre-
quency with a feature importance of 39.3% and
25.3%, respectively (Table 4). Models trained only
on this feature already achieve accuracies of 74.2%
and 64.5%, respectively (Table 3). However, the
effect of |F | is reversed: while larger morphologi-
cal families have higher absolute growth values,
which is in accordance with theories of lexical
growth based on preferential attachment (Steyvers
and Tenenbaum, 2005), smaller morphological fam-
ilies have higher relative growth rates. This can be
explained by the observation that a large family
needs much higher increases in family size to have
the same relative growth rate as a small family. The
fact that larger families are generally more likely to
grow does not seem to counteract this imbalance.

We now analyze how different design choices
impact the performance of our model.

Thresholds la and lr. We systematically vary
la and lr in the range 0.0 ≤ la ≤ 4.8 and
1.0 ≤ lr ≤ 2.2 to examine their influence on per-

formance.7 We find that accuracies for predicting
larger δa and δr are considerably higher than for
smaller increases (Table 3). For la = 4.8 (i.e., the
family size increases by more than 4.8 members
on average), the model has an error rate of 15.4%,
which is less than half compared to the error rate
of 38.2% for la = 0.0. This striking result is in
line with studies on the predictability of extreme
events in social media (Miotto and Altmann, 2014)
and statistical physics (Hallerberg and Kantz, 2008)
showing that extreme events are generally better
predictable than non-extreme events.

We then train single-feature models for varying
la and lr. The best predictor for all values of la
and lr is |F | (Table 3). The overall second-best
predictor is z̄(p), even though it is (sometimes only
marginally) outperformed by fr and DT

won several
values of la and lr.

To further analyze the relative importance of
inidividual features, we examine the RF feature

7The number of positive examples with δa > 4.8 and
δr > 2.2 is too small for achieving reliable results.



Figure 2: Feature importances of MFEP RF models
(δa) for varying the absolute growth threshold la. The
predictors are grouped into the classes type frequency-
based (|F |), token frequency-based (fr, z̄(p)), and
dissemination-based (DU

w , DT
w , Qw).

Figure 3: Feature importances of MFEP RF models
(δr) for varying the relative growth threshold lr. The
predictors are grouped into the classes type frequency-
based (|F |), token frequency-based (fr,z̄(p)), and
dissemination-based (DU

w , DT
w , Qw).

importance loadings for varying la and lr (Table
4, Figure 2, Figure 3). While |F | is again the best
predictor overall, z̄(p)much more clearly comes
out as the second-best predictor: especially for δr,
it steadily increases with higher values for lr and
even surpasses |F | for lr = 2.2.

These results indicate that while the family size
is most predictive of morphological family growth
in general, high growth rates are particularly likely
for families of trending parents (most of which
have initially small family sizes). An example for
the second case is the burst in the “trump” fam-
ily illustrated in Section 1. This would explain
how small morphological families can grow in the
first place given the overall dominating importance
of a large family size: small families need exoge-
nous forcing (Altmann et al., 2011), i.e., external
events leading to a burst in token frequency and
a subsequent increase in type frequency. In order
to test this hypothesis, we retrain the model for
δa on small families (1.5 ≤ |F | ≤ 1.6), varying

la

0.0 0.2 0.4 0.6 0.8 1.0 µ± σ

fr .175 .187 .196 .193 .165 .190 .184±.011
z̄(p) .222 .216 .223 .253 .269 .234 .236±.019
DU

w .183 .198 .190 .181 .179 .190 .187±.006
DT

w .212 .196 .201 .192 .195 .233 .205±.014
Qw .208 .202 .190 .181 .192 .153 .188±.018

Table 5: Importance loadings for individual features
with small families (1.5 ≤ |F | ≤ 1.6). Features as
in Table 3. Importance loadings are calculated for dif-
ferent values of the thresholds la. Highest importance
loadings for features are highlighted in gray, second-
highest in light gray.

0.0 ≤ la ≤ 1 (which is the range of δa for families
of that size); z̄(p)has the highest feature importance
for all values of la (Table 5).8

Furthermore, it is interesting to note that the
frequency-based as well as the dissemination-based
measures are considerably clumped together in
feature importance space for absolute growth δa,
with the frequency-based predictors topping the
dissemination-based ones. This is in line with re-
cent work on the relative importance of frequency
and social dissemination in lexical change (Stewart
and Eisenstein, 2018). Higher values in these fea-
tures correlate with a higher likelihood of growth,
except for topicality: here, growth is more likely
with lower topicality, which as discussed above
indicates higher topical dissemination.

Length of i(c) and i(p). In previous experiments,
the length of i(c) and i(p) was set to 18 and 6
months, respectively. We now analyze how the
choice of the interval length, specifically of the
length of i(c), influences the performance of our
MFEP model. We retrain the model for 0.0 ≤
la ≤ 4.8 and 1.0 ≤ lr ≤ 2.2 with |i(c)| = 12 and
|i(c)| = 24, i.e., the context intervals are six months
shorter and longer than previously. The length of
the probe interval is kept unchanged, |i(p)| = 6.

The performances of the two MFEP models is
comparable with |i(c)| = 18 (Table 3). Both show
top performance at la = 4.8 and lr = 2.2. How-
ever, it is interesting to note that the performance
with |i(c)| = 12 tends to be better than |i(c)| = 24
with large values for la and lr, but worse with
smaller values, suggesting that shorter context inter-
vals have an advantage in predicting large increases
in family size while longer context intervals have
an advantage in predicting smaller increases.

8Even smaller families do not allow to vary la on such a
large range due to data sparsity, but show similar results.



New children. In our main study design, growth
in the families is not necessarily due to new chil-
dren being added to the family, i.e., due to an in-
crease of |F̃n|. A rare but established English word
w ∈ F̃o that only occurs a couple of times in the
data counts as much to the growth as an innova-
tive form. Here, we try to exclude fluctuations due
to F̃o by excluding all words in the data that are
listed on a comprehensive list of English words
encompassing over 400,000 word types, an inde-
pendent estimate of established words.9 Training
the model on the resulting data, we find that accu-
racies tend be be higher for δa10 but lower for δr
than corresponding accuracies on the full dataset
(Table 3). This result indicates that our model is
not only capable of forecasting the evolution of the
entire family but also of predicting the birth of new
morphological children.

Error analysis. The segmentation algorithm is
doomed to produce a certain number of false pos-
itives. To get a clearer picture of its accuracy, we
manually examine 500 randomly selected families
from one month in the data. Macro-averaged over
families, 8.8% of the words are errors, i.e., they do
not belong to the morphological family assigned
by the algorithm. However, the error rate is not
distributed evenly: only 10 of the 500 families are
responsible for more than 60% of the errors.

One frequent source of erroneous segmentations
is incorrect orthography. The word “representa-
tives”, e.g., is frequently written as “represenatives”
due to its being pronounced without the conso-
nant “t”. The algorithm then segments “represe-
natives” into “re+pre+senate+ive+s” and adds it
to F̃ (“senate”). Another frequent case is the er-
roneous segmentation of emphatical repetitions of
vowels, e.g., “heyy” is segmented as “hey+y” and
added to F̃ (“hey”). Such false positives are a ma-
jor source of distortion in the data.

7 Related work

Morphological families and productivity. The
concept of morphological families was introduced
in psycholinguistic work on lexical processing
(Schreuder and Baayen, 1997; de Jong et al., 2000;
del Prado Martı́n et al., 2004). These studies show
that response latencies in lexical decision are not
only influenced by token frequency but also by type

9The list is available on https://github.com/
dwyl/english-words.

10We only trained the model for 0 ≤ la ≤ 3.2 since there
was not enough data for larger threshold values.

frequency, i.e., the size of their morphological fam-
ily. Morphological families have also been used for
analyzing lexical change on historical time scales
(Keller and Schultz, 2013, 2014). However, this
work is not comparable to our study since it relies
on dictionaries, which typically exclude the trans-
parently formed, non-entrenched words in F̃n we
are interested in (Bauer, 2001).

The main question of our study (how can we
predict the growth of morphological families?) is
related to a long-standing problem in traditional
linguistic scholarship, i.e., what factors influence
morphological productivity. The productivity of a
morpheme is defined as its propensity to be used in
novel combinations and traditionally understood to
refer to bound morphemes (Haspelmath and Sims,
2010). Pierrehumbert and Granell (2018) highlight
the fact that morphological productivity, just as
morphology (Rácz et al., 2015) and other compo-
nents of language (Labov, 1963) in general, is heav-
ily influenced by social variation. Social groups
differ in the morphological patterns they use and
in the extent to which they extend these patterns to
new words. This makes morphological productivity
an exciting new area for future research in compu-
tational social science, and it further underscores
the relevance of MFEP for that field.

Derivational morphology in NLP. Deriva-
tional morphology has received increasing atten-
tion in NLP recently. Key challenges include seg-
menting (Cotterell et al., 2016; Luo et al., 2017;
Cotterell and Schütze, 2018), modeling the mean-
ing (Lazaridou et al., 2013; Kisselew et al., 2015;
Padó et al., 2016; Cotterell and Schütze, 2018), and
predicting the form (Vylomova et al., 2017; Cot-
terell et al., 2017; Deutsch et al., 2018) as well as
morphological well-formedness (Hofmann et al.,
2020) of derivatives. Whereas all these studies ap-
proach derivational morphology from a synchronic
standpoint, MFEP is to the best of our knowl-
edge the first computational task that addresses
diachronic aspects of derivation.

Lexical change in social media. Language
change (Croft, 2000; Bybee, 2015) is most visible
on the lexical level. New words like “detrumpify”
attract attention, often becoming the subject of pub-
lic discourse (Metcalf, 2002). Since innovations
are taking place at a much faster rate on internet
media (Crystal, 2004), social media have become
a central resource for studies on lexical change
over the last decade (Altmann et al., 2011; Garley

https://github.com/dwyl/english-words
https://github.com/dwyl/english-words


and Hockenmaier, 2012; Danescu-Niculescu-Mizil
et al., 2013; Grieve et al., 2016; Kershaw et al.,
2016; Sang, 2016; Stewart and Eisenstein, 2018;
del Tredici and Fernández, 2018).

One central question in this field is: what fac-
tors determine whether a word will survive in the
lexicon of an online community? Usage frequency
is a well-known factor that influences the evolu-
tion of a word at historical time scales (Pagel et al.,
2007). Studies on lexical change in online groups
have shown that this is also true for shorter time
scales (Altmann et al., 2011; Stewart and Eisen-
stein, 2018). Another main factor is the dissemina-
tion of a word, i.e., how widely a word is spread
across different social and linguistic contexts. Gen-
erally, the more disseminated a word is, the more
likely it is to grow. This holds for social dissemina-
tion across users and threads (Altmann et al., 2011)
as well as linguistic dissemination across different
lexical collocations (Stewart and Eisenstein, 2018).

The studies mentioned so far focus on token fre-
quency. An exciting new approach looks instead at
the meaning of words using diachronic word em-
beddings (Hamilton et al., 2016). del Tredici et al.
(2019), e.g., explore short-term meaning shifts
on Reddit and identify considerable changes even
within a period of eight years.

A main goal of this study is to add a third ap-
proach to studies on lexical change in social me-
dia besides word frequency and word embeddings:
word families. From a linguistic point of view,
these three approaches can be viewed to be com-
plementary: whereas word frequency is context-
independent, both word embeddings and word fam-
ilies reflect context-sensitive measures. However,
while word embeddings reflect proximity on the ut-
terance level (which words are close to each other
in spoken sentences?), word families reflect prox-
imity on the system level (which words are close to
each other in the mental lexicon?).

8 Conclusion

In this paper, we have proposed MFEP (Morpho-
logical Family Expansion Prediction), a new task
that aims at predicting how morphological families
evolve over time. We have shown that changes in
morphological family size provide a fresh look at
topical dynamics in social media, thus complement-
ing token frequency as a metric.

Furthermore, we have presented a random forest
model for MFEP that achieves very good accura-

cies, particularly in predicting extreme growth in
morphological family size. The strongest predictor
of growth is the morphological family size itself,
an endogenous factor. However, the initial growth
of small families is mainly driven by the trend-
ing behavior of the parent, an exogenous factor.
This reflection of external events makes morpho-
logical families a promising tools for various fields
drawing upon NLP techniques for tracing temporal
dynamics in text (e.g., virality detection).

Overall, we see our study as an exciting step in
the direction of bringing together computational so-
cial science and derivational morphology. In future
work, we intend to further fine-tune our method-
ological apparatus for tackling MFEP.
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