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Abstract

Knowledge Graphs are widely used in many different domains such as search
engines, social networks and recommendation systems. They are usually cre-
ated by aggregating data from different domains and data sources which intro-
duces ambiguous entities and ambiguous relations in the Knowledge Graph.
Ambiguous entities are resolved with the existing entity resolution approaches.
In this thesis, we introduce a novel framework capable of relation disambigua-
tion in Knowledge Graphs. The core component of the presented framework is
the proposed Relation Disambiguation algorithm which is able to identify and
disambiguate ambiguous relations in a Knowledge Graph. The algorithm splits
ambiguous relations into multiple unambiguous relations based on clustering
assignments obtained in the latent space of relation-specific entity embeddings.
These embeddings are computed on the basis of RESCAL’s tensor factorization
results for the input Knowledge Graph. The relation disambiguation frame-
work is evaluated on three different benchmark Knowledge Graph datasets
and the obtained results show that the Relation Disambiguation algorithm en-
riches the semantics of a Knowledge Graph which at the same time leads to a
RESCAL factorization for a Knowledge Graph with disambiguated relations
that achieves improvements in the link prediction performance.
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Chapter 1

Introduction

In today’s digital era, data is one of the most important assets that trans-
forms and moves the world forward. Many organizations and business govern
their decisions based on the extracted insights from the available data. In or-
der to extract knowledge and uncover the semantics behind the vast amounts
of heterogeneous data that are being generated every day, the data is struc-
tured into a set of triples which specify the relationships between the existing
concepts in the data. The set of triples provides a domain-specific knowledge
base which is organized into a Knowledge Graph. Knowledge Graphs model
the information present in the data in terms of entities which represent real-
world concepts and relations which represent different types of relationships
that exist between these concepts. The entities and the relations found in the
data are organized in a graph structure which encodes the semantics of the
domain that has been modeled.

Knowledge Graphs are widely used in many different domains such as search
engines, chatbots, social networks, recommendation systems and biomedicine.
One of the most popular examples for a commercial Knowledge Graph is the
Google Knowledge Graph which is used in search results enhancement and
in the Google Assistant. Google Knowledge Graph covers different categories
of entities such as artists, paintings, movies, books, countries and cities and
models 70 billion triples that exist between the entities. The ability to encode
domain semantics in an intuitive way that can be efficiently queried and the
potential of discovering valuable insights from the Knowledge Graphs inspired
many companies to transform their data in knowledge base which is modeled
by a Knowledge Graph. Such example is the Linkedin Knowledge Graph [1]
which is used to extract valuable consumer analytics information. The entities
in this Knowledge Graph are the Linkedin users, skills, jobs and companies.
The relations specify different relationships such as the current company of a
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user or users professional skills.
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Figure 1.1: Subgraph for the relation organization_membership in the Freebase
Knowledge Graph

Knowledge Graphs are usually created from individual user contributions
and by merging and aggregating data from different domains and data sources.
For example, the Freebase Knowledge Graph, which contains general facts
about the world, was created by aggregating entities and relations from dif-
ferent online encyclopedias and databases such as Wikipedia, NNDB!, Mu-
sicBrainz, as well as from user-submitted wiki contributions. As a consequence
of the creation process, Knowledge Graphs contain ambiguous entities and re-
lations. Ambiguous entities are resolved by the existing Entity Resolution
approaches. However, in the focus of this thesis are the ambiguous relations.
Figure 1.1 shows a subgraph for the relation organization_membership from the
Freebase Knowledge Graph. This subgraph illustrates that the relation organi-
zation_membership models the facts that Japan is a member of the World Bank,
Hillary Clinton is a member of the Girls Scout America and that Stanford is
a member of the American Association of Universities. These facts indicate
that there are multiple semantically different kinds of memberships modeled
with only one relation. Therefore, the relation organization_membership is am-
biguous since organization membership in this context can represent different
kinds of memberships.

In this master thesis, we created a novel framework that performs rela-
tion disambiguation in Knowledge Graphs. The proposed framework is based
on our Relation Disambiguation algorithm which discovers and disambiguates

Notable Names Database (NNDB) is an online database of biographical details of over
40,000 people of note
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ambiguous relations into multiple relations with clear semantics. The steps
of detecting ambiguous relations and their further disambiguation are based
on clustering assignments obtained in the latent space of relation-specific en-
tity embeddings. These embeddings are computed on the basis of RESCAL’s
tensor factorization results for the input Knowledge Graph.

The RESCAL method models the interactions between the latent features
for a relation with an interaction matrix. The interaction matrices for am-
biguous relations need to capture interactions on multiple semantic levels. By
splitting ambiguous relations into multiple unambiguous relations, each inter-
action matrix captures only interactions between entities that share the same
semantic which is easier to be modeled by the bilinear RESCAL method.
Therefore, within the scope of our framework, we evaluate the effect of the
Relation Disambiguation algorithm on the link prediction performance of the
RESCAL method by performing experiments on the FB15k, FB15k-237 and
WN18 benchmark Knowledge Graph datasets. Additionally, we evaluate the
detected ambiguous relations from a semantical point of view. The obtained
results show that the Relation Disambiguation algorithm is capable of detect-
ing ambiguous relations. The semantic evaluation has shown that relation
disambiguation enhances the semantics of the Knowledge Graph. The im-
provements in the link prediction performance achieved on all datasets used
in the experiments prove that the RESCAL method benefits and is improved
from enrichment of the Knowledge Graph semantics.
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Related Work

Relational machine learning is a field which studies methods for statistical
analysis of graph data. One of the main tasks in this field are the tasks of link
prediction, entity resolution and relation disambiguation in Knowledge Graphs
[11]. A common first step towards solving link prediction and entity resolution
tasks is to encode the entities and relations in the Knowledge Graph into a
low dimensional latent-feature representations. There are many different ap-
proaches for learning low dimensional representations from Knowledge Graphs
which can be grouped into translation methods like TransE [3] and TransH
[22], factorization techniques like RESCAL [13] and HolE [12] and neural net-
work approaches like NTN [18] and MLP [5]. There many examples where
embeddings produced by these methods are applied in solving the link predic-
tion and the entity resolution tasks. Entity resolution is most often performed
only based on the similarity scores between the entities embeddings. However,
none of the embeddings produced with any of the above methods were used
for relation disambiguation. Currently, there is no related work in the field of
relation disambiguation which is applied for Knowledge Graphs.

On the other hand, relation disambiguation is a problem that is widely
explored in NLP as part of the relation extraction topic. It is used to disam-
biguate the different relations extracted between named entities in text. For
example, [4] presents an unsupervised approach for relation disambiguation
in a text based on Spectral clustering of context vectors created for pairs of
entities.
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Preliminaries

3.1 Knowledge Graphs

Knowledge graphs model information represented in triples of the form
(subject, relation, object) in a graph structure. The nodes in the graph
represent real world entities - the subjects and objects in the triples. The re-
lations in the graph, also called labeled edges, represent the different types of
relationships that exist between these entities.

Mathematically, a Knowledge Graph that models N entities and M rela-
tions can represented as a 3-dimensional tensor KG of shape (N, N, M). If
M =1, then KG corresponds to a single-relational graph’s adjacency matrix.
Therefore, a Knowledge Graph KG is defined if and only if N > 1 & M > 1.
We define KG, to be the r-th frontal slice of the tensor KG. KG, can be
seen as an adjacency matrix or a directed unweighted graph for the relation r
which specifies the edges between the subjects and objects that are connected
by relation r. A tensor entry KG;;, = 1 models the triple (¢, 7, j) and repre-
sents the existence of an edge from the i-th entity to the j — th entity in the
adjacency matrix for relation r. We define the subjects in relation r with the
following equation:

Sy = {Z ’ KGZ]T = 1, Vz, VJ S 1,,N}
Similarly, the objects for relation r are defined with the following equation:

o, ={j| KGy, =1, Vi, Vj€1,..,N}

While the existing triples are encoded with edges in the Knowledge Graph,
there are two different interpretations for the non-existing triples which are



CHAPTER 3. PRELIMINARIES

represented with zeros in the Knowledge Graph tensor. The first interpreta-
tion is based on the closed world assumption which states that non-existing
triple indicates false relationship. The second interpretation is based on the
open world assumption which states that a non-existing triple is interpreted as
unknown, meaning that the triple may or may not exist. This interpretation
is more justified than the first one since, in general, Knowledge Graphs are
known to be very incomplete [11].

3.1.1 Link Prediction

Link prediction, also known as knowledge graph completion, predicts the
existence of edges in the Knowledge Graph. It is a very important prediction
task because it adds missing triples in the Knowledge Graphs which expand
the knowledge base of triples.

3.1.1.1 Metrics

The link prediction metrics are based on the edges ranks [2]. All edges for
which we try to predict their existence are considered as positive, existing
triples. The rank of each positive edge is determined based on the rank of
its score against the scores of a set of negative edges generated for the given
positive edge. Common metrics for link prediciton results are:

1. MRR: The average of the reciprocal ranks of all positive edges (higher
is better, best is 1).

2. HitsQK: A fraction of positive edges that rank in top K among their
negatives (higher is better, best is 1). Common values used for K are 1,
3 and 10.

3.2 RESCAL

The RESCAL method [13] is a tensor factorization approach which factorizes
each frontal slice KG, as:

KG, ~ ER,ET, forr=1,...M (3.1)

In equation 3.1, F is a N x D matrix that contains the embeddings of the
entities in KG. These embeddings encode the Knowledge Graph entities into
a D dimensional latent-feature vector representations. R, is an asymmetric D
x D matrix which models the interactions of the latent features for the r-th
relation in the Knowledge Graph. This equation implies that the entities have
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a global and unique latent-feature representation, regardless of their occurrence
as subjects or as objects in a relation, as they are represented both times by the
matrix F. The asymmetry of the matrix R, allows modeling the occurrence
of the entities as subjects or objects for the relation r by computing different
estimates for the existence of the triples (i, r, j) and (j, 7, .7).

RESCAL can also be seen as a latent-feature model which explains triples via
pairwise interactions of latent features [11]. Based on the equation 3.1, the
score of a triple (i,7,j) can also be written as:

D D
fijT = ezTRTej = Z Z RabrEianb (32)

a=1 b=1

This equation implies that RESCAL is a bilinear model since the interactions
between the entity embeddings are captured using multiplicative terms.

The global entity latent-feature representations in the £ matrix can be seen
as semantic entity embeddings in a sense that two representations are close in
the latent-feature space if the corresponding entities are connected to similar
entities via similar relations. For instance, if the triples (i, r, j) and (p, r, j)
exist for the relation r, then in order to correctly predict the existence of these
triples by the RESCAL model, the embeddings for the i-th entity and p-th
entity must be similar. As a consequence, entities with many similar observed
relations will have similar latent-feature representations.

The parameter that has highest influence on the complexity and therefore
on the performance of the RESCAL model is the dimensionality D of the
latent-feature space. A small value for D can lead to a simple model which
is unable to explain the entities semantics and properly model the different
interactions between the latent-features. On the other hand, a large value
for D can produce a complex model which leads to overfitting in the training
procedure.

3.2.1 Training Procedures

The training procedure for the RESCAL factorization aims to find estimates
for the entity embeddings matrix £ and the interaction matrices R, ,r =
1,...,M. The E matrix and the matrices R, are estimated with one of the
following procedures described in this section.
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3.2.1.1 RESCAL-ALS

The matrix £ and the matrices R, are computed by solving the regularized
minimization problem:

win f(E, R,) + g(F, R,) (3.3)

where
1
f(E,R,) =§<§ |KG, — ER ET||F> (3.4)

and g is the following regularization term:

o(E,R,) = %A<HEH% +y HRTH%> (35)

r=1

that is added to prevent model overfitting. The regularized minimization prob-
lem in equation 3.3 is solved with the alternating least-squares (ALS) approach
adjusted for the RESCAL method, presented in [13]. This approach uses a
sequence of efficient closed-form updates for the E matrix and R, matrices.
The training method presented in this section interprets the Knowledge Graph
based on the closed-world assumption since the minimization problem requires
predicting values close to zero for the non-existing triples in the Knowledge
Graph.

3.2.1.2 Penalized Maximum Likelihood

The matrix £ and the matrices R, are computed with penalized maximum
likelihood training procedure by minimizing the following loss function:

N N M

]IEHII%HZZZ log Ber (K Gijelo(fijr)) + >\<HE|!F+ZHR Hp) (3.6)

i=1 j=1 r=1

where fijr is the prediction of the RESCAL model for the triple (z,7, ) com-
puted with the equation 3.2 and o is the sigmoid function [11]. This loss
function can be optimized with the Stochastic Gradient Descent Algorithm
(SGD) [17]. This training method also interprets the Knowledge Graph based
on the closed-world assumption.

3.2.1.3 Pairwise Loss

The training procedures described in sections 3.2.1.1 and 3.2.1.2 estimate the
parameters of the RESCAL model by using the existing triples as well as all

10
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of the non-existing triples in the Knowledge Graph. Since Knowledge Graphs
are generally sparse, considering all of the non-existing triples can lead to
scalability issues during training [11]. An alternative approach is the pairwise
loss training procedure. In order to define this method, we introduce the
following sets of triples of size T: D™ is a set of all existing (positive) triples in
the Knowledge Graph and D~ is a set of non-existing (negative) triples created
by generating one negative triple for each of the positive triples. The pairwise
loss method obtains the estimates of the RESCAL parameters by minimizing
the following objective function:

i 3 2 (fo). Fo)) + oA (HEH% D> ||Rr||%) (37)

where (2,4) and (z;) are triples from the sets DT and D~ and f, is the
RESCAL prediction for a triple x given in the equation 3.2. L is the following
margin-based ranking loss function:

L(f*. f7) = max(1+ f~ — f*,0) (3.8)

where f* and f ~ are the scores for a positive and a negative triple, respec-
tively. The main advantage of the pairwise loss training procedue is that it
relaxes the closed-world assumption through the usage of the margin-based
ranking loss function. This loss function does not require the negative triples
to be predicted close to zero, they just need to be sufficiently smaller than the
corresponding positive triples. This training method is also optimized by SGD
or any of its extensions.

3.3 Spectral Clustering

Spectral clustering [10] is a clustering algorithm that aims to find a partition-
ing of the graph that produces the optimal graph cut. The Spectral clustering
algorithm computes clusters by performing the following steps for a given set
of p data points w1, ..., ¥, and some notion of similarity s;; between all pairs of
data points x; and z;:

1. Construct a similarity graph from the data points.

2. Compute a Laplacian Matriz based on the similarity graph.

3. Perform eigendecomposition of the Laplacian Matriz from step 2.

4. Find k clusters in the space of the first k eigenvectors of the Laplacian

matrix using for example the k-means algorithm.

11
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3.3.1 Similarity Graph

The similarity graph for a set of p points represents a weighted symmetric
adjacency matrix of shape (p,p). It models the local neighborhood relation-
ships that exist between the data points [8]. There are three different types of
similarity graphs:

e k-nearest neighbor graphs: In this type of graphs, a node i is con-
nected to a node j if j is among the k-nearest neighbors of i. However,
this definition leads to a construction of a directed similarity graph be-
cause the neighborhood relationship is not symmetric. There are two
ways to transform this graph into undirected graph:

— The directions of the edges are ignored and node i is connected
to node j with an undirected edge if ¢ is among the the k-nearest
neighbors of j or j is among the k-nearest neighbors of 7. This
graph is usually called k-nearest neighbor graph.

— A node 7 is connected to a node j if ¢ among the the k-nearest
neighbors of j and 7 is among the the k-nearest neighbors of 7. This
graph is called mutual-k-nearest neighbor graph.

e The e-neighborhood graph: This similarity graph connects all nodes
whose pairwise similarity is greater than e.

e The fully connected graph: This similarity graph connects nodes
with positive pairwise similarity.

The edges in these similarity graphs are weighted by the corresponding pairwise
similarities between the nodes.

3.3.2 Eigengap heuristic

Choosing the optimal number of clusters is a general problem for all clus-
tering algorithms. A heuristic suitable for the Spectral clustering algorithm is
the eigengap heuristic presented in [8]. This heuristic considers the eigenvalues
of the Laplacian matrix. The aim of this heuristic is to choose the number of
clusters such that all eigenvalues Ay, ..., Ay are very small, but Ay is relatively
large. The major justification for this heuristic comes from the fact that in the
case that there are k£ connected components in the similarity graph, the eigen-
value 0 has multiplicity £ and Axy; > 0 for the eigenvalues of the Laplacian
matrix.

12
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Multiple larger eigengaps can occur in the eigenvalues of the Laplacian ma-
trix. In order to find the position of the first larger eigengap, for each of the p
eigenvalues we define an eigengap score that is computed with the following
equation:

0, ifn=1
wS T N+ (L= w) A = M|, nE2,..,pw e 0,1]
(3.9)
As can be seen in this equation, a weight w is introduced for the computation
of the eigengap score. It represents a trade-off between the eigengap in the
n-th position and the negative cumulative sum of eigenvalues in the first n — 1
positions. This equation gives preference towards computing higher eigengap
scores for the first larger eigengaps. After computing the eigengap scores, the
optimal number of clusters £ is found by selecting the position of the highest
eigengap score with the following equation:

etgengap_score, =

k = arg mgx{eigengap,scorek | kel, .. p} (3.10)

3.4 Hierarchical Clustering

Hierarchical clustering [9] is a clustering algorithm which builds a hierarchy
of clusters with the following procedure: Initially, each data point is assigned
into its own cluster. In each step of the algorithm, based on the similarity
measure between the data points and on the linkage criteria, the two most
similar clusters are merged into one cluster. The algorithm terminates either
when the desired number of clusters is obtained or when there are no clusters
whose similarity is greater than a predefined similarity threshold.

A common measure used to evaluate the clusters computed with Hierarchical
clustering is the silhouette score [16]. It is a measure that indicates how similar
an object is to its own cluster compared with other clusters. The range of
the silhouette score is between -1 and +1. A value close to 1 indicates that
the object is well matched to its own cluster and poorly matched to other
clusters. The silhouette measure for a set of data points with corresponding
clustering assignments is calculated by taking the average of the silhouette
scores computed for all data points.

13
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Relation Disambiguation
Framework

A core component of the proposed Relation Disambiguation Framework in
this thesis is the Knowledge Graph Relation Disambiguation algorithm
which is able to detect and disambiguate ambiguous relations in a Knowledge
Graph. Our algorithm is based on the assumption that an ambiguous relation
contains multiple semantically different groups of entities such that subject en-
tities tend to densely connect to object entities only within the same semantic
group and sparsely connect to entities in different semantic groups. Therefore,
the proposed algorithm aims to group subject entities into subject clusters and
object entities into object clusters for a relation and then discovers semantic
groups in a relation based on the observed connection patterns between these
clusters. The algorithm outputs a new Knowledge Graph that contains un-
ambiguous relations from the input Knowledge Graph as well as new relations
that were produced in the relation disambiguation step.

In order to test our hypothesis that relation disambiguation improves link
prediction performance of the RESCAL model, as part of our framework, the
new Knowledge Graph with disambiguated relations is also factorized with the
RESCAL method. This factorization is then used to compare link prediction
performance between the RESCAL model computed for the input Knowledge
Graph and RESCAL model computed for the Knowledge graph with disam-
biguated relations.

To summarize, the Relation Disambiguation Framework provides the follow-
ing main functionalities:

1. RESCAL tensor factorization on the input Knowledge Graph.

14
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2. Computation of relation-specific subject and object embeddings.

3. Identification of semantic subgroups with respect to a specific
relation.

4. Detecting ambiguous relations.
5. Disambiguation of ambiguous relations.

6. Evaluation on the effect of Knowledge Graph relation disam-
biguation on link prediction performance of the RESCAL method.

The first section in this chapter presents the general steps of the Relation
Disambiguation algorithm. The idea and intuition behind each of the steps
in the algorithm are afterwards explained in detail in the subsequent sections
in this chapter. The last section of this chapter explains the required changes
implemented in the framework for computing the link prediction metrics on a
Knowledge Graph with disambiguated relations.

15
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4.1 Relation Disambiguation Algorithm

Algorithm: Knowledge Graph Relation Disambiguation

N =

10
11

12

13

input: KG - Knowledge graph tensor of shape (IN, N, M), where

N = number of entities in the knowledge graph,
M = number of relations in the knowledge graph

Factorize KG using RESCAL
for each relation r in KG do

Compute embeddings for subject entities in relation r using
RESCAL factorization
Compute embeddings for object entities in relation r using
RESCAL factorization
Cluster subjects for relation r by subject embeddings
Cluster objects for relation r by object embeddings
Detect whether relation r is ambiguous using subject
clusters and object clusters
if relation r is ambiguous then
Disambiguate relation r by splitting it onto k,
unambiguous relations
else
Copy the slice for relation k into the output knowledge
graph
end

end
output: Disambiguated knowledge graph tensor of shape (NN, N, K)

where IN = number of entities in KG, K >= M and

M Splits for relation r, if r is ambiguous relation
K= Z Fry ko = 1 otherwise
r=1 ?

4.2 Relation-Specific Subject and Object Em-

beddings

As mentioned in section 3.1, Knowledge Graphs are represented as a 3-
dimensional tensor where the slice for each relation represents an adjacency
matrix that specifies the existing edges within a relation. Therefore, the first
step towards identifying semantic groups in a relation in the input Knowledge
Graph is to encode the entities into embeddings which represent real-valued
latent-feature vectors representations. These embeddings allow notion of sim-

16
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ilarity to be defined between the entities with respect to a relation which can
be used to cluster the entities in a relation into groups.

Semantic embeddings for the entities in the input Knowledge Graph are ob-

tained by factorizing the input Knowledge Graph with the RESCAL method.
As explained in section 3.2, the matrix E produced by the RESCAL factor-
ization holds the global embeddings for the entities in the Knowledge Graph.
However, entities in the Knowledge Graph usually appear in multiple rela-
tions which means that some latent features are more important than other
latent features for certain relations. For example, the entity Hillary Clin-
ton in the Freebase Knowledge Graph participates in relations like organi-
zation_membership, religion and celebrity_friendship. One can assume that
important features for determining Hillary Clinton’s membership to the or-
ganization Girls Scouts of America are her gender and nationality. However,
her gender and nationality are probably far less discriminative features for
predicting her friendships with celebrities for which her profession is a more
important feature for this relation.
This example illustrates that each relation has certain semantics and the global
entity embeddings are unable to capture the specific semantics for a given re-
lation. Therefore, in order to obtain semantic embeddings for a relation, our
aim is to compute entity embeddings specific for each relation that are able to
capture the most discriminative features in each relation. Moreover, we would
like to have two sets of relation-specific embeddings for a relation - the first
set should contain embeddings for the subjects in a relation and the other set
should contain embeddings for the objects in a relation. Additionally, each
embedding should encode the information whether the corresponding entity
appears as a subject or as an object in a given relation.

In order to obtain relation-specific subject and object entity embeddings for
a given relation r, we use the interaction matrix R,., also provided by the initial
RESCAL factorization on the input Knowledge Graph.
Concretely, let e, be the vector containing the global embedding for the k-th
entity in the knowledge graph. This embedding vector is obtained by subset-
ting the k-th row of the global entity embedding matrix E, e, = Elk,:]. Then,
the relation-specific embedding for the subject 7 in the relation r is computed
with the following equation:
Sir = eiRr (4]_)

On the other hand, the relation-specific embedding for object j in the relation
r is computed with the following equation:

0jr = Ry (c))" (4.2)

17
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Based on the above equations, the relation-specific embeddings for the
subjects in the relation r can be seen as a linear transformation applied on the
global embeddings for the subjects in relation r by taking linear combinations
with the rows of the interaction matrix R,. The relation-specific embeddings
for the objects in the relation r can also be seen as a linear transformation
applied on the global embeddings for objects in relation r. The only difference
is that the rotation on the global object embeddings is performed by taking
linear combinations with the columns of the interaction matrix R,.

Figure 4.1 presents the relation-specific subject and object embeddings for
the entities in the relation organization_membership These embeddings are
computed with the steps and formulas presented in this section. Their dimen-
sionality is reduced to 2 dimensions by applying the t-SNE algorithm [20].
The left subplot in this figure shows that subject embeddings preserve the se-
mantic similarity between the subjects entities in this relation. As can be seen
in this subplot, the embeddings for country entities like Germany and Libya
are located close in the latent-feature space to embeddings for other country
entities such as United Kingdom and Central African Republic. On contrary,
the countries are positioned far from the two other obvious groups of entities
that can be noted in the latent-feature space: universities and famous persons
like scientists, artists and politicians.

Similar can be said for the object embeddings shown on the right subplot
where it can be seen that entities which represent association of countries like
European Union and African Union lie in a neighborhood with entities that
represent institutions in which countries participate such as World Bank and
World Trade Organization. This embedding neighborhood lies far from the
neighborhood which mainly consists of academic, art and female organizations.

4.3 Clustering Subject and Object Embeddings
in a Relation

The relation-specific embeddings are used as an input to two independent
clustering steps:

e Clustering subjects in a relation with the Spectral clustering
algorithm. The cosine similarities between subject embeddings are
used to construct an e-neighborhood similarity graph for the sub-
jects in the relation.

e Clustering objects in a relation with the Spectral clustering
algorithm. The cosine similarities between object embeddings are
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Figure 4.1: Subject embeddings and object embeddings for relation organiza-
tion_membership

used to construct an e-neighborhood similarity graph for the objects
in the relation.

In both clustering steps, the normalized Laplacian matrix is constructed

from the similarity graph and the number of clusters is chosen with the eigen-
gap heuristic explained in section 3.3.2.
The figures 4.2 and 4.3 show the eigenvalues of the normalized Laplacian ma-
trices obtained with application of the clustering steps for the relation organi-
zation_membership. In both figures, the first three eigenvalues are very small
and the gap is largest between the 3rd and the 4th eigenvalue (in figure 4.2
first two eigenvalues are zeroes). The figure 4.1 shows that subject and object
embeddings are well separated in the latent-feature space. Consequently, the
eigenvalues for the graph Laplacians confirm the intuition that there are no
overlapping clusters for the subjects and objects in this relation. By employing
the eigengap heuristic, the optimal number of clusters for subjects and objects
in this relation is set to 3.

Figure 4.4 visualizes the clustering assignments for subject entities and ob-
ject entities in the relation organization_membership computed with Spectral
clustering algorithm by setting the number of clusters to 3 for the both cluster-
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Figure 4.2: Normalized Laplacian eigenvalues - subjects clustering for relation
organization_membership

ing steps. The color of each entity embedding in the left and right subplots of
this figure marks the cluster for the corresponding entity. The left subplot il-
lustrates that Spectral clustering is able to group semantically similar subjects
into same clusters since the largest cluster consists of country entities and the
two other clusters consist of university entities and famous individuals entities.
The pink objects cluster on the right subplot has clear semantic meaning be-
cause it groups entities representing organizations whose members are different
countries. The other two object clusters consist mainly of academic institu-
tions. However, a bit ambiguity in the semantics of these two clusters is added
by the existence of entities such as political parties or business organizations
like IAB (Internet Advertising Bureau).

4.4 Identifying Ambiguous Relations

Ambiguous relations in the knowledge graph are detected with the following
procedure:

1. A bipartite graph is constructed for a relation where one set of nodes
consists of subject clusters in the relation and the other set of nodes
consists of object clusters in the relation. The weight of an edge from a
node of the subject cluster to a node of the object cluster in the bipartite
graph represents the aggregated number of edges from the input knowl-
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Eigenvalues - organization membership community detection
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Figure 4.5: Normalized Laplacian Eigenvalues - Community detection on the
bipartite graph for the relation organization_membership
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Figure 4.6: Bipartite graph for the relation organization-membership
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edge graph going from any of the entities in the subject cluster node to
any of the entities in the object cluster node.

The bipartite graph for the relation organization_membership is shown
in the figure 4.6. The three nodes in the left part of the graph represent
the three clusters obtained by clustering the subject embeddings in the
relation. Similarly, the three nodes in the right part of the graph rep-
resent the three clusters obtained by clustering the object embeddings
in the relation. The subject cluster labeled with scl.0 in the bipartite
graph is the cluster which contains the country entities. The object
cluster labeled with ocl 0 contains the different organizations in which
the countries participate. Therefore, the edge weight 694 for the edge
from scl_0 to ocl_0 means that there are in total 694 edges in the input
knowledge graph from countries to the organizations whose members are
different countries.

2. The bipartite graph from the previous step is used to detect communi-

ties in a relation. The communities are detected with Spectral clustering
algorithm and the number of communities is again chosen with the eigen-
gap heuristic. The similarity graph for the Spectral clustering is directly
constructed from the edge weights in the bipartite graph.
The eigenvalues of the normalized Laplacian matrix for the bipartite
graph of the relation organization-membership are shown in figure 4.5.
The largest eigenvalue gap between the 3rd and the 4th eigenvalue indi-
cates the existence of three non-overlapping communities in this relation.
These three identified communities are shown in figure 4.7. The cluster
nodes which are part of the same community are displayed with same
color in the plot.

3. A relation is defined as ambiguous if the spectral clustering of
the bipartite graph detects more than one community.

Our aim by clustering RESCAL subject and object embeddings is to group
semantically similar entities into same clusters. The pattern of connections
between these clusters of subject and object entities in a relation is examined
with the construction of the bipartite graph. If subject clusters nodes tend to
densely connect to only certain object clusters nodes and sparsely connect to
all other object clusters nodes, then this pattern is a clear indicator for the
existence of semantically different groups of entities within a relation. More-
over, such bipartite graph exhibits strong community structure where each
community contains entities from the input Knowledge Graph that share sim-
ilar semantics. For example, the blue community in figure 4.7 for the relation
organization_membership corresponds to a subgraph of the graph for the rela-
tion in the input Knowledge Graph whose entities are different countries and
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Figure 4.7: Detected communities in the relation organization_membership

organizations in which these countries participate. The orange community
corresponds to another subgraph of the graph for the relation in the input
Knowledge Graph whose entities are famous individuals and organizations like
academies or political parties in which these individuals are members. The
green community corresponds to the last non-empty subgraph of the graph
for the relation in the input Knowledge Graph that contains universities and
the academic organizations Aau.edu (Association of American Universities)
and American council of learned societies in which universities are members.
These subgraph additionally contains three edges from companies to IAB en-
tity.

Based on the above example which justifies our intuition, we determine the
ambiguity of a relation based on the number of detected communities in the
bipartite graph with Spectral clustering. If only one community is detected
in the bipartite graph, then the corresponding relation is not considered as
ambiguous and remains part of the output knowledge graph. Otherwise, rela-
tions having more than one community are considered as ambiguous and are
disambiguated with the algorithm described in the next subsection.

4.5 Relation Disambiguation

Ambiguous relations in the knowledge graph are disambiguated by applying
the following two steps:

1. An ambiguous relation is splitted into k& new unambiguous relations,
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where k is equal to the number of communities in the bipartite graph for
the relation.

Referring to the example for the relation organization_membership, this
relation is splitted into the following three unambiguous relations:

e organization_country_membership
e organization university_membership

e organization_person_membership

2. The final step in relation disambiguation involves reassignment of the
edges from the ambiguous relation to the newly created unambiguous
relations. The edges of an ambiguous relation are reassigned by consid-
ering the following two cases:

e Ambiguous relation edge in the dataset used for training:
Ambiguous edges in the training set are reassigned to only one of the
newly created unambiguous relations based on the edges community
memberships. Specifically, an edge for which the subject entity
cluster and object entity cluster belong to the same community in
the bipartite graph is assigned to the unambigous relation for the
corresponding community. Otherwise, the given edge is assigned to
the relation corresponding to the community in which the cluster
of the edge object entity belongs.

e Ambiguous relation edge in the datasets used for validation
and testing: The relation disambiguation framework detects the
ambiguity of the relations in the knowledge graph only based on
the edges in the training set. Therefore, community memberships
of subject entity and object entity for an edge found in the test
set are unknown. Consequently, the unique unambiguous relation
assignment for the edge can’t be determined and the edge is splitted
into k new edges, one for each of the newly created unambiguous
relations. More formally, if there are n edges for an ambiguous
relation in the test set, then after relation disambiguation the test
set contains n x k edges for the disambiguated relation.

4.6 Link Prediction for Knowledge Graph with
Disambiguated Relations

The edge assignment procedure for ambiguous relations requires modified com-
putation of the link prediction metrics, explained in section 3.1.1. Concretely,
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in order to evaluate the effect of relation disambiguation on link prediction,
the metrics are computed with the following procedure:

1. MRR, Hits@10, Hits@3 and Hits@1 scores are calculated for each edge
in the test set.

2. Edges in the test set are grouped by triples having same values for (sub-
ject, parent ambiguous relation, object). Hence, the number of groups
is equal to the number of edges in the initial test set and each group
consists of:

e One edge if the edge belongs to a relation which was not identified
as ambiguous with the steps in section 4.4

e k; edges introduced when reassigning an edge from the i-th am-
biguous relation which was disambiguated into k; new relations.

3. Link prediction metrics scores are summarized on group level by tak-
ing the maximum value for each metric over the scores for the edges
in a group. For example, Hits@10 score for the i-th group on the dis-
ambiguated test dataset with test T' edges is computed by taking the
maximum value for the Hits@10 scores of the edges in the i-th group
with the following formula:

Hits@10,,0,p, = max Hits@l0;, je1,..,T. (4.3)

edge;jEgroup;

4. The link prediction metrics for the entire dataset are computed by aver-
aging the metrics scores over the groups in the test set.

An edge in the initial test set represents the existence of the link from subject
entity to object entity in the graph for the edge relation. When the relation
of the edge is detected as ambiguous, the disambiguation procedure aims to
find the most plausible unambiguous relation to assign the edge to. Hence,
the edge is replaced with an edge for each of the newly created unambiguous
relations for the relation. As a consequence, not all edges in the new test
set represent the true existence of links in the knowledge graph. Therefore,
edges in the test set of the knowledge graph with disambiguated relations are
grouped such that one group corresponds to an edge for an ambiguous relation
in the initial test set. The most plausible unambiguous relation assignment
for the edge is the relation in the group that provides highest scores for the
link prediction metrics. The relation disambiguation framework has positive
effect on link prediction if the averaged link prediction metrics on the test
set produced with the relation disambiguation algorithm are higher than the
averaged link prediction metrics on the initial test set.
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Chapter 5

Experiments

5.1 Datasets and Implementation

5.1.1 Knowledge Graph Datasets

The experiments in this master thesis are performed on the following three
benchmark Knowledge Graph datasets:

e FB15k is a dataset introduced in [3]. It is a subset of the Freebase
Knowledge Graph which models 592,213 triples in which occur 14,951
unique entities and 1,345 unique relations.

e FB15k-237 is a dataset introduced in [19]. It is a subset of the FB15k
dataset that excludes redundant relations and triples in the test set for
which corresponding inverse triple exists in the training set. This Knowl-
edge Graph models 310,116 triples in which occur 14,951 unique entities
and 237 unique relations.

e WN18 dataset, also introduced in [3], is created from the WordNet
lexical database that models different relations that exists between the
synsets (sets of synonyms) in the English language. WN18 Knowledge
graph models 151,442 triples that describe 18 different relations between
40,943 synsets in the English language.

In our experiments, each of these Knowledge Graph datasets were splitted
into corresponding training set, validation set and test set. The percentage of
triples in each set is shown in table 5.1. In order to have more samples during
model training phase for the smaller datasets, the datasets FB15k-237 and
WN18 contain higher percentage of triples in the training set than the FB15k
dataset.
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Dataset | Triples | Training set | Validation set | Test set
FB15k 992,213 81% 9% 10%

FB15k-237 | 310,096 87% 6% %
WN18 151,442 93% 3.5% 3.5%

Table 5.1: Training set, validation set and test set split ratios for the datasets
used in the experiments

5.1.2 Implementation Details

The experiments in this thesis were implemented in Python, release version
3.7.3.
The RESCAL factorizations and link prediction evaluations were performed
with the OpenKE package based on PyTorch [6]. The used PyTorch release
version was 1.1.0. Furthermore, we customized the OpenKE package by im-
plementing: L1 regularization for RESCAL model training, initialization of
the RESCAL model with pretrained embeddings and modification of the link
prediction evaluation procedures explained in section 4.6.
Spectral clustering and Hierarchical clustering algorithms were executed with
the scikit-learn package implementation [15], release version 0.21.2. The eigen-
decomposition for Spectral clustering was obtained with the numpy package
[14], release version 1.16.4. The Laplacian matrices were computed with the
scipy package [21].

5.2 RESCAL Factorization

5.2.1 Model Training

All RESCAL models in the performed experiments were trained with the
pairwise loss training procedure explained in section 3.2.1.3. The margin-
based ranking loss function with L1 regularization was optimized over
the dataset training set with the Adam optimization algorithm [7]: At each
epoch, num_batches times is sampled a batch_size of positive examples and
corresponding batch_size of negative examples (one per each positive example),
where

batch_size = |training_set|/num_batches.

For each of the datasets, we performed grid search for the hyperparameters
learning_rate and num_batches. The best convergence of the training loss
function was achieved for learning_rate = 0.0001 and num_batches = 100.
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Figure 5.1: RESCAL model training with early stopping on FB15k-237 dataset

The initial number of training epochs was set to 10000. However, in order

to prevent overfitting, for each dataset we implemented the following early
stopping procedure: On each 25-th training epoch, we store the RESCAL
model at the given epoch and evaluate the Hits@10 score on the validation
set. If the Hits@10 score does not improve after five consecutive evaluations,
the training procedure is stopped and the model computed at the epoch that
achieved highest Hits@10 score on the validation set is returned.
The early stopping procedure for the FB15k-237 dataset is illustrated on figure
5.1. The blue line in the plot corresponds to the left y-axis and shows the
training loss achieved in each epoch. The green line on the plot corresponds to
the right y-axis and it shows the Hits@10 score on the validation set computed
on every 25-th training epoch. As can be seen on this figure, the training
loss decreases fast in the initial epochs and it starts to decrease very slowly
after the 2000-th epoch. On the other hand, as expected, the Hits@10 score
also increases fast in the initial epochs and after the 3400-th training epoch it
begins to decrease. Since the decrease happens on five consecutive evaluations,
the training procedure is stopped and the RESCAL model computed in the
3400-th training epoch is returned.
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5.2.2 Hyperparameter Tuning and Model Selection

As mentioned in section 3.2, the key hyperparameter of the RESCAL model
is the embedding dimension d. The different number of entities, relations
and triples in the Knowledge Graph datasets used in the experiments require
separate tuning of the embedding dimension for each dataset. By fixing the
embedding dimension, we additionally search for the optimal L1 regularization
constant for the given embedding dimension. Therefore, for each dataset, a
grid search is performed over different pairs of embedding dimensions and
regularization constants by training a separate RESCAL model for the given
hyperparameter configuration with the procedure described in the previous
section. An optimal pair of hyperparameters for a dataset is the pair for
which the corresponding RESCAL model achieves highest Hits@10 score on
the validation set. This RESCAL model is selected as the most representative
model for the dataset and it is used as an input for the experiments performed
in the next steps of the Relation Disambiguation framework.

The hyperparameter tuning procedure for FB15k-237 dataset is shown in
figure 5.2. As can be seen in the plot, increasing the embedding dimension im-
proves the link prediction performance on the validation set, up to embedding
dimension of 50. Further increase in the embedding dimension results in worse
link prediction performance. This implies that RESCAL models with embed-
ding dimension greater than 50 are too complex for the FB15k-237 dataset and
result in overfitting. The regularization constant of 0.00001 consistently pro-
duces best results across the different dimensions. Therefore, as a best model
RESCAL model for the FB15k-237 dataset is chosen the model trained with
the embedding dimension of 50 and regularization constant equal to 0.00001.
The optimal embedding dimensions chosen by this procedure for the FB15k
and WN18 datasets were 100 and 150, respectively. The higher embedding
dimension for the FB15k can be justified by the fact that FB15k Knowledge
Graph models almost twice as many triples and contains 1,108 more relations
compared to the FB15k-237 Knowledge Graph. Although WN18 Knowledge
Graph models much smaller number of triples than FB15k and FB15k-237, it
contains almost three times more entities in its Knowledge Graph. Therefore,
a higher embedding dimension is needed to properly model the entities and
the interactions between their latent features in the WN18 Knowledge Graph.
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RESCAL model hyperparameter tuning on FB15k-237
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Figure 5.2: RESCAL model Hyperparameter tuning on FB15k-237 dataset

5.3 Clustering Relation-Specific Subject and
Object Embeddings

The RESCAL factorization of the input Knowledge Graph dataset, obtained
with the training and model selection procedures described in the previous
section, is used to compute the relation-specific subject and object embeddings.
These embeddings are calculated as described in section 4.2.

The clustering steps described in section 4.3 are executed with two clustering
algorithms: Spectral clustering and Hierarchical clustering. Each experiment
for a clustering algorithm and its corresponding hyperparameters outputs a
clustering assignments for the subjects and clustering assignments for the ob-
jects in a relation. In order to evaluate the effect of the clustering algorithms
and their hyperparameters, the next steps of the Relation Disambiguation al-
gorithm are executed for each pair of clustering assignments for subjects and
objects in a relation. Therefore, a new output Knowledge Graph with dis-
ambiguated relations is produced for each clustering experiment performed in
this section.
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In this thesis, the cosine similarity is used as a similarity measure between en-
tities when evaluating the experiments for spectral clustering and hierarchical
clustering, respectively. The motivation for using the cosine similarity comes
from the L1 regularization that is added to the training loss function for the
RESCAL model. L1 regularization tends to produce sparse entity embeddings
and sparse relation interaction matrices for the RESCAL model. Therefore,
when two entities are compared with cosine similarity by their relation-specific
embeddings, only the latent features having non-zero values in both embed-
dings are relevant in order to determine the similarity between the entities.

In this section we describe the experiments performed with Spectral cluster-
ing algorithm and Hierarchical clustering algorithm. The effect of the cluster-
ing algorithms on the detected ambiguous relations and on the link prediction
performance are then discussed in sections 5.4 and 5.5.

5.3.1 Spectral Clustering

In order to perform the clustering steps described in section 4.3 with the
Spectral clustering algorithm, two similarity graphs are constructed: one for
the subjects in a relation and the another one for the objects in a relation.
The similarity graphs are constructed based on the relation-specific subject
embeddings and relation-specific object embeddings, respectively. In this the-
sis, we experiment with two different similarity graphs: k-nearest neighbor
graph and e-neighborhood similarity graph.

5.3.1.1 k-Nearest Neighbor Graph

For the FB15k-237 dataset, we constructed multiple different subjects and
objects k-nearest neighbor similarity graphs for values of k£ in the range from
3 to 10. For a fixed value of k, the similarity graphs for the subjects and the
similarity graphs for the objects are constructed with the chosen value of &
for each of the 237 relations that exist in the FB15k-237 dataset. However, all
of the constructed similarity graphs were either sparse or dense. Sparse simi-
larity graphs have high number of connected components and each connected
component contains only a small number of entities. Spectral clustering on
such sparse similarity graphs produces clustering assignments such that each
entity is assigned to a separate cluster. If both similarity graphs for the sub-
jects and objects in a relation are sparse, then the relation disambiguation step
explained in section 4.5 will produce a large number of new relations. Learn-
ing interaction matrices that properly capture the semantics for these newly-
created relations is not feasible since each relation contains a small number of
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edges in its adjacency matrix. On the other hand, the Spectral clustering on
dense similarity graphs produces only one cluster since most of the entities are
densely connected. Therefore, dense subject and object similarity graphs for
a relation can lead to not detecting a potentially ambiguous relation as am-
biguous. Because we were unable to determine a value of k that will produce
balanced number of subject and object clusters for most of the relations in
the FB15k-237 dataset, the next steps in the Relation Disambiguation algo-
rithm based on Spectral clustering were performed only with e-neighborhood
similarity graphs.

5.3.1.2 e-Neighborhood Similarity Graph

For the construction of the e-neighborhood similarity graph, we experi-
mented with € values of 0.3, 0.5, 0.7 and 0.8 as a threshold values for the
cosine similarity between the entities in the similarity graph. For example, if
e = 0.3, then the similarity graph contains only edges between pairs of entities
having a cosine similarity greater or equal than 0.3. For a given ¢ value, &-
neighborhood similarity graphs are constructed for the subjects and the objects
in each relation of the knowledge graph datasets used in the experiments.

The different values for the e-threshold strongly influence the number of
subject and object clusters obtained for a relation.
Smaller ¢ values result in connecting less similar entities which leads to an
existence of more edges in the similarity graph. Hence, the resulting similarity
graph contains only a few connected components with higher number of entities
in each component. Consequently, Spectral clustering produces small number
of clusters on such similarity graphs.
On the contrary, higher € values result in connecting smaller number of entities
in the similarity graph. Therefore, similarity graphs constructed with a high ¢
threshold are sparse and contain a high number of connected components with
small number of entities in each component. Hence, higher number of clusters
are obtained on sparse similarity graphs with Spectral clustering.

The influence of the € value on the number of clusters is additionally illus-
trated with an example for the relation award_ceremony from the FB15k-237
Knowledge Graph. The edges in this relation specify the ceremonies on which
different awards are honored.

Figure 5.3 shows the subject and object Spectral clustering assignments for this
relation computed by constructing the e-neighborhood similarity graphs with
e = 0.7. The similarity graph for the subjects leads to identifying three clus-
ters of awards among subjects: grammy awards, emmy awards and academy
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Figure 5.3: Subject clusters and object clusters in the relation award_ceremony
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awards. The similarity graph for the objects leads to identifying two clusters of
ceremonies among the objects: ceremonies for grammy awards and ceremonies
for emmy /academy awards.

Figure 5.4 shows that constructing the similarity graph with the value of ¢
decreased to 0.3 for the relation award_ceremony leads to grouping all awards
into one subject cluster and all ceremonies into one object cluster.

5.3.1.3 Eigengap Heuristic

As already mentioned in sections 4.3 and 4.4, the number of clusters in the
steps of the proposed Relation Disambiguation algorithm that involve Spectral
clustering is chosen with the eigengap heuristic explained in section 3.3.2. In
order to implement this heuristic, the eigengap score needs to be calculated
for each possible choice of the number of clusters. The computation of the
eigengap scores requires choosing a value for the weighting hyperparameter w
in equation 3.9.

A value of w close to zero neglects the cumulative eigenvalues sum in the
equation 3.9 and favorites selection of the eigenvalue gap that occurs within
the later indices in the sorted eigenvalues array, even if the selected eigengap
is not the first larger eigengap. Hence, a small value for w can produce higher
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number of clusters. The issue with choosing a small value for w is illustrated
with the example shown in figure 5.5. This figure shows the eigenvalues of the
normalized Laplacian matrix obtained by clustering the objects in the relation
award-nomination with the value of 0.5 for the e-neighborhood graph. As can
be seen in this figure, the first large eigengap occurs between the 1st and the
2n eigenvalue. However, there is another large eigengap that occurs between
the 3rd and the 4th eigenvalue. If w = 0.1, then the eigengap heuristic selects
the optimal number of clusters to 3. This means that the selection is based
on the second largest eigengap which contradicts with the definition of the
eigengap heuristic.

On the other hand, a value of w close to 1 favorites selection of the first small
non-zero eigengap which can be problematic if there exists a higher eigengap
that occurs within the next few indices in the sorted eigenvalues array. Such
example is presented in figure 5.6. This figure shows the eigenvalues of the
normalized Laplacian matrix obtained by clustering the objects in the relation
place_of_birth. The first gap in this plot occurs between the 1st and the 2nd
eigenvalue. However, this gap is very small and is close to zero. The first larger
gap in this plot occurs between the 2nd and the 3rd eigenvalue. By setting
w to 0.9 the eigengap heuristic outputs 1 as the optimal number of clusters.
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Figure 5.5: Normalized Laplacian eigenvalues - objects clustering for the rela-
tion award_ceremony

This implicates that instead of finding the first larger eigengap, the eigengap
heuristic incorrectly found the first small non-zero gap.

The value of w = 0.4 produces the optimal number of clusters in the both
situations. Therefore, our Relation Disambiguation algorithm uses 0.4 as a
value for the hyperparameter w in the eigengap heuristic.

For some Spectral clustering experiments, it was found that there is no well-
defined gap between the eigenvalues of the normalized Laplacian matrix. The
gap is not well-defined because the differences between all eigenvalues are very
small and approximately the same. In [8] it is shown that this scenario occurs
when there are many overlapping clusters in the data. Therefore, in order
to prevent selecting more than one cluster in such cases, we introduced one
more hyperparameter in the eigengap heuristic called eigengap threshold.
We set its value to 0.05 for all datasets used in the experiments. This hyper-
parameter has the following meaning: An index corresponding to an eigengap
is considered as a candidate for the optimal number of clusters if and only if
the eigengap at the given index is greater than the eigengap threshold. If no
eigengap exists being greater than the eigengap threshold, then one cluster is
returned by default.
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Figure 5.6: Normalized Laplacian eigenvalues - objects clustering for the rela-
tion place_of_birth

5.3.2 Hierarchical Clustering

In each Hierarchical clustering experiment performed over the input relation-
specific embeddings, several clustering assignments were computed by iterating
the value for the hyperparameter number of clusters in the range between 1
and 20. Each clustering assignment was evaluated with the Silhouette measure,
described in section 3.4. The assignment which achieved the highest Silhouette
score was chosen to be the optimal clustering assignment.

A major drawback of the above procedure for choosing the optimal clus-
tering assignments with Hierarchical clustering is that it tends to produce
higher number of clusters compared to the eigengap heuristic. This leads to
having imbalanced clusters such that the majority of the entities are grouped
only into one cluster. An example of such behavior is shown in figure 5.7 for
the relation gdp_nominal_currency found in the FB15k-237 Knowledge graph.
The left subplot illustrates that Hierarchical clustering identified two clusters
among the subjects in this relation. However, the yellow cluster contains the
majority of the subjects in this relation. The right subplot illustrates that the
although each of the three objects are quite far from each other in the latent-
feature space, two of them are grouped into the same cluster with Hierarchical
clustering. The eigengap heuristic is able to avoid such clustering assignments
because for a sufficiently high value of €, the e-neighborhood graph consists
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Figure 5.7: Hierarchical clustering assignments in the subjects and the objects
in the relation gdp_nominal_currency

only of zeros when the entities are far from each other in the latent feature
space. As a consequence, the eigenvalues of the corresponding Laplacian ma-
trix are all zeros and the eigengap heuristic will output one cluster as optimal
number of clusters.

5.4 Ambiguous relations

Table 5.2 summarizes the percentage of detected ambiguous relations in the
FB15k and FB15k-237 datasets obtained with the different Spectral cluster-
ing and Hierarhical clustering experiments applied on the subject and on the
objects in the relations found in these Knowledge Graphs. The shortcut SC
in the table stands for the Spectral clustering algorithm and the shortcut HC
stands for the Hierarchical clustering algorithm.

As can be seen in this table, increasing the € value for the e-neighborhood sim-
ilarity graphs used in Spectral clustering increases the percentage of detected
ambiguous relations in both Knowledge Graphs. Based on the algorithm for
detecting ambiguous relations in our framework, described in section 4.4, a
relation is detected as ambiguous if its bipartite graph contains more than one
community. Consequently, a relation that has only one subject cluster and
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only one object cluster is not ambiguous. Section 5.3.1.2 shows that Spectral
clustering for similarity graphs constructed with small ¢ values results in a
small number of clusters. Therefore, the smallest percentage of ambiguous
relations is detected for a value of € equal to 0.3 because the Spectral cluster-
ing algorithm applied on the similarity graphs constructed with this € value
results in one subject cluster and one object cluster for most of the relations
in both graphs. Section 5.3.1.2 also illustrates that the increase of the value of
¢ for the construction of the e-neighborhood similarity graph produces higher
number of clusters with Spectral clustering. Consequently, when both sim-
ilarity graphs for the subjects and the objects in a relation are constructed
with a high value of €, a high number of subject clusters and object clusters is
obtained. At the same time, the high number of subjects clusters and objects
clusters for a relation increases the number of nodes and edges in the bipartite
graph constructed for a relation. This increases the chances for identifying
more than one community in the bipartite graph for the relation. Therefore,
highest percentage of ambiguous relations with Spectral clustering is detected
for value of £ equal to 0.8 which is the highest value used in our experiments.
The Hierarchical clustering produced highest percentage of detected ambigu-
ous relations in both Freebase Knowledge Graphs. This is strongly correlated
with the imbalanced number of clusters obtained for the subjects and the ob-
jects in the relations with Hierarchical clustering being explained in section
5.3.2.

The WN18 Knowledge Graph contains almost three times more entities than
the Freebase Knowledge Graph. This fact causes the eigendecomposition of the
Laplacian matrices for some relations in this dataset to require high amount
of numerical operations. We were able to compute eigendecomposition of the
Laplacians for all relations only for € values of 0.5 and 0.8 because these values
produced sparse similarity graphs. Therefore, the results on the WN18 dataset
are shown only for Spectral clustering experiments performed with £ values of
0.5, 0.8 and Hierarchical clustering.

Only 1 ambiguous relation (out of 18) was identified in the two experiments
performed with Spectral clustering. On the other hand, 11 relations were
identified as ambiguous with Hierarchical clustering.

5.4.1 Semantic Evaluation

In this section we would like to give a notion about the detected ambiguous
relations and the disambiguation results from a semantically point of view.
We explain the semantics of 5 out of 11 relations which were identified as
ambiguous in the FB15k-237 dataset with the following configuration: The
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SC, SC, SC, SC, HC

eps = 0.3 | eps = 0.5 | eps = 0.7 | eps = 0.8
FB15k 2.5% 6% 10.5% 12.5% 40%
FB15k-237 2.5% 4.7% 12% 16% 46%

Table 5.2: Percentage of detected ambiguous relations in FB15k and FB15k-
237 datasets with the different clustering experiments

subjects and objects in the relations were clustered with Spectral clustering
and ¢ value of 0.5 was used for the construction of the subjects and objects
similarity graphs in all of the 237 relations in this dataset. We evaluate the

semantics of the following relations:

e location_contains: This relation specifies the location of famous insti-
tutions such as universities and businesses. The majority of locations in
the Freebase dataset are places in USA. Therefore, the subject entities in
this relation are grouped into two clusters. The first subject cluster con-
tains all the locations from USA and the second subject cluster contains
locations from the rest of the world. Likewise, the object entities are
also grouped into two clusters. The first object cluster contains all in-
stitutions in USA and the second object cluster contains the institutions
from the rest of the world. The relation disambiguation step (section
4.5) splits this relation into two unambiguous relations:

— location_USA _contains
— location_world_contains
organization_membership: This relation is explained in the introduc-

tion and the newly created unambiguous relations are stated in section
4.5.

educational_institution_campus: This relation specifies the campuses
of the different universities. Similar as for the relation location_contains,
the universities from USA make the majority of the universities in the
dataset. This relation is disambiguated by our framework into two un-
ambiguous relations:

— educational institution USA _campus

— educational_institution_world_campus

award _nominated for: This relation specifies the award nominations
for two categories of subject entities: musicians and movies. Therefore,
it is disambiguated by our framework into two unambiguous relations:
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— award_nominated_movie_for

— award_nominated _musician_for

e sports_team roster: Subjects in this relation are different positions
that exists in football, basketball and american football like midfielder
and quarterback. The objects in this relation are different teams which
have players for the subjects positions. This relation is disambiguated
into two new relations:

— sports_football_team _roster

— sports_american_football_and_basketball_team _roster

5.5 Link Prediction

An execution of the Relation Disambiguation algorithm for an input Knowl-
edge Graph and a choice of one of the supported clustering algorithms with
its corresponding hyperparameters produces a new output Knowledge Graph
with disambiguated relations. In order to evaluate the effect of the relation
disambiguation on link prediction for the RESCAL method, each Knowledge
Graph with disambiguated relations is factorized with the RESCAL method.

5.5.1 RESCAL factorization on a Knowledge Graph with
disambiguated relations

The embedding dimension of the RESCAL factorization on the Knowledge
Graph with disambiguated relations is set to the value of the optimal em-
bedding dimension found for the corresponding input Knowledge Graph. For
example, the embedding dimension is set to 50 in the RESCAL models for
all FB15k-237 Knowledge Graphs with disambiguated relations, since this em-
bedding dimension was found as optimal in section 5.2.2 for the FB15k-237
dataset. Additionally, the optimal RESCAL model for a dataset was used to
perform the following initialization steps in all RESCAL models for Knowledge
Graphs with disambiguated relations produced for the same dataset:

e The entity embeddings were initialized with the values of the entity em-
beddings from the optimal RESCAL model for the dataset.

e The interaction matrices for relations that correspond to unambiguous
relations in the input Knowledge Graph were initialized with the values
of the corresponding unambiguous relations interaction matrices from
the optimal RESCAL model for the dataset.
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After completion of the initialization steps, the RESCAL models for the
Knowledge Graphs with disambiguated relations were trained with the early
stopping procedure described in section 5.2.1.

5.5.2 Evaluation

The RESCAL factorization of a given Knowledge Graph was used to com-

pute the link prediction metrics on a test set that was not used during the
RESCAL training procedure. The test sets for the Knowledge Graphs with
disambiguated relations were derived with the procedure explained in section
4.5.
In this section we examine the effect of the Relation Disambiguation algo-
rithm on the link prediction results for the datasets used in our experiments.
Additionally, in order to examine the effect of the Relation Disambiguation
algorithm only on the detected ambiguous relations, for each execution of the
Relation Disambiguation algorithm for an input Knowledge Graph we per-
formed the following evaluation: A new test set was created for the input
Knowledge graph which is a subset of the initial test set. This test set contains
edges only from relations which were identified as ambiguous by the algorithm.
Similarly, a new test set was created for the output Knowledge Graph which
is a subset of the test set of the output Knowledge Graph that only contains
edges from relations that were introduced in the relation disambiguation step
(section 4.5). Then, the link prediction metrics for the new test of the input
Knowledge Graph were computed by the corresponding RESCAL model for
this Knowledge Graph. Similarly, the link prediction metrics for the new test
of the output Knowledge Graph with disambiguated relations were computed
by the corresponding RESCAL model for the output Knowledge Graph with
disambiguated relations.

Table 5.3 presents the link prediction results for the FB15k Knowledge
Graphs. The first row shows the scores for the input FB15k dataset. Each
of the following rows shows scores for a FB15k Knowledge Graph with disam-
biguated relations that is obtained for a choice of clustering algorithm and its
hyperparameters. Link prediction scores are higher in all Knowledge Graphs
with disambiguated relations than in the input FB15k Knowledge graph. The
best scores are obtained when subjects and objects in the relations are clus-
tered with the Hierarchical clustering algorithm. These results are very close to
the best results with the Spectral clustering algorithm, obtained for the value
of € equal to 0.5. This shows that for the experiments performed with Spectral
clustering, the number of detected ambiguous relations is not correlated with
the improvements in the link prediction results for FB15k since the e values
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of 0.7 and 0.8 lead to detecting a higher number of ambiguous relations (as
shown in table 5.2), but result in a worse prediction.

Table 5.4 shows the link prediction results for the ambiguous relations detected
with the different clustering algorithms on the FB15k dataset. The first cell in
each row describes the clustering algorithm used in the corresponding experi-
ment. Then, the next cells are splitted into two cells: the top cell represents
the score of the RESCAL model computed only on the ambiguous relations de-
tected with the corresponding clustering algorithm for the FB15k Knowledge
Graph and the bottom cell represents the score of the corresponding RESCAL
model for the output Knowledge Graph with disambiguated relations. The
values in the top cell of each row can be interpreted as a confidence in the am-
biguity of the detected ambiguous relations. Based on the RESCAL method,
one can assume that link prediction scores should be smaller for ambiguous
relations than for unambiguous relations. Therefore, small values in the top
cells indicate a high confidence in the ambiguity of the detected ambiguous re-
lations. An e value of 0.3 for Spectral clustering produces clusters that contain
many dissimilar entities. Therefore, the ambiguous relations detected based on
such clusters are not trustworthy which is confirmed by the high values of the
top cells in the first row in table 5.4. Moreover, the bottom cells show that the
disambiguation of these relations leads to worse link prediction scores on these
relations. These values justify our interpretation of the link prediction scores
as a confidence in the ambiguity of the detected relations. When the value
for ¢ is increased to 0.5, the link prediction scores for the FB15k dataset are
smaller compared to the link prediction scores for 0.3 value of €. Our higher
confidence in the ambiguity of the relations produced with € = 0.5 is justified
by the increase in the link prediction scores after the disambiguation of these
relations and by the fact that the best link prediction scores with Spectral
clustering for the FB15k Knowledge Graph are obtained with this ¢ value.

Our Relation Disambiguation algorithm also improves the link prediction
performance on the FB15k-237 and WN18 datasets. The results for the FB15k-
237 dataset are shown on tables 5.5 and 5.6. The results for WN18 dataset
are shown on tables 5.7 and 5.8.
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Dataset MRR | Hits@10 | Hits@3 | Hits@1
FB15k 0.414 0.664 0.482 0.285
FB15k-SC, eps=0.3 | 0.431 0.685 0.505 0.298
FB15k-SC. eps=0.5 | 0.438 0.691 0.514 0.304
FB15k-SC, eps=0.7 | 0.427 0.681 0.499 0.293
FB15k-SC, eps=0.8 | 0.431 0.685 0.504 0.297
FB15k-HC 0.441 0.691 0.517 0.309

Table 5.3: Link prediction results for the FB15k datasets

Dataset MRR | Hits@10 | Hits@3 | Hits@1
FB15k-SC, eps=0.3 8?23 8??2 82§§ 8;%2
FB15kSC, eps=0.5 8:133 8;‘;;1 8:?38 0932285
FB15k-SC, eps=0.7 8222 8;;3 gggi 8i§g
FB15k-SC, eps=0.8 82;2 8;?3 823; 8?;?

FBISCHC |Gy 51 | 099

Table 5.4: Link prediction results for the ambiguous relations in the FB15k

datasets

Dataset MRR | Hits@10 | Hits@3 | Hits@1
FB15k-237 0.263 0.424 0.29 0.183
FB15k-237-SC, eps=0.3 0.266 0.426 0.294 0.185
FB15k-237-SC. eps=0.5 0.268 0.431 0.293 0.186
FB15k-237-SC, eps=0.7 3 | 0.271 0.434 0.296 0.189
FB15k-237-SC, eps=0.8 0.272 0.434 0.298 0.191
FB15k-237-HC 0.282 0.448 0.307 0.2

Table 5.5: Link prediction results for the FB15k-237 datasets
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Dataset MRR | Hits@10 | Hits@3 | Hits@1
FB15k237-5C, eps=03 (e 55 | 1S
FB15k237-SC, eps=0.5 06?3019 0944873 06?3359 06?2226
FB15k237-SC, eps=0.7 82% 064%?5 8?;12 8;23
FB15k237-SC, eps=0.8 8;2; 8?&; 8;3; 8;61%;1

FB15k237-HC 8:332 00_;14514 06_23713 8:;22

Table 5.6: Link prediction results for the ambiguous relations in the FB15k-237

datasets

Dataset MRR | Hits@10 | Hits@3 | Hits@1
WN18 0.72 0.893 0.788 0.6248
WN18-SC, eps=0.5 | 0.74 0.9 0.8 0.6505
WN18-SC, eps=0.8 | 0.75 0.901 0.816 0.662
WN18-HC 0.78 0.9 0.837 0.706

Table 5.7: Link prediction results for the WN18 datasets

Dataset MRR | Hits@10 | Hits@3 | Hits@Q1
WN18-SC, eps=0.5 0954645 0_1;6 06?56 06.156
WN18-SC, eps=0.8 8:22? 065;6 8:191; 8:;8;

WN18-HC et |0 | 0613 | 0464

Table 5.8: Link prediction results for the ambiguous relations in the WN18

datasets
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Conclusion

This thesis introduced a framework for relation disambiguation in Knowl-
edge Graphs. A main component of the presented framework is the Relation
Disambiguation algorithm which performs relation disambiguation based on
relation-specific embeddings that are computed on a basis of RESCAL’s tensor
factorization for the input Knowledge Graph. The achieved results on differ-
ent datasets showed that the Relation Disambiguation algorithm ennhances
the Knowledge Graph semantics which leads to improving the link prediction
results of the RESCAL method.

The relation disambiguation framework currently supports only a usage
of bilinear tensor factorization methods like RESCAL. In order to compute
relation-specific embeddings that are able to capture non-linear relationships
between the entities in the Knowledge Graph, as part of the future work, we
plan to extend our framework so that it can support computation of other
tensor factorization and Knowledge Graph embeddings methods.
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