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Seasonal adjustment in a stochastic model* 
Ekkehart Schlicht 

O. Introduction 

The aim of this paper is to deve~op a model-based 

seasonal adjustment method which will yield the same 

decomposition formulas as the descriptive seasonal 

adjustment procedures proposed in Schlicht/Pauly [1984] 

and Schlicht [1981). Hence the duality between the 

decriptive and the model-based approaches to seasonal 

adjustment referred to in Schlicht (1981] is resolved 

for this class of statistical models and descriptive 

procedures. In addition, estimates for the weights 

used in the descriptive procedures can be obtained in 

the stochastic framework, in principle. 

* This paper owes much to many discussions with R. Pau­
ly. He pointed out that the descriptive methods under 
discussion can be turned into statistical models by 
introducing a suitable parametrization. He proposed 
the parametrization by initial values as described 
in Pauly (1982); see also Pauly/Schlicht [1984]. This 
induced the idea of the alternative parametrization 
developed in this paper. 
In contrast to other attempts in this direction -
notably by Akaike (1980J and Pauly [1982] - the esti­
mation procedure does not involve initial values. 
Hence the asymmetry in the estimation procedure 
associated with the introduction of initial values 
is avoided and a "weakly symmetric" decomposition is 
obtained [ see Schlicht/Pauly, 1984, section 5.J. On 
the Schlicht/Pauly procedure and numerical results, 
see also Astier /Duhamel [1982). 





which is defined by 

I 

( 8 ) 

x 

provided [pI, RI] is of full rank (which happens to be 

the case for the specific matrices used in Schlicht/ 

Pauly (19841). 

-Equations (1)-(3) can be turned into a stochastic 

model by adding the assumption that the u, v, and w 

are normally distributed disturbances 

(9 

-Our task will be to show that the maximum likelihood 

estimates of y and z within the model (1)-(3), (9) are 

given by (6) and (7) if we put 

at 

-In order to do that, a further assumption is needed, 

however: 

Assumption 1 (Orthogonality of trend and season): 

Py = 0 -implies -Ry =t 0 for all y 4 0 • 

-Remark 1 The specific matrices proposed by Schlicht/ 

Pauly [1984J satisfy the requirements (4) and (11) 

if the length of the season s is larger or equal to 

two and if T is larger than s. Condition (4) is 

satisfied directly. Condition (11) holds true since 

Py = 0 implies Yt = a + bt for some constants a and 

b, and Ry implies Yt = Yt-s for all t satisfying 

t > sand t < T. In order to achieve both Py = 0 and 

Ry = 0, a and b need to be zero. 





which has full rank. Hence 'the square matrix (PIN) 

has full rank. This implies 

I 

and hence (1 7 ). 

Statement (18) is proved analogously. 

Statement (19) is imp-lied by assumption 11), qed 

3. The Joint Distribution 

The system (1), (2), (3), (9) can be replaced now by 

the equivalent system (1), (13), (14), (9) and we can 

determine the joint distribubtion of (x, y, z) which 

is normal 

(22 ) j{ (a, S) 

where 

(23 ) a .- (~ ~lt] .-

and 

[SX + 
S + S 

-

S S 
Y z Y z 

( 24) S .- S S 0 
Y Y 

S 0 S z z 

with 

(25) S 0'2 I, 
-

S 2 pI (PP I )-1 (ppl)-lp .- 0' 
x: U Y v 

S 2 R I (RR I -1 ( ZZ I ) (RR I ) -IR := 0' z. w 

The parameters are 

( 26 ) e := 2 2 
( A , ~ , O'u ' 0' V ' 

2 
0' w) • 
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Note that S is singular. Hence (x', y', z,) is 

distributed on a subspace of R3T which is determined 

by the parameters A and ~: Only those y and z satis­

fying (16) are possible. Nevertheless we shall speak 

occasionally about the density of (x', y', z'), 

and we refer thereby to the density on that subspace. 

The distribution (22) gives rise to the marginal 

distribution 

(27 )(( N A + M~, S + S + S ) 
.< y z 

and the conditional distributions 

(28) (ylx,e) ...... j( ~N 0] [A]+[Sy](S +S +S )-l(X-NA-M~.t},S ) 
z 0 M" S x Y z yz ... z 

with 

29) S •• '= [:':.1 [
:y] (S +s +s --1 (s S 1 

z x y z y z 

(30) -(ylx-z,e),..j(NA+S (S +S )-l(x-Z-NA),S (1-(S +5 --ls » 
y x y y x y y 

(31) z I x-y, e )",j{( MJl+S (S +S- --1 (x-y-MJl) , S (1- (S +S- --ls »o. 
zxz z x z z 

4. Estimates for A and Jl 

The estimation of the parameters is straightforeward 

now: We shall derive them as maximum likelihood 

estimates from (27). Consider first the estimation of 

A and ~ and assume the variances to be known. Hence 

the problem boils down to the regression problem 

described by 

(N, M) [~] + E wi th E ~ j{( 0, S +S +s x y z 



Hence unbiased maximum likelihood estimators are given 

by the Aitken estimators 
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... = (S +S +S ) - (N, MJ - (S +S +S ) - ·x. - [[N ,] . 1 ] 1 [N '] 1 
M' X Y Z M' X Y z ].I 

All matrices involved are of full rank - compare (19) 

and (25). Hence the inverses exist. The expression 

(33) is equivalent to 

( 
--1 ( ... ... 

N' S +S +& X-NA-M].I 
x y z 

- ( -1 ( A A ) M' S +S +S} X-NA-M].I x y z 

o 

o 

-5. Estimates for Trend and Season 

-If we knew the true parameters e (including A and ].I) 

we would know from (28) the distribution of trend y 

and seasonal component z, but their "true" values 

would remain unaccessible. It seems to be reasonable, 

however, to define the estimates for trend and season 

by the mode (which equals the expected value) of the 

distribution (28), since the position of the distribution 

is characterized by the mode. 

-Hence we define trend and season as follows 

36 } y(x;e NA +S (S +S +S-
-1- X-NA-M].I) .-

Y x Y :z 

-

37) z(x;e +S (S +S +8- -1 
'- M].I (X-NA-M].I) 

z x Y z 

-Now we shall prove the following 

Theorem 1 For e 

in (33) and for a 0
2

/0
2 and u v 

decomposition defined by (6) -

o~, o~) and ~, ~ defined 

2 2 
~ =0 /0 , the descriptive u w 
(8) and the statistical 

decomposition (36) - (37) are numerically identical. 





Premultiplication with aP'P and yR' (ZZ' )-lR yields 

0
2 
v P,(pp,)-lp(x_y_z 

a· ~ (47) aP' Py 

U 

2 

y. o~ -R' (RR' ) -IR ( x-y-z ) 

°u 

2 2 For a= 0 /0 -and 
u v 

and with (17 -and (18) 

this can be rewritten as 

(49) aP'Py = x-y-z - NN' (x-y-z 

(SO) yR' (ZZ' )-lRZ = x-y-z-MM'(x-y-z) 

In view of 44 the final terms in (49 -and (SO are 

-

02NN' (S +S +S- -1 ~ A (Sl) 
-

NN' (x-y-z u x y z (x-N -Mil) 

(S2) MM' (x-y-z 0 2 MM ' (S +S +S- -1 ~ A 

u X Y z (x-N -Mil 

-and (34) and (3S) imply these terms to be zero. 

Hence (49) and (SO) imply 

S3) aP'Py = x-y-z 

- -1 A A A 

yR' (ZZ') Rz = x-y-z 

which proves the proposition. 

6. The Estimation of Variances 

In order to estimate 0u2 , 0 2 , and 0 2 we put A = ~ 
v w 

and Il = a and define the associated errors in (32 as 

(SS) A 

e: x - N~ - M~. 

9 
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In view of Theorem 1 we take furthermore 

in the following. 

Disregarding constants, the associated cqncentrated 

logarithmic likelihood function reads 

.... -1 .... 
log det (S +S+S +£' (S +S +S) £ 

X Y z x y. z 

last term 

.... ( -1 A £' S +S +S) £ 
X Y z 

can be simplified further. Define 

(60) u.- x-y-z, V 

as the associated errors resulting from the decompo­

sition defined by (8). Hence (44) implies 

and 

A = ~ u'(S +S +S )u. 
(14 x Y z 

u 

Since (53) and (54) together with the definitions of 

the covariance matrices imply 

-

1 1 
(14 

U'S XU ~ 
ulu 

U U 

-

1 U'S yU 
1 

y'P'Py 1 
4 2" 2" 'ltv 
(1 (1 (1 u v v 
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