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Abstract. The International Program in Survey and Data Science (IPSDS) is an online educational program, which can be attended
through the Joint Program in Survey Methodology (JPSM) at the University of Maryland (UMD) and a part-time Master of
Applied Data Science & Measurement (MDM) at the University of Mannheim and Mannheim Business School (MBS). It is
targeted towards and attended by working professionals involved or interested in data collection and data analysis including those
working in official statistics. The program conveys competencies in the areas of data collection, data analysis, data storage, and
data visualization. The faculty of the program includes researchers and lecturers from both the University of Maryland and the
University of Mannheim as well as other organizations such as destatis and Statistics Netherlands in the field of official statistics.
The program was awarded the label of ‘European Master in Official Statistics (EMOS)’ under conditions in May 2021.
In the article, we summarize the methodological and statistical competencies needed in official statistics and show how IPSDS
covers this set of skills. We will present the flipped classroom design used for the IPSDS program and demonstrate that it is
especially suited for students who are working professionals at the same time.
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1. Introduction

Data on the characteristics and behaviors of indi-
viduals often serve as a basis for decision-making in
the public sector. These data can be divided into data
obtained with a particular survey design and those that
arise organically as a byproduct of administrative and
digital processes. While the use of data from admin-
istrative procedures has been well-established in Eu-
rope, the use of new digital trace data from, for exam-
ple, websites collected through web scraping or through
cooperations with mobile network operators, is still in
an early phase in official statistics [1,2]. These digital
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trace data can be roughly defined as “records of activity
(trace data) undertaken through an online information
system (thus, digital)” [3]. Recent years have shown
that these new digital data sources will not replace tra-
ditional surveys completely, as these data often cannot
cover all aspects: Important socio-demographic vari-
ables in the social sciences like household size, educa-
tion, income, or employment status are in general not
part of digital trace data [4]. Still, the increased inter-
est in the use of new and big data sources in official
statistics [5] and the linking and matching of data [6,7]
has led to an increased demand for well-trained data
analysts. These data analysts need both the skills to
collect and analyze data from surveys and work with
large semi-structured or even unstructured data sets.
These skills are often not taught or are taught only on
a basic level in social science or economic programs.
At the same time, there is a rapidly growing number of
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data science programs (see [8] for a recent overview of
Data Science programs in German-speaking countries).
Nevertheless, the training in Data Science programs is
often very tech-oriented, and the link to methodological
issues in official statistics is usually neglected. This is
where the International Program in Survey and Data
Science (IPSDS) comes into play.

IPSDS meets the demand for experts in the diverse
fields of new and old forms of data collection, data
analysis, data storage, and data output through a part-
time master’s degree program. The starting point for
the program was the two-year Joint Program in Sur-
vey Methodology (JPSM), which has been offered at
the University of Maryland since 1993 together with
the University of Michigan and the Westat coopera-
tion. IPSDS was anchored in Germany at the Univer-
sity of Mannheim in 2016, facilitated through strong
ties between the faculty in Maryland and Mannheim
and based on the experiences from the JPSM program.
IPSDS provides a flexible online learning environment
and courses are held by instructors from both univer-
sities (as well as other universities and organizations).
After several years of constant development and test-
ing, the curriculum developed by IPSDS is now of-
fered as the Mannheim Master in Applied Data Sci-
ence and Measurement (MDM) by the Mannheim Busi-
ness School. Students can take IPSDS courses through
two full Master’s programs, JPSM at the University of
Maryland and MDM at the University of Mannheim
and the Mannheim Business School.

Unlike many continuing education programs, the pro-
gram draws heavily on flipped classroom format where
students learn asynchronously in advance of the class
with prerecorded videos and other materials. The syn-
chronous class time is reserved for problem-based, col-
laborative learning [9,10]. This design allows the stu-
dents to arrange their time resources more freely. IPSDS
implemented this flipped classroom design into an on-
line program accessible from anywhere in the world
and students can adapt their studies to their professional
and personal responsibilities and combine profession,
studies and family.

The target group for the Master’s program are work-
ing professionals from all over the world who are pro-
fessionally involved or interested in data collection and
data analysis. They are employed in various fields, such
as applied demographic, sociological, and economic
research. Former and current students include profes-
sionals working in official statistics in different coun-
ties, data analysts at research institutes, and lecturers in
various substantive fields at universities. They use data

or are in charge of data collection from surveys or new
data sources. Most students expect IPSDS to provide
them with the necessary contents and skills to further
develop in their careers in survey and data science [11].

IPSDS courses also cover the set of learning out-
comes defined by the European Master in Official
Statistics (EMOS) network. EMOS is a label of Euro-
pean Master’s programs providing post-graduate educa-
tion in official statistics, which is awarded by the Euro-
pean Statistical System Committee (ESSC). The MDM
program at the University of Mannheim was awarded
the EMOS label under conditions and recommendations
in May 2021. Several IPSDS faculty members are also
working for official statistics institutions like Statistics
Netherlands, Destatis, or the Institute for Employment
Research (IAB), the Research Institute of the Federal
Employment Agency in Germany.

We will start this article with an overview of the skills
needed from data science, statistics, and survey method-
ology in official statistics and how these skills are cov-
ered in the IPSDS curriculum. We will also present
the “inverted classroom” learning format used in the
IPSDS program and demonstrate that it is especially
suited for working professionals. We will also present a
sample course from the curriculum and possibilities to
receive so-called micro-credentials, that is, certificates
for single courses or course bundles through IPSDS.

2. Methodological and statistical competencies
needed in official statistics today

As Radermacher [2, p. 22] noted: “The decisive fac-
tor for the quality of statistics is the staff of the statisti-
cal institution.” The fast-changing world of data consti-
tutes high requirements to the skill set of people work-
ing with it. The demand for data literacy is accelerated
by the large amount of data that is amassed in the digital
age and the expectations of organizations to make use
of it [8]. Based on the American Association for Public
Opinion Research (AAPOR) task force report on big
data in survey research [12,13], IPSDS identified five
different areas of competence for working successfully
with data from different sources under current develop-
ments in the world of data (Keusch and Kreuter 2020).
These five areas will be presented in the following.

2.1. Research question

To successfully conduct a data project, it is important
to formulate relevant and adequate research questions



A.-C. Haensch et al. / The International Program in Survey and Data Science (IPSDS) 923

and assess which type of data can be used to find an-
swers to the corresponding questions. Expert knowl-
edge from the respective disciplines and work contexts
is essential here. Professionals working in survey and
data science usually acquired this substantive expertise
in their respective fields during their previous under-
graduate and graduate studies and through their pro-
fessional careers. However, they also need knowledge
about different types of research questions (descriptive,
explorative, inferential, predictive, causal) and how to
formulate them (see [14] for a classification of research
questions).

2.2. Data generating process

The next question is which data can be used to an-
swer the research question. Researchers can potentially
choose from an increasing variety of data (survey data,
administrative data, digital trace data). However, this
rising variety in possible data sources leads to increas-
ing demands in knowing the advantages and disadvan-
tages of these sources. In addition, different data gener-
ating processes require different skills for controlling
and applying these processes.

When conducting a survey, researchers need skills at
least in the area of questionnaire design as well as sam-
pling and weighting. They need a solid understanding
of the total survey error (TSE) framework for improv-
ing surveys by optimizing data quality. Even though
the methodological basics are taught in many under-
graduate social science programs, it is crucial to stay
informed on new developments. Surveys and the (tech-
nical) environment in which they are conducted have
changed in recent years. Researchers conducting sur-
veys now also need to know about web survey design,
surveys conducted on smartphones and user experience
research. Plus, there has been a shift away from com-
plex and expensive probability-based sampling to less
costly non-probability-based sampling. Results regard-
ing the analytical potential of the latter non-probability
samples have, however, been mixed [15,16].

Administrative data (e.g., data on developments in
the economy and labor market, admission and gradu-
ation data of educational institutions, data originating
from the healthcare system) also plays a critical part
in official statistics. Many public organizations now
provide administrative data also for research purposes.
As a rule, administrative data are very large data sets
and differ from survey data in terms of structure and
complexity as they are “not originally collected for the
purpose of research” [17, p. 4]. It is essential to under-

stand the data-generating process to comprehend the
data and its capabilities and, in particular, to identify
potential sources of error [18].

Another important type of organic data is digital trace
data. These require yet another different set of skills
like extracting data from existing platforms through
APIs [19] or web-scraping [20]. They also require the
ability to evaluate and implement legal regulations and
possible error sources like, for example, algorithmic
confounding, that is, the tendency of digital systems
to induce specific behaviors like ad clicking, posting
content, or network building [21].

As the different data types come with different bene-
fits and drawbacks, another essential skill is matching
and combining data from different sources to leverage
their individual strengths [6,7]. Eurostat has also recog-
nized the importance of integrating new forms of data
by starting ESSnet Big Data II, a project and continu-
ation of ESSnet Big Data I, which aims at evaluating
the potential of selected big data sources and through
building and implementing applications.1

2.3. Data curation and storage

Once the relevant data for answering a research ques-
tion have been identified and collected, they must be
processed, organized, and stored before analysis. In
larger organizations such as statistical offices, these
tasks are often solved with the help of I.T. special-
ists [22]. For analysts, basic SQL knowledge is vital to
load data from a database into the analysis software.
The further needed data wrangling and munching skills
will differ by type of data. Survey data might require
consistency checks [23] or the imputation of missing
data [24], non-tabular data might require restructuring,
and text data often need several pre-processing steps
before analysis [25].

2.4. Data analysis

After data wrangling and munching, the next step is
to analyze the data. Analyzing data requires the skills
to evaluate the data, build and examine models, and in-
terpret the results. To accomplish these tasks, profound
knowledge of various statistical methods, hypothesis
testing, inference statistics, and the statistical control
of confounding variables is needed. This skill portfolio
extends continuously with recent and current develop-

1https://ec.europa.eu/eurostat/cros/content/essnet-big-data-1_en
[Last Access: May 1, 2021].
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Fig. 1. MDM curriculum.

ments. In official statistics, machine learning [26–28]
and the increasing use of small area estimation [29] and
geospatial data [5] have been significant new develop-
ments.

2.5. Data output and access

After analysis, the final steps are to create data vi-
sualization and data documentation and to guaran-
tee reproducibility. Data visualization should make
data and results understandable and interpretable for
their respective target groups, regardless of whether
people from this target group possess deep statistical
knowledge [30]. The documentation of a data project
should allow reproducibility, transparency, and col-
laboration [31]. The FAIR (Findablity Accessibility,
Interoperability, Reusability) principles have become
guidelines for scientific data management, which de-
mands specific knowledge and skills [32]. For Offi-
cial Statistics, the UN Fundamental Principles of Offi-
cial Statistics and the UN Statistical Quality Assurance
Frameworks also serve as an important framework for
producing high-quality statistics [33,34]. When data
are shared, (legal) questions of data privacy quickly
arise [35].

All presented skill areas are usually only partially
covered in undergraduate study programs. In the IPSDS
program, however, they build the core of the curriculum
as the five so-called focus areas (see Fig. 1). IPSDS fol-
lows a practice-oriented approach that aims to equip the
students with the necessary skills for handling whole
projects as part of a team or on their own. The focus
areas mark the core technical skills for successfully
working with data. Nevertheless, IPSDS also stresses
the improvement of soft skills. This is achieved by im-
plementing teamwork in a range of courses and culmi-
nates in the project consulting course, where students
tackle a data project from a real-world client in teams.

3. Curriculum

The IPSDS program has been offered as the accred-

ited Mannheim Master of Applied Data Science & Mea-
surement (MDM) at the Mannheim Business School
since 2020. MDM is a 30 months, 90 ECTS2 credits
program taught in English and leads to a Master of
Science Degree (see Fig. 1).

The 90 ECTS credits include 60 ECTS credits to be
acquired through courses, from which 54 ECTS credits
are mandatory courses that cover the essential com-
petencies from the five focus areas. The students can
select courses worth additional 6 ECTS credits as elec-
tives according to their personal preferences and pro-
fessional needs. Every course belongs to one or several
of the focus areas presented in the previous section.
Following the constructive alignment principle [36],
the syllabus of each course states the targeted learning
outcome, teaching and learning methods used, and type
of assignments and grading. The students also have to
complete a project report worth 10 ECTS credits, using
the skills and knowledge they gained from the program
within their field of work. The program concludes with
final written and oral exams and the Master’s project of
20 ECTS credits. The elements of the program will be
briefly presented in the following.

3.1. Core courses

The core curriculum is designed to cover the five
focus areas while moving from introductory courses to
courses that convey more advanced skills and knowl-
edge (see the Appendix for a list of offered courses). It
is central to take the participants’ different knowledge

2‘The European Credit Transfer System (ECTS) is a point system
used by universities and agreed by governments [. . . ]. ECTS points,
or ECTS credits indicate the required workload to complete a study
programme, or a module within a study programme. [. . . ] The typical
“full course load” at an American university implies 15 U.S. credits
per Semester, which is equal to 30 ECTS credits at a European uni-
versity. So the factor between American and European credits is usu-
ally 2 [. . . ].’ https://www.study.eu/article/what-is-the-ects-european-
credit-transfer-and-accumulation-system [Last accessed: April 25,
2021].
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and skill levels into account. As the students have var-
ied educational and professional backgrounds and are
specialized in different topics, they first have the op-
portunity to refresh their knowledge of basic statistical
concepts, to improve their R programming skills and
their data management skills in introductory courses.
Another introductory course offers a broad overview
of the essential topics in survey and data science and
different types of research questions.

Several courses cover the four main focus areas. Data
generating processes are addressed in courses on ques-
tionnaire design, record linkage focusing on big data
applications, and sampling. A course on modern work-
flows in data science is the core of the focus area on
data curation and storage. Students deepen their data
analysis skills in a course on generalized linear models.
They can also choose from different elective courses,
focusing on other data curation and storage and data
analysis methods (see next section). Courses on data
visualization and on legal and ethical aspects of data
dissemination cover the area of data output and access.

The curriculum is designed to be practice-oriented.
Courses not only convey theoretical knowledge and sin-
gle competencies, but they enable students to handle
whole data projects properly on their own. The skillset
of the core courses come together in the course on
project consulting, where students work in teams on a
data project with real-world clients. The course offers
the opportunity to experience all steps of a data consult-
ing project including data analysis of real-world data,
interacting with clients, and communicating the analy-
sis results in written and oral form. Different partner-
ing institutions like, for example, the German Federal
Bank, have contributed projects. Thus, students often
have the possibility to choose a project from official
statistics.

3.2. Elective courses

Elective courses complement the mandatory core
curriculum. The program requires students to acquire
6 ECTS from elective courses. The possible electives
cover all focus areas (see the Appendix for a full list of
offered courses).

The introductory course on official statistics, cur-
rently taught by the former general director of Euro-
stat Walter Radermacher, is specifically designed to
introduce students to the system of official statistics
in the modern age. It is primarily targeted at students
not yet working in official statistics. For students al-
ready familiar with the system of official statistics, the

course on more advanced topics in official statistics
addresses newer and more specialized areas such as
big data, geospatial data, and microsimulations in of-
ficial statistics. Another elective course of particular
interest to students employed in official statistics is data
confidentiality and statistical disclosure control.

Apart from courses of particular interest to those
employed in official statistics, students can use their
elective credits to receive training in other program-
ming languages such as Python or SQL. They can also
broaden their skills in new data generation (web scrap-
ing/APIs) and analysis methods (machine learning).

3.3. Project report

IPSDS encourages students to transfer their newly
acquired knowledge from the courses to their work-
place and apply those acquired competencies under
real-world circumstances through internships or work
projects. Since IPSDS students complete the study pro-
gram while being employed, they can use their new
skills at their own workplace. These work or external
projects are rewarded with credits. Students reflect in
their project reports on how they have been able to
apply the skills and methods learned in their place of
work. For students who cannot use their own place of
work for creating the project report (due to data pro-
tection or other reasons) or who want to use the op-
portunity to work in a different environment, the pro-
gram provides the students with a project, e.g. through
traineeships. This is secured due to established cooper-
ation with practice partners, mainly from official statis-
tics, like the German Federal Bank and the Institute for
Employment Research. They will introduce students to
current research projects on which students can work
as well as provide support and counseling during the
project. This close collaboration between students and
program partners is also generating valuable results for
the cooperating institutions.

3.4. Final exams and master’s project

The final exams of the program consist of a written
exam on research design and oral exams covering the
other focus areas. During the oral exams, the students
work on a case study. Examiners ask questions struc-
tured along the four focus areas data generating pro-
cess, data curation and storage, data analysis, and data
output and access. The students have to describe how
they would plan and execute each step of the research
project and respond to challenges in this scenario. By
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Fig. 2. Screenshot from a live meeting supported by the whiteboard function [44].

spanning the complete workflow of a research project,
the students have to showcase their whole skill set in
working with data.

After completing the final exams, the students can
begin their Master’s project. It consists of a written mas-
ter’s thesis and an oral defense. The Master’s project
is done in teams with up to five students. In addition
to two supervisors coaching the student teams, the pro-
gram established monthly milestone meetings with each
team and two additional instructors. During the monthly
meetings, all students report their contributions and
progress to the instructors and receive feedback, which
helps them complete their Master’s project success-
fully. The topics of the projects can be related to the
field of official statistics, for example, a master’s the-
sis completed in 2021 evaluating the utility of linked
administrative data for nonresponse bias adjustment in
longitudinal survey data.

4. Learning format

Traditionally, education in survey methodology and
social research has been the domain of established
universities, and these have also responded to the in-
creasing demand for expertise in data science and big
data [8]. However, many non-university providers have
started to offer online education and training in this
area as well. Online learning platforms such as Cours-
era (https://www.coursera.org/), edX (https://www.edx.
org/), Khan Academy (https://www.khanacademy.org/)
or Udacity (https://eu.udacity.com/) offer a wide range
of courses from different disciplines, including courses
on working with data from new but also traditional
sources. DataCamp (https://www.datacamp.com/) al-
lows students to interactively learn how to program
with R, Python, and SQL. Courses offered by these or-
ganizations are so-called massive open online courses
(MOOCs) and direct interaction with the lecturers is
usually not part of the course. Engagement with the
learning content is typically limited to watching pre-
recorded videos and solving standardized, small tasks.

This self-directed learning requires high motivation on
the part of students. Thus, many MOOCs struggle with
extremely high dropout rates [37,38]. Some MOOC
providers have tried to move towards paid certificates
and offered more direct interaction with lecturers in
recent years. In contrast, universities have moved to-
wards recognizing the importance of life-long learning
and offering certificates for singular courses without
requiring the participants to complete a full bachelor’s
or master’s degree [8].

The IPSDS program is already situated between tra-
ditional study programs and MOOC courses. It heav-
ily relies on the flipped classroom design (also known
as inverted classroom). The flipped classroom has two
main characteristics: All course materials including pre-
recorded video lectures and readings are put online.
This allows students to learn asynchronously at their
own pace and to coordinate one’s employer (or fam-
ily) demands and studies. In addition to those asyn-
chronous lectures, students use discussion forums and
have live meetings in regular intervals with their lec-
turers. This allows students to work on specific content
together with lecturers and other students [10]. Each
week, students participate in a 50-minute online session
hosted by the instructor (see Fig. 2). IPSDS courses
usually include only eight to fifteen students and the
online sessions enable the discussion of students’ ques-
tions as well as difficulties in assignments and projects.
They also motivate students to continue to participate
in the course actively. Screen-capture software, desktop
sharing, and virtual meeting rooms form a technical
foundation with which instructors can effectively im-
plement these forms of teaching. Instructors can track
the progress and understanding of all students at each
stage of learning.

IPSDS thus uses a hybrid format between traditional
university programs and completely self-paced learn-
ing. Due to the shortened synchronous in-class time,
it is also especially suitable for online classes. At the
same time, the (short) meetings still allow guidance and
counsel for the students, contrary to MOOCs where
students study primarily on their own.
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IPSDS also allows students to access a wide network
of peers in the private and public sectors; a significant
part of the student body works in official statistics, for
example. The kick-off event Connect@IPSDS, which
takes place once a year in Mannheim, plays a crucial
role in that regard. This event with courses and lectures
offers the opportunity to get to know each other in
person before the first classes take place online or catch
up with other students later.

5. An example from the IPSDS curriculum: The
Data Confidentiality and Statistical Disclosure
Control course

To provide a better insight into the study program, we
will present one of the courses and the skills taught in
more detail. The course Data Confidentiality and Statis-
tical Disclosure Control was developed and is currently
taught by Jörg Drechsler from the Institute for Em-
ployment Research (IAB), the Research Institute of the
Federal Employment Agency in Germany. Most data
collecting and providing institutions in official statistics
like the IAB face the dilemma between giving broad
data access to researchers and the general public and
at the same time ensuring data confidentiality. While
statistical disclosure control is an integral part of data
dissemination in official statistics, few courses or work-
shops are available as part of regular statistics study pro-
grams. Thus, the course has been an important part of
the curriculum, especially for those interested in official
statistics, and is currently offered every spring.

The prerecorded lectures of the course offer a broad
overview of traditional statistical disclosure control
methods like local suppression, rounding, microaggre-
gation, swapping or sampling [39]. The instructor also
introduces a relatively new approach to statistical dis-
closure control: synthetic data sets [40]. In the online
meetings, the instructor and the students typically dis-
cuss open questions from the discussion forums, the
assignments, and programming examples. The discus-
sions in the online forum benefit from the sharing of ex-
periences of those employed at institutions that need to
find the right balance between data confidentiality, ana-
lytical validity of the data, and data access. By the end
of the course, students know which measures are typi-
cally taken by statistical agencies in their own and other
countries to guarantee confidentiality and are aware of
potential limitations. They are informed about the con-
cept of synthetic data and can also generate synthetic
data sets themselves and evaluate the disclosure risk of

the generated data. Grading in the course is based on
participation as well as quizzes on the more theoretical
aspects of data confidentiality and assignments, which
in part require practical R programming.

6. Micro-credentials

One of the key concerns in post-graduate programs
for working professionals is that students have a limited
time budget for further education. While the IPSDS
learning format was specifically developed to accom-
modate the busy schedule of working professionals,
part of the targeted group is still unable to complete
an entire master’s program. Nevertheless, profession-
als employed in official statistics, research institutes,
universities, or other organizations, are often interested
in broadening their skill set and knowledge. And while
traditional university degrees remain very important,
‘there is an increasing need for alternative credentials
that can better document the informal, online, and life-
long development of skills and knowledge both in-
side and outside the university’ [41, p. 593]. So-called
“micro-credentials” have thus become much more im-
portant and common in recent years. Those smaller
learning units represent the mastery of a limited set of
skills or competencies rather than broader and interre-
lated set of skills, like full bachelor degrees” [42, p. 2].

The increasing interest in micro-credentials can also
be observed in official statistics: The topic was dis-
cussed in the January 2021 board meeting for the Eu-
ropean Master in Official Statistics (EMOS).3 While
the board stated some caution regarding the minimum
requirements and the quality of the material, which
is also discussed controversially in educational liter-
ature [43], the EMOS-Board acknowledged micro-
credentials in their January discussion as “one way for-
ward for personalizing teaching and providing certifi-
cates for smaller amounts of learning, especially for
already employed professionals.”

IPSDS has registered many requests from people who
are very interested in one or a few IPSDS courses but
are not able to commit to the whole Master’s program.
Therefore, since summer 2021, IPSDS offers micro-
credentials through the Mannheim Business School as
so-called open courses. External participants can book
all courses from the IPSDS curriculum individually.

3See meetings conclusion and agenda: https://ec.europa.eu/eurost
at/cros/content/2021-01-28emos-board-no-13conclusions-and-agen
da_en [Last access: April 25, 2021].
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Fig. 3. MDM course bundles.

The open course participants join the students of the
Master’s program for their selected course(s) and re-
ceive the same qualified learning experience in a proven
online environment. After passing the course, they re-
ceive a certification of completion. For people inter-
ested in developing their skill set in a specific area, the
program also offers course bundles (see Fig. 3), such as
the course bundle on working with missing survey data.
This bundle includes the two courses on item nonre-
sponse and multiple imputation and an introductory R
course since the other courses require a certain degree
of R programming skills.

7. Summary

New sources of data and analysis methods provide
opportunities to deliver more efficient and effective
official statistical services. However, extracting rele-
vant and reliable information from new and traditional
sources and incorporating new and traditional data anal-
ysis methods into the statistical production process is
a challenging task. These developments require those
in charge of data generating processes, data storage,
data analysis, and data output to periodically update
their skills and knowledge in the area of survey and data
science.

For working professionals in official statistics, IPSDS
offers a genuine online learning environment accessible
from anywhere in the world since 2016. Both a mas-
ter’s program, as well as certificates for single courses
and bundles of courses, are available. One of the most
important fields the students can apply new skills to is
the field of official statistics. When the Master’s pro-
gram was formally institutionalized as Master of Ap-

plied Data Science and Measurement at the Mannheim
Business School and the University of Mannheim, pro-
gram management applied to become certified as Eu-
ropean Master in Official Statistics (EMOS)4 and was
able to receive the label in May 2021 under conditions
and recommendations.

The program emphasizes interaction between faculty
and students as well as networking and working in (in-
ternational) groups. A significant part of the faculty and
the student body is currently working or has worked in
statistical agencies in Europe and the US. The coordina-
tion of the IPSDS training with work and leisure time is
possible through the flipped classroom design. Classes
are a mix of synchronous and asynchronous learning
in small groups of no more than fifteen students. Ad-
ditional courses like the project consulting course, in-
ternships, work projects, and the Master’s project com-
plement the Master’s program focused on applications
in real-world data settings. The program covers data
collection, data analysis, dissemination, and data qual-
ity, taking into account various data sources and their
combination. Elective courses offer students insights
into new developments like big data or geospatial data
in official statistics complementing the skills they can
gain in mandatory courses.

In the evaluations, Students have mentioned several
aspects of the program that they appreciate. The sup-
porting network of students who are all professionals in
the same or adjacent fields is often stressed as an asset,
as well as the courses that are divided into small seg-
ments that allow flexible learning. The variety of classes

4https://ec.europa.eu/eurostat/cros/content/emos-explained_en
[Last Accessed: May 2, 2021].
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and cutting-edge topics that are covered are another
strength that is frequently emphasized.

For education and training, there is now a wide range
of offerings from universities and providers from the
field of online learning. Formats range from single,
free-of-charge online courses that can be taken with
thousands of other students from around the world
(MOOCs) to traditional face-to-face academic bache-
lor’s or master’s programs. In between, however, we
believe there is also demand for hybrid programs such
as IPSDS, that combine the flexibility of online learning
with interaction in an online classroom setting, espe-
cially regarding training in official statistics.
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Appendix

Table A1
Courses offered as part of the IPSDS curriculum in 2021

Course Type Focus area
Ects

credits Instructor(s)

Name Affiliation
Review of Statistical
Concepts

Core Data Analysis 6 Brian Kim Lecturer at the University of Maryland

Privacy Law Core Data Output/
Access

2 Thomas Fetzer Professor and Chair for Public Law, Regulation and Tax
Law at the University of Mannheim
Adjunct Professor of Law at the University of Pennsylvania
Law School

Introduction to R course Tutorial – – Self-paced
Fundamentals of Survey
and Data Science

Core Research
Design

6 Alexander Wenz Postdoctoral Researcher at Professorship for Statistics and
Methodology at University of Mannheim

Introduction to Real World
Data Management

Core Data Curation/
Storage

4 Alexandru
Cernat

Senior Lecturer in Social Statistics at the University of
Manchester

Questionnaire Design Core Data Generating
Process

4 Gina Walejko Senior User Experience Researcher at Google

Modern Workflow in Data
Science

Core Data Curation/
Storage

4 Alexandru
Cernat

Senior Lecturer in Social Statistics at the University of
Manchester

Ethical Considerations for
Data Science Research

Core Data Output/
Access

2 Jessica Vitak Associate Professor at College of Information Studies of
the University of Maryland

Introduction to Record
Linkage with Big Data
Applications

Core Data Generating
Process

4 Manfred Antoni Senior Researcher, Research Data Center (FDZ) of the
Federal Employment Agency at the Institute for
Employment Research (IAB)

Stefan Bender Head of the Research Data and Service Center of the
Deutsche Bundesbank
Chair of INEXDA
Honorary Professor at School of Social Sciences,
University of Mannheim

Christian Borgs Statistics Department of I.T.NRW
Joe Sakshaug Distinguished Researcher, Deputy Head of Research/

Head of the Data Collection and Data Integration Unit,
Statistical Methods Research Department at the IAB
University Professor of Statistics, LMU Munich
Honorary Professor at School of Social Sciences, University
of Mannheim
Adjunct Research Assistant Professor, University of
Michigan

Generalized Linear
Models

Core Data Analysis 4 Thomas
Gautschi

Professor and Chair in Sociological Methodology at the
University of Mannheim

Sampling I Core Data Generating
Process

4 Raphael
Nishimura

Director of Sampling Operations at the University of
Michigan

Introduction to Data
Visualization

Core Data Output/
Access

2 Richard
Traunmüller

Full Visiting Professor at University of Mannheim
Junior Professor at Goethe University Frankfurt (on leave)

Project Consulting Course Core All Areas 12 Helmut
Küchenhoff

Professor at the Department of Statistics at the
Ludwig-Maximilians-Universitaät München (LMU)
Head of Consulting Unit (StaBLab) at the LMU

Stefan Bender Head of the Research Data and Service Center of the
Deutsche Bundesbank
Chair of INEXDA
Honorary Professor at School of Social Sciences,
University of Mannheim

Introduction to Official
Statistics

Elective Data Output/
Access

2 Walter
Rademacher

Visiting Researcher at Sapienza Università di Roma
President of the Federation of European National Statistical
Societies FENStatS
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Table A1, continued

Course Type Focus area
Ects

credits Instructor(s)

Name Affiliation
Advanced Topics in
Official Statistics

Elective Data Output/
Access

2 Hanna Brenzel Head of Department’ Methods of Data Analysis’ at Federal
Statistical Office of Germany

Piet Daas Senior Methodologist & Data Scientist for Big Data, Statis-
tics Netherlands
Part-time professor by special appointment at Eindhoven
University of Technology

Marco Puts Methodologist and Lead Data Scientist at the Center for
Big Data, Statistics in Netherlands
Guest Researcher at Radbound University

Data Confidentiality and
Statistical Disclosure
Control

Elective Data Output/
Access

4 Jörg Drechsler Distinguished researcher at IAB
Honorary Professor at the School of Social Sciences of the
University of Mannheim
Adjunct Associate Professor, Joint Program in Survey
Methodology, University of Maryland

Web Scraping and APIs Elective Data Generating
Process

2 Simon Munzert Assistant Professor in Data Science and Public Policy at
Hertie School
Adjunct Assistant Professor at the University of Maryland

Experimental Design for
Surveys

Elective Data Generating
Process

4 Ashley Amaya Senior Research Survey Methodologist at RTI International

Sampling II Elective Data Generating
Process

2 Raphael
Nishimura

Director of Sampling Operations at the University of
Michigan

Usability Testing for
Survey Research

Elective Data Generating
Process

2 Emily Geisen Senior Experience Management Scientist at Qualtrics
Lecturer at University of North Carolina

Web Survey Methodology
and Online Panels with
Practical Survey
Programming

Elective Data Generating
Process

4 Nejc Berzelak Statistician and methodologist at Faculty of Social
Sciences, University of Ljubljana

Survey Design and
Implementation in
International Contexts

Elective Data Generating
Process

2 Zeina
Mneimneh

Director of the International Unit at the Survey Research
Center of the University of Michigan
Assistant Research Scientist at the University of Michigan

Introduction to Python and
SQL

Elective Data Curation/
Storage

2 Brian Kim Lecturer at the University of Maryland

Multiple Imputation –
Why and How

Elective Data Curation/
Storage

2 Jörg Drechsler Distinguished researcher at IAB
Honorary Professor at the School of Social Sciences of the
University of Mannheim
Adjunct Associate Professor, Joint Program in Survey
Methodology, University of Maryland

Introduction to Big Data
and Machine Learning

Elective Data Analysis 2 Frauke Kreuter Professor of Statistics and Data Science for the Social
Sciences and Humanities at the Ludwig-Maximilians-
University of Munich
Co-director of Data Science Centers at the University of
Maryland (USA) and Mannheim (Germany)
Head of Statistical Methods Research Department (KEM)
at the IAB

Trent Buskirk Novak Family Professor of Data Science and Chair of the
Applied Statistics and Operations Research Department at
Bowling Green State University

Machine Learning II Elective Data Analysis 4 Trent Buskirk Novak Family Professor of Data Science and Chair of the
Applied Statistics and Operations Research Department at
Bowling Green State University

Christoph Kern Post-Doctoral Researcher at the Professorship for Statistics
and Methodology at the University of Mannheim

Analysis of Complex
Survey Data

Elective Data Analysis 4 Stefan Zins Specialist at Competence Center for Empirical Methods
(KEM) at Institute for Employment Research (IAB) of the
Federal Agency of Employment Germany
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Table A1, continued

Course Type Focus area
Ects

credits Instructor(s)

Name Affiliation
Item Nonresponse and
Imputation

Elective Data Analysis 2 Jörg Drechsler Distinguished researcher at IAB
Honorary Professor at the School of Social Sciences of the
University of Mannheim
Adjunct Associate Professor, Joint Program in Survey
Methodology, University of Maryland

Step by Step in Survey
Weighting

Elective Data Analysis 2 Stefan Zins Specialist at Competence Center for Empirical Methods
(KEM) at Institute for Employment Research (IAB) of the
Federal Agency of Employment Germany


