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Abstract
Online hate speech is very common. This is problematic as degrading social groups can 
traumatize targets, evoke stress, and depression. Since no reaction of others could 
suggest the acceptability of hate speech, bystander intervention is essential. However, it 
is unclear when and how minorities react to hate speech. Drawing from social identity 
theory and research on in-group intervention, we inquire how Islamophobic online hate 
speech and counter speech by majority or minority members shape Muslims’ willingness 
to intervene. Thus, in an online experiment (N = 362), we varied the presence of 
Islamophobic online hate speech and counter speech by a (non-) Muslim. Results 
showed that Islamophobic online hate speech led to a perceived religious identity threat 
which, in turn, increased the personal responsibility to intervene and resulted in higher 
intentions to utter factual counter speech. In addition, counter speech by both majority 
and minority members directly reduced Muslims’ intentions to counterargue hatefully.
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Religious minorities, and Muslims specifically, are often targeted by hateful online com-
ments (Awan, 2014; Baider et al., 2018). For instance, 40% of German citizens have 
already witnessed hate speech in digital media, with around 90% of these at least rarely 
encountering online hate speech against Muslims (Geschke et al., 2019). Hate speech, 
which disparages others on the basis of “ethnicity, gender, sexual orientation, national 
origin, or some other characteristic that defines a group” (Hawdon et al., 2017: 254), has 
been found as being highly problematic. As a potentially traumatizing experience, hate 
speech may evoke anxiety and stress, lower self-esteem, and trigger depressive thoughts 
in those affected (Leets, 2002). Frequent confrontation with hate speech can also foster 
negative stereotypical attitudes of the majority group against minorities (Hsueh et al., 
2015), boost polarization tendencies, and aggravate intergroup relations between minor-
ity and majority members (Kteily and Bruneau, 2017).

Because no reaction to hateful statements could suggest its acceptability (Kümpel 
and Rieger, 2019; Sood et al., 2012) and increase the harm for targets (Citron and 
Norton, 2011), counter speech as a “common, crowd-sourced response” (Bartlett and 
Krasodomski-Jones, 2015: 5) is essential. It could help targets cope with the incidents 
(Leets, 2002), prevent them from perceiving that the majority of society agrees with the 
hate speech (Zerback and Fawzi, 2017), and convince uninvolved users not to endorse 
the hateful utterances (Schieb and Preuss, 2016). However, to date, it remains largely 
unclear (a) how the presence of counter speech affects minority members’ reactions to 
online hate speech and (b) which processes determine whether they themselves engage 
in counter speech.

Therefore, this study advances the literature in three important ways. First, we com-
bine the considerations of social identity theory (Tajfel and Turner, 1986) and the deci-
sion model of bystander intervention (Latané and Darley, 1970), to explain the 
intervention of in-group members (Levine et al., 2002) and, hence, to investigate effects 
of online hate speech on minorities’ counter speech intentions. Specifically, we conceive 
Islamophobic online hate speech as a threat to Muslims’ social identity, which may result 
in the desire to restore a positive social identity by defending oneself against the hate 
speech, that is, by uttering counter speech. Second, in doing so, we differentiate two 
types of online counter speech, factual and hateful counter speech. Third, drawing from 
existing research in offline (group-based) bystander intervention, we examine whether 
the presence of previous counter speech by Muslim in-group members or non-Muslim 
out-group members accelerates or mitigates these processes. Counter speech might serve 
as an important indicator for minority members that others do not approve of the hate 
speech. In particular, counter speech by out-group members may be beneficial for inter-
group relations as it could motivate victims to still approach out-group members to enter 
into constructive discourse (Delgado and Stefancic, 2014).

To that aim, we conducted an online experiment with 362 Muslim participants in 
Germany to investigate minority intervention in Islamophobic online hate speech and 
how prior countering reactions of other Muslim minority members or non-Muslim 
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majority members affect this tendency. Unlike the previous research, which has mainly 
focused on members of the majority population, our study shifts the perspective by 
investigating the consequences of online hate speech on those affected by the derogatory 
content: Muslim social media users.

Hate speech and counter speech

Compared to its growing presence in digital media, research on consequences of online 
hate speech, especially for targeted groups, is scarce. Hate speech can be defined as state-
ments that “express hatred or degrading attitudes toward a collective” (Hawdon et al., 
2017: 254), oftentimes directed against minorities (Keipi et al., 2017). Hence, the main 
characteristic of hate speech is that, unlike other forms of uncivil online communication 
(e.g. cyberbullying), it aims to degrade individuals due to their belonging to a particular 
social, racial, or religious group (Hawdon et al., 2017). Online hate speech is distin-
guished further by features, which are characteristic for the online environment as a 
potential deindividuation setting, like a perceived sense of anonymity given the diffi-
culty for other users to trace back the origin of the content (Lea et al., 2001; Polder-
Verkiel, 2012). Also, since users are mostly non-visible (Postmes and Spears, 1998), 
haters do not get an immediate and full reaction of how hate speech affects minority 
members and breaks social norms, which could contribute to a lower inhibition threshold 
for verbal attacks (Suler, 2004). Furthermore, although an act of online hate speech can 
only mark a single incident (whereas cyberbullying is occurring regularly over a long 
period of time, Tokunaga, 2010), one incident can lead to repeated victimization due to 
its oftentimes high reach (Leonhard et al., 2018).

User intervention is considered crucial in combatting online hate (Kümpel and Rieger, 
2019). One form of online intervention is uttering counter speech, which is defined as 
“crowd-sourced response to extremism or hateful content” (Bartlett and Krasodomski-
Jones, 2015: 5). Although there are many possible ways of countering (Brown, 2016), 
research on its effects is limited. The few existing findings suggest that while counter 
speech often may not persuade haters to change their attitudes (Delgado and Stefancic, 
2014), it may still shape the discourse norms, opinions, and possibly prosocial behavior 
of bystanders marking the largest group of witnesses (Leader Maynard and Benesch, 
2016; Schieb and Preuss, 2016). Moreover, counterarguing could alleviate the negative 
impact of hate speech on targets and may motivate targets to still enter into constructive 
discourse with out-group members (Delgado and Stefancic, 2014; Leets, 2002).

Moreover, literature distinguishes between counter speech that is uttered in a factual or 
in a hateful way. Examples of factual counter speech are labeling hate speech as such, 
delivering facts and supporting the target group (Bartlett and Krasodomski-Jones, 2015; 
Naab et al., 2018). Factual counter speech is shown to contribute to a deliberative discus-
sion atmosphere (e.g. mutual respect, openness for different views) increasing the willing-
ness of others to partake, as opposed to humorous or sarcastic responses that mainly 
provide entertainment value (Ziegele and Jost, 2020). Also, it can convince out-group 
members of views opposed to the online hate and foster tolerance (Citron and Norton, 
2011). In contrast, hateful counter speech is defined by degrading the hater. Existing 
research suggests that hateful counter speech may be counterproductive, as it can cause 
the hater to more strongly adhere to uncivil attitudes and behaviors (Nyhan and Reifler, 
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2010). Also, hateful countering could deter others from intervening, and foster an aggres-
sive and even more hostile discourse (Chen and Lu, 2017; Hsueh et al., 2015). Thus, it is 
important to detect the mechanisms which lead targeted in-group members to intervene 
against online hate speech in either a factual or hateful way.

Mechanisms of bystander intervention in online hate 
speech

In order to explain when targets of hate speech intervene themselves, we refer to Latané 
and Darley’s (1970) decision model of bystander intervention, which we will refer to 
from here on as the bystander intervention model (BIM). For individuals to intervene in 
antisocial behavior, they must primarily notice a critical situation, assess the situation as 
threatening (to others and/or self), feel personally responsible for intervening, consider 
how to help, and (decide to) intervene (Latané and Darley, 1970), whereby some steps 
can certainly coincide. If any one of these steps is not completed, they are less likely to 
get involved. The model has already been used to explain bystander intervention in 
online incivilities in general, cyberbullying, and online hate speech (Leonhard et al., 
2018; Obermaier et al., 2016; Weber et al., 2013; Ziegele et al., 2020). Therefore, indica-
tions of (parts of) this sequence are also evident for uncivil communication in digital 
media.

However, the strand of literature on prosocial behavior and the BIM (Latané and 
Darley, 1970) has found less attention to investigate in-group intervention in online hate 
speech. Although social identification likely contributed to the early findings on 
bystander intervention (e.g. shared gender identity with Kitty Genovese), the BIM has 
rarely been integrated with the assumptions of social identity theory (SIT; Turner et al., 
1987). Only more recently, a corpus of literature recognized the “importance of explor-
ing the social category relations between all those present in the emergency situation” 
(Levine et al., 2002: 1453; Dovidio et al., 1997; Levine, 1999) and, thus, incorporated 
social identity processes in the BIM. In essence, these studies revealed that shared social 
identities increase bystander intervention but only in certain conditions (Dovidio et al., 
2006; Levine and Manning, 2013).

Hence, considering the concept of social identity is crucial when investigating the 
intervention in online hate speech by minority members. In contrast to online incivilities 
attacking someone personally (e.g. cyberbullying), hate speech derogates individuals 
due to characteristics related with a social group (e.g. attacking Malik because he is a 
Muslim) or a social group as a whole (e.g. attacking Muslims as a group), and, thus, is 
directed against a social identity (Hawdon et al., 2017). Consequently, by referring to 
in-group bystanders, we focus on “passerby[s]” (Latané and Darley, 1970: 31) that ran-
domly encounter an incident of online hate speech against other in-group members or 
their in-group as a whole (Levine et al., 2002). Thus, like uninvolved bystanders, in-
group members are facing a great deal of uncertainty knowing little about the perpetrator, 
the situation, and other witnesses. Moreover, in-group bystanders in the offline realm 
were suspected to be aware that they might share the same fate another time (Dovidio 
et al., 2006; Levine et al., 2002) and could perceive the incident as an attack on their 
social group as well. Appropriately, in-group bystanders of online hate speech are (indi-
rectly) targeted by those incidents and, as a result, may feel threatened in their social 
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identity (Major and O’Brien, 2005). Therefore, we argue that the BIM supplemented by 
considerations of SIT provides an important theoretical foundation to explain minority 
intervention and assume that in-group bystanders of online hate speech also have to 
complete the psychological decision-making process proposed by the BIM to intervene.

Thus, we argue that online hate speech cannot only be understood as an emergency 
situation that bystanders perceive as more or less threatening (Leonhard et al., 2018), but 
it may also represent a social identity threat for the targets and for all other social media 
users who categorize themselves in the addressed in-group (Turner et al., 1987). 
According to SIT (Tajfel and Turner, 1986), individuals share various social identities, 
whereby minority members often share various cultural identities, like ethnicity or reli-
gion (Statham and Tillie, 2016). These become salient and threatened by situational cues, 
such as news reports (Saleem and Ramasubramanian, 2019) or targeted political adver-
tising (Schmuck et al., 2017) reflecting one’s in-group in a negative light. Hence, those 
affected by online hate speech assess the threat to the social group to which they feel they 
belong. Therefore, online hate speech, which is directed against minority groups such as 
Muslims will likely increase the salience of the threatened cultural identity and motivate 
coping responses (Major and O’Brien, 2005).

Following the propositions of the BIM (Levine et al., 2002, 2005), for Muslim social 
media users to intervene in online hate speech against in-group members and given they 
are aware of a certain incident, they have to perceive the situation as a social identity 
threat (Major and O’Brien, 2005), must feel personally responsible to intervene, and 
need to decide (how to) implement their decision. If any one of these steps is not com-
pleted, targets are less likely to get involved. Accordingly, experimental studies demon-
strate that sharing an in-group identity (Dovidio et al., 1997) or perceiving one’s in-group 
to be threatened (Penner et al., 2005) promotes offline helping toward other in-group 
members. For instance, individuals identifying with a certain sports team are more likely 
to help a fellow injured fan than one supporting the opposite team (Levine et al., 2005).

Research on minorities supports that exposure to negative media content can threaten the 
religious identity of Muslims (Saleem et al., 2020, 2019; Schmuck and Tribastone, 2020; 
Schmuck et al., 2017). However, Muslim social media users may not necessarily cope with a 
perceived religious threat evoked by Islamophobic online hate speech by eliciting an action 
or response toward the hateful content (Leets, 2002). Counterarguing in this context may 
require that Muslims feel personally responsible for intervening (Leonhard et al., 2018). If a 
response is elicited, it may vary based on whether the content is factual or hateful. This is 
worthwhile to distinguish as the former can shape a deliberative, the latter a hostile discourse 
climate (Chen and Lu, 2017; Ziegele and Jost, 2020). Accordingly, we hypothesize,

H1. Compared to no online hate speech, Islamophobic online hate speech will indi-
rectly increase Muslim in-group bystanders’ intention to express (a) factual and (b) 
hateful counter speech, through an increased perception of religious identity threat and, 
in turn, personal responsibility to intervene.

Influence of online counter speech on in-group intervention 
in online hate speech

Drawing from research on group-based bystander intervention (Levine et al., 2005, 2010), 
we are also interested in how the presence of previously uttered online counter speech by 
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majority members or other minority members affects in-group intervention in online hate 
speech. Prior experiments suggest that the behavior of other in-group members can shape 
in-group intervention offline. Thus, individuals are more likely to intervene, for instance, in 
physical violence, if other in-group members (e.g. women, students) have already inter-
vened (Levine and Crowther, 2008; Levine et al., 2002). Also, helping or volunteering for 
in-group purposes increases when imagining oneself in a group of in-group members, but 
not when bystanders are perceived as out-group members (Levine et al., 2002, 2010).

Regarding counter speech by majority members, for one, there is evidence that out-group 
bystanders are less likely to intervene in online hate speech when others have already done 
so, because they may suspect that their help is not needed anymore (Leonhard et al., 2018). 
Among Muslim minority members, therefore, the presence of out-group counter speech 
may lead to decreased perceptions that the majority agrees with the online hate speech 
against minorities (Zerback and Fawzi, 2017) and to an increased appreciation that such 
statements are not acceptable (Citron and Norton, 2011). Hence, if non-Muslim majority 
members have already uttered counter speech in response to online hate speech, Muslims 
may feel less threatened in their religious identity and, in turn, may see less need in express-
ing counter speech themselves (also see Leets, 2002; Li, 2010). Thus, we hypothesize,

H2. Compared to standalone online hate speech, out-group counter speech in response 
to Islamophobic online hate speech will indirectly decrease Muslim in-group bystand-
ers’ intention to express (a) factual and (b) hateful counter speech, through a reduced 
perception of religious identity threat and, in turn, personal responsibility to 
intervene.

In contrast, relying on aforementioned research on in-group intervention, with other 
Muslim minority members intervening in an incident, Muslims could be more likely to 
perceive a strong identity threat and, in turn, should feel more personally responsible to 
intervene as well (Levine et al., 2005). This is based on findings that individuals rather 
intend to intervene when (a large number of) other in-group bystanders show(s) a will-
ingness to intervene offline (Levine et al., 2002). This prosocial behavior is attributed to 
the fact that the presence of other people from the in-group makes prosocial group norms 
salient and one is more likely to feel the pressure to behave in accordance with the norm 
(Levine et al., 2010). Thus, we assume,

H3. Compared to standalone online hate speech, in-group counter speech in response 
to Islamophobic online hate speech will indirectly increase Muslim in-group bystand-
ers’ intention to express (a) factual and (b) hateful counter speech, through an 
increased perception of religious identity threat and, in turn, personal responsibility to 
intervene.

Figure 1(a) and (b) show the full hypothesized models.
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Method

Design and participants

We conducted an online experiment with four experimental groups. We varied whether 
there was (1) standalone Islamophobic online hate speech with no counter speech below, 
(2) online hate speech with counter speech by a majority member (a non-Muslim) or (3) 
online hate speech with counter speech by another minority member (a Muslim), and (4) 
a control group with no online hate speech or counter speech.1

Data collection took place in May 2020 and was conducted by a polling company, 
which recruited panelists resident in Germany who (also) indicated Turkish and/or 
Arabic as their mother tongue resulting in a total of 426 participants. The total sample 

Figure 1. (a) Hypothesized model (control group as reference). (b) Hypothesized model 
(standalone online hate speech as reference).
Hypothesized indirect effects on the intention to factually counterargue represented in black, on the 
intention to hatefully counterargue in gray, dotted lines indicate the effect(s) of the remaining independent 
variables.
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was then adjusted for participants who did not state Islam as their religion, resulting in a 
sample of N = 362 Muslims. Furthermore, we excluded participants with a retention time 
of one SD below the mean dwell time (⩽304 seconds) and those reporting severe diffi-
culties to understand the questionnaire. This resulted in a final sample of n = 328 
Muslims.2 All participants consented to the participation and were exposed to a trigger 
warning at the beginning of the survey, pointing out that it contains potentially distress-
ing material. We also informed them that they may terminate their participation at any 
point in case they felt uncomfortable. The survey-experiment concluded with a detailed 
debriefing, which contained elaborate information about the purpose of the study, the 
nature of the deception (i.e. fictitious posts and comments), and a statement stressing that 
the hateful statements do not reflect the attitude of the researchers. In addition, the poll-
ing company provided participants with contact details for further inquiries about the 
study. Participation was voluntary and participants received incentives.

Some 48% of the participants were female (average age: 33 years, SD = 9.80), 68% 
had a high school degree, 64% had been living in Germany for more than 10 years and 
67% had German as a mother tongue. Also, 41% were born in Germany with at least one 
parent born abroad, 25% were born abroad themselves; 61% stated to be (very) religious 
(5-point scale, 1 = “not religious” to 5 = “very religious,” agreement to scale points 4 or 
5). Furthermore, a randomization check revealed no significant differences between the 
experimental groups with regard to gender, χ²(3, 328) = 3.66, p = .30, age, F(3, 324) = 0.60, 
p = .61, ηpart

2  = .01; migration background, χ²(6, 328) = 5.73, p = .45; number of years 
spent in Germany, F(3, 79) = 0.54, p = .66, ηpart

2  = .02; prior national identification, F(3, 
324) = 1.28, p = .28, ηpart

2  = .01; and prior religious identification, F(3, 324) = 0.54, p = .66, 
ηpart
2  = .01.

Stimulus materials

Participants were exposed to a (fictitious) Facebook post by an online outlet of a renowned 
German quality newspaper promoting an article entitled “Several Daycare Centers elimi-
nate Pork for all Children.” The post and the comment(s) were in the Facebook design and 
due to various features (e.g. mouse over) made as realistically as possible.

The content of the online hate speech and the counter speech was based on previous 
research (Leonhard et al., 2018; Naab et al., 2018) and the comments were comparable 
in length (90–100 words).3 The first comment was written by (fictitious) user “Alex.” In 
the control condition, the comment was neutral stating “Interesting! Muslim kids in day-
care,” whereas in the treatment conditions it contained Islamophobic hate speech. The 
hate speech included defamations (“[they] live in their small Muslim parallel world from 
our taxes”) and dehumanization (“these parasites”). Moreover, the hate speech denounced 
the imposition of the values of the minority group on the majority (“we have to pay for 
them and then let them tell us how to live”) and made a diffuse threat of violence (“we 
must fight back”; Leader Maynard and Benesch, 2016).

The two counter speech conditions included a second comment either by a majority 
member (“Mark”) or another minority member (“Malik”), whereby their religious affili-
ation was made clear (“I am/I am not a Muslim”). The comment argued against the hate 
speech factually (“These are just insinuations against Muslims that are totally 
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inappropriate and wrong.”), flagged it as such, and called upon common values and 
cohesion (“open society,” “we stand together”; Dovidio et al., 2007).

Measures

Participants rated the degree of severity of the Islamophobic online hate speech (all 
dependent variables were measured on 5-point scales, 1 = “do not agree at all” to 5 = “fully 
agree”), indicating whether it “presents Muslims in a negative light,” “presents Muslims 
as a threat to the German society,” “insults Muslims,” and “can lead to violence against 
Muslims” (α = .89, M = 3.83, SD = 1.14).

To measure the perceived religious identity threat, participants stated how much they 
felt “discriminated,” “degraded,” “offended,” and “threatened” by the online hate speech 
(α = .92, M = 3.35, SD = 1.33; Leonhard et al., 2018; Schmuck and Tribastone, 2020).

Perceived personal responsibility was inquired with the agreement to: “I personally 
feel obliged to contradict the comment,” “I see it as my personal duty to intervene,” and 
“I feel it is my personal responsibility to take action against the commentary” (α = .87, 
M = 3.27, SD = 1.21; Leonhard et al., 2018; Obermaier et al., 2016).

The intention to counterargue factually or hatefully was inquired by asking how par-
ticipants would react to the online hate speech: “I refute the statements of Alex with 
factual arguments” and “I write a comment that objectively contradicts the comment of 
Alex” (r = .57***, M = 3.77, SD = 1.04); “I write a comment that insults non-Muslim 
Germans” and “I write a comment that offends non-Muslim Germans” (r = .87***, 
M = 2.39, SD = 1.39).

Results

Treatment check

A treatment check revealed that the degree of severity was estimated to be clearly higher 
and above the scale midpoint for the Islamophobic online hate speech (M = 4.11, 
SD = 0.97) compared to the baseline comment in the control group, which was perceived 
as fairly neutral (M = 3.01, SD = 1.20), t(118.590) = –7.53, p < .001, d = 1.07.

Second, a majority correctly recalled whether they saw standalone online hate speech 
(71%) or a counter comment as well (81%), χ2(1) = 91.87, p < .001. Both groups receiv-
ing online counter speech stated that the comment contradicted the hate speech (non-
Muslim: M = 4.09, SD = 1.16; Muslim: M = 4.01, SD = 1.27), t(138) = 0.35, p = .73, 
d = 0.07. Interestingly, participants slightly felt that counter speech by a minority member 
defended Muslims more (M = 4.30, SD = 1.00) than counter speech by a non-Muslim 
(M = 3.91, SD = 1.15), t(138) = –2.12, p = .04, d = 0.36.

Third, a majority correctly indicated that they read online counter speech by a non-
Muslim (76%) or Muslim (94%). Thus, the treatment worked adequately.

Data analysis

To test our hypotheses, we applied structural equation modeling using Mplus (Muthén and 
Muthén, 2010). As independent variables, we dummy-coded the experimental conditions 



10 new media & society 00(0)

into two sets of three variables, where in one set, we used the control group and in the other 
the standalone hate speech as a reference category. We included the dummy-coded conditions 
with the control group as reference as manifest variables in the first structural equation model 
(SEM) and with standalone Islamophobic online hate speech in the second SEM. As depend-
ent latent variables, we used the perceived religious identity threat, the feeling of personal 
responsibility, and the intention to intervene. Both SEMs offered a very good fit for the data, 
χ2(59) = 84.28, p = .02, CFI = 0.99, RMSEA = 0.04, p = .91, SRMR = 0.03 (Hu and Bentler, 
1999). For statistical inference of indirect effects, we used 95% of bias-corrected bootstrap 
confidence intervals (CI) based on 10,000 samples.

Indirect effects of Islamophobic online hate speech on Muslim in-group 
bystanders reactions compared to the control group

Hypothesis 1 stated that Islamophobic online hate speech increases Muslims’ intention 
to express counter speech mediated by a perceived religious identity threat and the per-
sonal responsibility to intervene. Our first SEM (Table 1, Figure 2) revealed that com-
pared to the control group, standalone Islamophobic online hate speech increased the 
perceived religious identity threat (B = 0.91, SE = 0.23, p < .001), but it neither affected 
Muslims’ personal responsibility to intervene, nor their intention to counterargue directly. 
However, the stronger the religious identity threat, the more they felt responsible to inter-
vene (B = 0.49, SE = 0.06, p < .001), which, in turn, increased their intention to counter 
factually (B = 0.54, SE = 0.12, p < .001), but not hatefully. Accordingly, the results 
revealed an indirect effect of the standalone online hate speech compared to the control 

Table 1. Direct effects of Islamophobic online hate speech and counter speech by majority 
and minority members (control group as reference).

Predictor Perceived 
social identity 
threat

Perceived 
personal 
responsibility

Intention factual 
online counter 
speech

Intention hateful 
online counter 
speech 

B SE B SE B SE B SE

Online hate speech 
against Muslimsa

0.91*** 0.23 0.12 0.19 –0.06 0.15 0.29 0.31

Online counter 
speech non-Muslima

1.01*** 0.22 0.01 0.17 0.17 0.17 –0.29 0.28

Online counter 
speech Muslima

1.08*** 0.22 0.13 0.16 –0.06 0.17 –0.28 0.28

Perceived social 
identity threat

0.49*** 0.06 –0.01 0.07 –0.17 0.12

Perceived personal 
responsibility

0.54*** 0.12 0.08 0.16

R2 .10 .34 .47 .05

n = 328, χ2(59) = 84.28, p = .02, CFI = 0.99, RMSEA = 0.04, p = .91, SRMR = 0.03.
aControl group as reference.
*p < .05; **p < .01; ***p < .001.
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group on targets’ intention to utter factual counter speech through increased perceived 
religious identity threat and, in turn, personal responsibility (Bind = 0.24, SE = 0.08, 
CI = [0.11, 0.45]). In addition, Islamophobic online hate speech accompanied by counter 
speech by both a non-Muslim (Bind = 0.27, SE = 0.09, CI = [0.13, 0.48]) and another 
Muslim (Bind = 0.29, SE = 0.09, CI = [.15, .49]) increased the willingness to counter factu-
ally mediated through perceived religious identity threat and personal responsibility.

Thus, irrespective of whether prior counter speech was present or not, Islamophobic online 
hate speech always led to a religious identity threat, which resulted in higher personal respon-
sibility and higher intentions to counter factually compared to the control group. Hence, H1a 
was fully supported. However, standalone Islamophobic online hate speech did not indirectly 
affect targets’ intention to counterargue hatefully, through a perceived religious identity threat 
and, in turn, personal responsibility. Therefore, H1b was rejected.4

Indirect effects of Islamophobic online hate speech and counter speech on 
Muslims’ in-group bystanders’ reactions compared to standalone hate speech

To test whether out-group counter speech in response to Islamophobic online hate speech 
decreases (H2) and in-group counter speech increases Muslims’ intention to counterargue 
(H3) mediated by a perceived religious identity threat and personal responsibility, we ran a 
second SEM using standalone online hate speech as reference (Table 2, Figure 3).

Figure 2. Effects of Islamophobic online hate speech and counter speech by majority and 
minority members (control group as reference).
n = 328, latent variables represented as ovals, manifest variables as rectangles, unstandardized coefficients, 
significance-testing via bootstrap method (10,000 samples), 95% bias-corrected bootstrap CI, χ2(59) = 84.28, 
p = .02, CFI = 0.99, RMSEA = 0.04, p = .91, SRMR = 0.03.
*p < .05; **p < .01; ***p < .001.
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Table 2. Direct effects of control group and online counter speech by majority and minority 
members (standalone online hate speech as reference).

Predictor Perceived social 
identity threat 

Perceived 
personal 
responsibility

Intention factual 
online counter 
speech

Intention hateful 
online counter 
speech

B SE B SE B SE B SE

Control groupa –0.91*** 0.23 –0.12 0.19 0.06 0.15 –0.29 0.31
Online counter 
speech non-Muslima

0.10 0.21 –0.11 0.18 0.23 0.16 –0.58* 0.27

Online counter 
speech Muslima

0.17 0.20 0.01 0.18 0.001 0.16 –0.57* 0.28

Perceived social 
identity threat

0.49*** 0.06 –0.01 0.07 –0.17 0.12

Perceived personal 
responsibility

0.54*** 0.12 0.08 0.16

R2 .10 .34 .47 .05

n = 328, χ2(59) = 84.28, p = .02, CFI = 0.99, RMSEA = 0.04, p = .91, SRMR = 0.03.
aStandalone online hate speech as reference.
*p < .05; **p < .01; ***p < .001.

Figure 3. Effects of control group and online counter speech by majority and minority 
members (standalone online hate speech as reference).
n = 328, latent variables represented as ovals, manifest variables as rectangles, unstandardized coeffi-
cients, significance-testing through bootstrap method (10,000 samples), 95% bias-corrected bootstrap CI, 
χ2(59) = 84.28, p = .02, CFI = 0.99, RMSEA = 0.04, p = .91, SRMR = 0.03.
*p < .05; **p < .01; ***p < .001.
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However, compared to standalone Islamophobic online hate speech, neither majority 
nor minority counter speech accompanying Islamophobic online hate speech indirectly 
affected the intention to counterargue factually, mediated by a perceived religious iden-
tity threat and, in turn, personal responsibility. Thus, H2a and H3a were rejected. In line 
with that, there were no indirect effects of counter speech on the willingness to counter-
argue hatefully. Thus, H2b and H3b were rejected as well.

As already shown in our first SEM, a significant difference between the standalone 
Islamophobic hate speech compared to the control group emerged (B = –0.91, SE = 0.23, 
p < .001). Also, replicated from earlier, perceiving a religious identity threat boosted the 
feeling of personal responsibility and, in turn, the intention to counterargue factually.

Yet, we did find a direct negative effect of online counter speech by either a non-
Muslim (B = –0.58, SE = 0.27, p = .04) or another Muslim (B = –0.57, SE = 0.28, p = .04) 
on targets’ willingness to counter hatefully. Thus, the presence of online counter speech 
reduced Muslims’ intention to react in a hateful way directly.

Discussion

The goal of this study was to investigate how Muslim minority members react to 
Islamophobic online hate speech and whether previously expressed online counter 
speech by majority or other minority members affects these processes. Taken together, 
results showed that the confrontation with Islamophobic online hate speech can motivate 
Muslim in-group bystanders to engage in online counter speech. The underlying mecha-
nisms of this effect are perceived religious identity threat due to the online hate speech, 
which increases their personal responsibility to intervene as a result. What is also remark-
able at this point is that both standalone Islamophobic online hate speech and hate speech 
accompanied by counter speech was perceived as a threat to their own identity compared 
to a neutral comment. Thus, prior online counter speech could not reduce the perceived 
religious identity threat in this study; however, the latter perception mobilized targets to 
stand up for their social group by engaging in counterarguing themselves. Thus, it 
remains to be investigated how a larger number of counter-comments affects the level of 
perceived identity threat by online hate speech for minorities. It is also important to note 
that perceived responsibility resulted in higher intentions to utter factual, but not hateful 
online counter speech. In addition, our findings showed that targets’ intention to engage 
in hateful counter speech was in general lower than their intention to use factual counter 
speech. As a result, when minority members feel responsible to intervene, they decide to 
do so in a rational, reflected way without degrading the hater.

Contrary to our expectations, we did not detect effects of online counter speech by a 
majority member or another minority member on the perceived religious identity threat 
compared to standalone online hate speech. In more detail, when Muslims were con-
fronted with Islamophobic online hate speech that has already been countered by another 
minority (or majority) member (compared to standalone hate speech), they did not feel 
more (or less) threatened in their religious identity and, in turn, less personally responsi-
ble to intervene. Hence, we could not replicate the findings on group-based bystander 
intervention offline, that witnessing another in-group member intervene can enhance 
helping (Levine et al., 2002). There may be several reasons for this; possibly, a singular 
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counter speech comment from the out-group was not enough support for the in-group 
bystanders to feel less threatened by the online hate speech compared to standalone hate 
speech. Similarly, it could be that one single counter comment from the in-group could 
not yet increase the perceived threat of online hate speech against their own group. It is 
therefore conceivable that a larger number of counter speech comments could bring dif-
ferences to light here. These findings could also be due to the nature of the online con-
text. Whereas a larger number of in-group bystanders could more easily defend a 
physically attacked fellow, in-group online bystanders might perceive that their interven-
tion is no longer needed when counter speech has already been written. Yet, they would 
then be more likely to intervene in standalone online hate speech (Leonhard et al., 2018), 
which did not emerge. Thus, because it may take several counter comments to suffi-
ciently suggest that intervention is necessary (Delgado and Stefancic, 2014) and to lead 
to those affected feeling supported and encouraged to intervene themselves, follow-up 
studies should vary a higher number of counter speech comments and explicitly survey 
the perceived efficacy of and the perceived support from the intervention.

Moreover, Levine et al. (2010) suggest that in-group intervention is boosted with an 
increasing number of in-group bystanders. In addition, they found that it also depends on 
the identity-specific norms regarding prosocial behavior whether a salient in-group iden-
tity boosts helping. However, since our study is one of the first on in-group intervention 
in online hate speech against minorities, we did not inquire Muslims’ salient in-group 
norms regarding counterarguing to support their group. Thus, follow-up studies should 
vary the number of minority (and majority) online bystanders and include salient in-
group norms regarding group-based support to investigate these mechanisms in more 
detail. Here, it was only the presence of standalone online hate speech (compared to a 
neutral comment) that indirectly increased their intention to constructively intervene.

We did find, however, that the presence of online counter speech directly reduced 
Muslim in-group bystanders’ intentions to engage in hateful counter speech, regardless 
of whether the counter speech has been uttered by a majority member or another minor-
ity member. Although online hate speech accompanied by counter speech still exerts a 
threat to Muslims’ social identity as evident in our results, it may reduce the aggressive 
cognitions, emotions, and behavioral intentions to defend their religious group (Hsueh 
et al., 2015). This finding is especially relevant as research suggests that hateful counter 
speech can provoke haters to engage in even more uncivil behavior (Chen and Lu, 2017). 
Consequently, hateful online counter speech may result in a reinforcing spiral of hostility 
harming intergroup relations lastingly. Hence, the notion that online counter speech 
reduces Muslims’ tendencies to counter hatefully is a key finding of our study, which has 
important practical implications. However, the mechanisms affecting the intention to 
counter hate other than by the variables proposed by the BIM have yet to be discovered 
in more detail.

Overall, this study is the first to investigate the attitudinal outcomes and behavioral 
intentions of Muslim minority members in response to Islamophobic online hate speech. 
More specifically, the study utilizes the BIM in order to explain in-group intervention 
(Levine et al., 2002) for the first time in online hate speech against minorities. In line 
with research on bystander intervention (Leonhard et al., 2018; Naab et al., 2018; 
Obermaier et al., 2016; Ziegele et al., 2020), we show that personal responsibility as an 
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underlying mechanism also plays a central role when considering intervention in online 
hate speech by a victimized minority. Although we find that hate speech (accompanied 
by counter speech) represents a social identity threat for Muslims, they seem to canalize 
this threat in a constructive way by reacting with factual counter speech. While social 
identity threats can have adverse effects on the integration of Muslim immigrants 
(Saleem et al., 2019; Schmuck et al., 2017), it can also motivate collective action to 
improve the in-group’s status in society (Saleem et al., 2020). Similarly, our findings 
revealed that when confronted with hate, Muslim users are willing to respond in a fac-
tual, but not hateful, online counter speech which is important for sustaining positive 
intergroup relations in a multicultural democracy.

Limitations and future research

Of course, this study has some notable limitations. First, to explain in-group bystander 
intervention of the Muslim minority in online hate speech, we referred to the BIM and 
related studies on in-group intervention offline (Levine and Manning, 2013). In addition 
to leaving out the step of recognizing the emergency due to the experimental setting, we 
did not assess participants’ actual comments or thoughts of how best to help in this con-
text. Instead, we assessed intentions to counter-argue factually or hatefully which is a 
proxy to both type of assistance and actual behavioral assistance. Future studies can 
examine the role of emphasizing the benefits of counter speech and high levels of politi-
cal and writing self-efficacy which could foster greater intervention (Ziegele et al., 
2020). 

Second, we have not distinguished between degrees of severity of the online hate 
speech. Since previous findings show that especially the perceived severity of an inci-
dent indirectly increases online bystander intervention (Leonhard et al., 2018; Wang, 
2020), future research should investigate whether the degree of severity of online hate 
speech also determines targets’ intervention. Also, we did not manipulate the number of 
likes, “seen by” or shares of our posts, which could influence perceived responsibility to 
help (Obermaier et al., 2016). Thus, follow-up studies should vary indicators of how 
many other users have already witnessed the incident and investigate the effects of 
majority and minority counter speech against this backdrop (Levine et al., 2010).

Third, our results need to be interpreted against the background of the type of counter 
speech we used, which appealed to pluralistic and tolerant values in democracies. Thus, 
follow-up studies should vary different types of counter speech (e.g. factual, hateful, or 
humorous, Ziegele and Jost, 2020) by majority and minority members and investigate its 
outcomes on target intervention and intergroup relations.

Fourth, since our goal was to investigate how online hate speech affects minority 
members’ attitudinal outcomes and behavioral intentions, we only varied the religious 
identity of the counter speaker, but not that of the other bystanders. Therefore, future 
research should examine whether the intention to counterargue varies as a function of the 
congruence of targets’ and bystanders’ religious identity (Levine and Crowther, 2008). 
Finally, we did not measure participants’ prior exposure to online hate speech or their 
previous engagement in counter speech, because surveying this immediately before the 
manipulation could lead to different responses biasing the results. Thus, follow-up 



16 new media & society 00(0)

studies should take prior experiences with online hate and counter speech into account 
and investigate how they affect the results of this study. This could be done with a mul-
tiple-exposure experiment (Schmuck and Tribastone, 2020), allowing for an assessment 
of prior experiences and responses to the stimuli at different time points.

Implications

Despite these limitations, our findings have important practical implications. For one,  
given that the perceived responsibility to intervene in online hate speech can foster fac-
tual counter speech, as a society we should equip citizens and especially adolescents with 
the skills to recognize hate speech and to know about means to do something about it. 
Our finding that factual online counter speech can prevent targets from hating back and, 
thus, prevent intergroup distancing in a larger scale underlines the relevance for media 
literacy and prevention campaigns that educate about the characteristics of hate speech 
against minorities and its consequences for the targeted groups, as well as on how to 
provide support to facilitate coping.

For another, our findings tackle the issue whether in-group online intervention can be 
worthwhile. In-group intervention in online hate speech could backfire, provoking even 
more hostile utterances and leading targets to suffer from a loss of self-efficacy in a con-
flict that seemingly cannot be solved (Delgado and Stefancic, 2014). Yet, intervention 
could not only prevent hateful counter speech by minority members, but increase the 
motivation for countering negative rhetoric against marginalized groups from many dif-
ferent perspectives (Lane et al., 2019; Roden & Saleem, 2021). In other words, minority 
and majority intervention in online hate speech could promote the importance of being 
there for each other.
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Notes

1. The dataset with the variables we used in this study is available at: https://osf.io/fmauv/
2. According to a power analysis (1−β = .80, p < .05), the sample size is sufficient to detect mod-

erate effects, which is adequate to trace the direct effects of the variables of interest  suggested 
in the bystander intervention model (Leonhard et al., 2018; Obermaier et al., 2016; Ziegele 
et al., 2020).

3. For an overview of the stimulus materials, see Table 3 (Supplemental material).
4. For all indirect effects on the intention to counterargue, see Tables 4 and 5 (Supplemental 

material).
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