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Abstract—Automated machine learning (AutoML) supports the algorithmic construction and data-specific customization of machine

learning pipelines, including the selection, combination, and parametrization of machine learning algorithms as main constituents.

Generally speaking, AutoML approaches comprise two major components: a search space model and an optimizer for traversing the

space. Recent approaches have shown impressive results in the realm of supervised learning, most notably (single-label) classification

(SLC). Moreover, first attempts at extending these approaches towards multi-label classification (MLC) have been made. While the

space of candidate pipelines is already huge in SLC, the complexity of the search space is raised to an even higher power in MLC.

One may wonder, therefore, whether and to what extent optimizers established for SLC can scale to this increased complexity, and how

they compare to each other. This paper makes the following contributions: First, we survey existing approaches to AutoML for MLC.

Second, we augment these approaches with optimizers not previously tried for MLC. Third, we propose a benchmarking framework that

supports a fair and systematic comparison. Fourth, we conduct an extensive experimental study, evaluating the methods on a suite of

MLC problems. We find a grammar-based best-first search to compare favorably to other optimizers.

Index Terms—Automated machine learning, multi-label classification, hierarchical planning, Bayesian optimization

Ç

1 INTRODUCTION

AUTOMATED machine learning (AutoML) is commonly
understood as the task of automating the process of engi-

neering a “machine learning pipeline” specifically tailored to
a problem at hand, that is, to a dataset on which a (predictive)
model ought to be induced. This includes the selection, combi-
nation, and parameterization of machine learning (ML) algo-
rithms as basic constituents of the pipeline, which is the main
output produced by an AutoML tool, and which can then be
used to train a concretemodel on the dataset. Thus, compared
to “basic”ML algorithms such as neural networks or support-
vector machines, which solve a learning problem, an AutoML
tool can be seen as solving a “learning to learn” problem.
For the standard problem classes of single-label (binary or
multi-class) classification (SLC) and regression, several such
tools have been proposed in the last couple of years, and their
performance has been demonstrated quite impressively in
several experimental studies.

For various reasons, however, the empirical comparison of
AutoML tools is a difficult endeavor and prone to incorrect
interpretations. In particular, since an AutoML tool is a com-
plex system consisting of several components, most impor-
tantly a search space model and an optimization method for
traversing this space, one typically faces a credit assignment

problem: If a tool performs well, and perhaps even better
than others, what component is actually responsible for the
improvement? For example, different tools (e.g., [1] and [2])
are typically using different search spaces, i.e., the space of
ML pipelines they consider is not the same. While optimizing
the search space, in general, is indeed a reasonable approach
to improve the performance of an AutoML tool, it impedes
the interpretation of evaluation results when a new approach
to tackle the search task is proposed simultaneously. In such
cases, it is often unclear where the improved performance
comes from, the modification of the search space or the newly
proposed search algorithm.

Going beyond standard (single-target) prediction prob-
lems, first attempts at extending AutoML toward multi-tar-
get problems [3] have been made in the last couple of years,
most notably for the popular problem of multi-label classifi-
cation (MLC) [4], [5], [6], [7], [8]. While the space of candi-
date pipelines is already huge in SLC, the complexity of the
search space is raised to an even higher power in the case of
MLC. This is mainly caused by more complex learning algo-
rithms employed for the problem of MLC, which often per-
form as meta-algorithms on top of multiple existing SLC
learning algorithms (e.g., one per label). An example of a
potential structure of a multi-label classifier is depicted
in Fig. 1. In fact, as we detail in Section 4, the MLC search
space subsumes the SLC search space (several times).
Furthermore, the evaluation of solution candidates takes
significantly longer for MLC than for SLC algorithms due to
their increase in structural complexity.

In light of this, one may wonder whether existing
optimization methods for searching candidate pipelines,
which have mainly been developed for SLC, are able to
scale to the increased complexity of MLC search spaces,
and how they compare with each other. Addressing
this question in a systematic way, this paper makes the
following contributions:
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� First, we survey the state of the art, compare differ-
ent approaches on a methodological level with
respect to their applicability to the MLC problem,
and give an overview of existing approaches to
AutoML for MLC, which are mainly characterized
by the specification of the search space (Section 4).

� Second, we further augment these approaches by
optimization methods that have not been tried for
MLC so far, including Bayesian optimization, bandit
algorithms, and hybrids thereof (see Section 5).

� Third, we propose a benchmarking framework that
allows for a fair and systematic comparison (Section 6).
Our framework ensures that all optimization methods
adhere to the same runtime constraints, operate on
equivalent search space models, and share the evalua-
tion routine for solution candidates.

� Fourth, leveraging this framework, we conduct an
extensive experimental study, in which we evaluate
the methods on a suite of MLC problems (Section 7).
In our experiments , we observe that all methods are
visibly struggling with the tremendous size of the
search space. However, a grammar-based best first
search approach is found to perform best for the con-
sidered MLC search space, clearly outperforming the
other optimizers.

Prior to elaborating on the main contributions of the paper
as outlined above, we give a short introduction to AutoML
(Section 2) andmulti-label classification (Section 3).

2 AUTOMATED MACHINE LEARNING

Despite the short history of automated machine learning, a
diverse array ofmethods has beenproposed to tackle the prob-
lem of so-called combined algorithm selection and hyper-
parameter optimization (CASH), which was first stated in [9]
and can formally be described as follows.

Let A :¼ fAð1Þ; Að2Þ; . . . ; AðnÞg denote a set of algorithms
and Lð1Þ;Lð2Þ; . . . ;LðnÞ the corresponding hyper-parameter
spaces. Furthermore, let training (validation) and test data
from a dataset space D be given by Dtrain ¼ ðXtrain;
YtrainÞ 2 D andDtest ¼ ðXtest; YtestÞ 2 D, as well as a target
loss L to be minimized. The objective is now to find an algo-
rithm A�

�� together with a suitable hyper-parameter configu-
ration that generalizeswell beyond the training data

A�
�� 2 argmin

AðiÞ2A;�2LðiÞ
E LðYtest; AðjÞ

� ðXtestÞÞ
h i

:

In practice, however, the test loss is not accessible and thus
approximated via the expected validation loss. To this end,
the set of training data is again split into training dataD0

train
used for training and validation data Dval ¼ ðXval; YvalÞ for
validating the solution candidates’ performance

A�
�� 2 argmin

AðiÞ2A;�2LðiÞ
E LðYval; AðjÞ

� ðXvalÞÞ
h i

:

The obtained estimate is then used for guiding the search
for the best solution in the CASH problem.

Initial approaches reduced the CASH problem to a hyper-
parameter optimization (HPO) problem by interpreting the
choice of an algorithm as yet another hyper-parameter — a
binary variable set to 1 if the respective algorithm is included
in the pipeline — and concatenating those with the hyper-
parameters of the respective algorithms to a single hyper-
parameter vector. On the one side, such a reduction makes
the original problem amenable to well-established tools for
HPO such as SMAC [10] based on Bayesian optimization,
Hyperband [11] based on a multi-armed bandit algorithm,
or a combination of the two called BOHB [12]. In fact, by
reducing AutoML to HPO and applyingHPO tools, a variety
of AutoML approaches have been proposed, including
Auto-WEKA [9], auto-sklearn [1], hyperopt-sklearn [13], and
Auto-Band [14].

On the other side, a reduction to HPO comes with the
potential disadvantage of losing structural information due to
“flattening” the search space. The structure of this space is
naturally hierarchical, with a tree-like structure over the
hyper-parameters. When using a flat, purely vectorial repre-
sentation, parameter dependencies have to be captured in the
form of additional constraints. For example, certain hyper-
parameter configurations of a specific model might simply
not be valid. Moreover, only those hyper-parameters belong-
ing to selected algorithms are actually relevant or active, while
all the others are irrelevant — information that is very impor-
tant but not immediately accessible for the learner.

As an alternative to constraint-based vectorial represen-
tations, another branch of AutoML tools models the search
space in a way that the hierarchical structure is maintained.
Usually, these approaches rely on modeling solutions via a
grammar that is used to derive valid candidates. This model
can then be used for deriving (valid) individuals in (evolu-
tionary) genetic programming [2], [15], [16]. Alternatively,
such a grammar can also be used as a basis for deriving a
search graph amenable to heuristic search algorithms, for
example, a best-first search as in ML-Plan [17], [18] or a
Monte Carlo Tree Search (MCTS) [19], [20].

Fig. 1. Hierarchical representation of a multi-label classifier’s structure
being recursively configured with base learners and finally a kernel for the
support vector machine (SMO, short for Sequential Minimal Optimization).
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Apart from the aforementioned tools, many other inter-
esting techniques have emerged in the recent years, such as
neural architecture search in general [21], tools with an
emphasis on stacking [22], [23], leveraging reinforcement
learning [24], or exploiting the potential of a random search
for parallelization [25].

However, due to the rapid development, it is difficult to
track the overall progress and understand the strengths and
weaknesses of different optimizers and complete AutoML
tools. In particular, newly proposed tools are often evaluated
on different datasets and compared to a more or less ran-
domly chosen subset of existing tools as baselines. Thismakes
a global perception of the different AutoML tools and their
performances very difficult. As another threat to comparabil-
ity in empirical studies, new AutoML approaches are pro-
posed as a combination of several components: optimization
method, search space, and evaluation procedures (including
timeouts, splitting for training, validation, and test data, per-
formance measures) for assessing solution candidates. Due to
this, performance gains or differences cannot be attributed to
one particular change. Although there have been first steps in
this direction [26], [27], an isolated large-scale comparison of
the basic optimization strategies operating on an equivalent
search space of a reasonable size is still an open issue. This is
especially true for the problem domain ofMLC.

3 MULTI-LABEL CLASSIFICATION

Multi-label classification is a special type of multi-target
prediction [3], where all the targets are binary variables
encoding the “relevance” or the “irrelevance” of a specific
aspect (identified by a label) for a data object (an instance).
The main task in MLC is to learn a set-valued function that
maps instances to subsets of (presumably) relevant class
labels. As such, MLC can be seen as a generalization of stan-
dard multi-class classification, where an instance is assigned
to exactly one class. As an example, consider the problem of
image tagging: An image could be tagged with class labels
Sun and Beach and Sea and Yacht at the same time. For a
more comprehensive overview of multi-label classification,
we refer to the survey articles [28] and [29].

3.1 Problem Setting

To formalize the MLC problem, let X denote an instance
space and L ¼ fl1; . . . ; lmg a finite set of m class labels. An
instance xx 2 X is (non-deterministically) associated with a
subset of class labels L � L. The subset L is often called the
set of relevant labels. It is convenient to identify a set of rele-
vant labels L with a binary vector yy ¼ ðy1; . . . ; ymÞ, where
yi ¼ 1 if li 2 L and yi ¼ 0 otherwise. The set of all possible
label combinations is denoted by Y ¼ f0; 1gm.

Formally, a multi-label classifier hh is a mapping hh :
X�!Y. For a given instance xx 2 X as an input, it outputs a
prediction in the form of a vector

hhðxxÞ ¼ �
h1ðxxÞ; h2ðxxÞ; . . . ; hmðxxÞ

�
:

The task of inducing a multi-label classifier from data can be
stated as follows: Given a finite set of observations

Dtrain :¼ ðXtrain; YtrainÞ ¼
�ðxxi; yyiÞ

�N

i¼1
� XN � Y N;

as training data, the goal is to learn a classifier hh : X�!Y
that generalizes well beyond these observations in the sense
of minimizing the risk with respect to a specific loss
function.

3.2 Loss Functions

A wide spectrum of loss functions has been proposed for
multi-label classification, many of which are generalizations
or adaptations of losses known for single-label classification.
Generally speaking, these loss functions can be divided into
threemain categories: instance-wise, label-wise, and consider-
ing the label matrix as a whole (flattened to a single vector),
which is also known as micro averaging. While instance-wise
loss functions first compute a loss for every single test instance
and then aggregate (average) over instances, label-wise loss
functions compute a (binary classification) loss for each label
and then aggregate the respective values across the labels. To
be more specific, let Dtest :¼ ðXtest; YtestÞ � XS � YS be a

test set of size S and H ¼ ðhhðxx1Þ; . . . ; hhðxxSÞÞ � YS . Then, a

loss function is a mapping L : YS � YS�!½0; 1�. In the follow-
ing, we give three different ways of generalizing the F-mea-
sure to multi-label classification as instance-wise, macro
averaging, and micro averaging loss functions that are com-
monly used in the literature.

Since the number of relevant labels is normally rather
small (i.e., the label matrix is very sparse), the F-measure
(which is actually not a loss function but a measure of accu-
racy, and thus to be maximized) has been adapted to the
MLC setting in various ways. One possibility is to compute
the F-measure for the predicted label vector of each instance
in the test set first, and then aggregate across the instances;
this is the instance-wise F-measure

FIðYtest; HÞ :¼ 1

S

XS
i¼1

2
Pm

j¼1 yi;jhjðxxiÞPm
j¼1ðyi;j þ hjðxxiÞÞ : (1)

Analogously, it can be defined in a label-wise manner

FLðYtest; HÞ :¼ 1

m

Xm
j¼1

2
PS

i¼1 yi;jhjðxxiÞPS
i¼1ðyi;j þ hjðxxiÞÞ

: (2)

Finally, in a third variant, the F-measure can also be applied
by so-called micro-averaging

FmðYtest; HÞ :¼ 1

m 	 S
2
Pm

j¼1

PS
i¼1 yi;jhjðxxiÞPm

j¼1

PS
i¼1ðyi;j þ hjðxxiÞÞ

: (3)

Since the F-measure is the harmonic mean of precision and
recall, good performance requires both a high true positive
rate and a high true negative rate. In contrast to other com-
monly used MLC loss functions, such as the Hamming loss,
the F-measure thereby addresses the problem of class imbal-
ance and avoids an overly strong tendency toward negative
predictions: too many negative predictions will yield a high
precision but a low recall, and hence an overall low value
for the F-measure. Nevertheless, depending on the variant
used, the F-measure accounts for mistakes in the predictions
in different ways, so that classifiers might be more appropri-
ate for one and less for another version.
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4 THE MULTI-LABEL SEARCH SPACE

Taking standard (aka single-label) classification algorithms
as a point of departure, multi-label classifiers have been
developed in mainly two different ways: Either the multi-
label problem is transformed into one or more single-label
problems to which an existing algorithm can be applied, or
an existing learning algorithm is adapted to the problem of
MLC [30]. The latter essentially comes down to extending
the algorithm so as to provide support for multiple labels in
the algorithm structure. A simple example is the extension
of decision tree learning from standard classification to
multi-label classification [31].

4.1 Configuration of Multi-Label Classifiers

On one hand, the configuration of adapted learners such as
neural networks with multiple output units, i.e., one per
label, multi-target trees, or k-nearest neighbour learners
works as in previous approaches and does not impose a
particular challenge due to the multi-label classification set-
ting. On the other hand, transformation techniques usually
reduce the original MLC problem to a set of binary or multi-
class classification problems, which can then be dealt with
by known methods such as random forest, SVMs, logistic
regression, etc. For example, binary relevance learning (BR)
transforms it into a set of binary classification problems
[32], one per label. These binary problems consist of predict-
ing the relevance of the corresponding label independently
of all other labels. While BR may look like a straightforward
and efficient solution to the MLC problem, it is often criti-
cized for ignoring interactions and statistical dependencies
between class labels. Indeed, the idea of leveraging such
dependencies to improve predictive performance is the
main motivation of many multi-label learning algorithms.
As an illustration, consider again the example, where the
class label Yacht might be positively correlated with the
class label Sea: If the former is positive, i.e., a yacht is on an
image, then the latter is likely to be positive, too. Thus,
while the predictions (0,0), (0,1), and (1,1) appear
completely plausible, a multi-label classifier should be more
reluctant to predict (1,0). As an example of a slightly more
sophisticated (though still simple) transformation tech-
nique, let us mention classifier chains [33]. As suggested by
the name, the classifier chain (CC) method trains predictive
models in a sequential manner, sorting the labels along a
chain. The basic idea is to condition the prediction of a label
yi, not only on the instance information xx, but also on the
labels preceding yi in the chain, which is specified by a per-
mutation s of f1; . . . ;mg. Thus, starting with a model ŷsð1Þ ¼
h1ðxxÞ, CC trains a second model ŷsð2Þ ¼ h2ðxx; ysð1ÞÞ, a third
model ŷsð3Þ ¼ h3ðxx; ysð1Þ; ysð2ÞÞ, and so forth.

In the above example, for instance, CC may first predict
the presence of Yacht based on properties of the image,
and then additionally condition the prediction for Sea on
the (predicted) presence or absence of a yacht on the image.
In this way, label dependence could in principle be cap-
tured, at least to some extent. Yet, as a theoretical problem
of CC, note that the label information used as additional fea-
tures by the classifiers is only available for training but not
at prediction time: Since the true label information ysð1Þ can-
not be used as an additional input, h2 will actually deliver a

prediction ŷsð2Þ ¼ h2ðxx; ŷsð1ÞÞ, replacing ysð1Þ by the estimate
ŷsð1Þ coming from h1. Likewise, h3 will predict ŷsð3Þ ¼
h3ðxx; ŷsð1Þ; ŷsð2ÞÞ, etc. This creates a kind of attribute noise
and possibly causes a problem error propagation along the
chain [34].

Generally speaking, problem transformation methods
can be seen as meta-learning methods, which need to be
instantiated with a base learner, for example, a binary classi-
fier in BR or CC. As already pointed out earlier, the struc-
ture of an MLC algorithm can thus become quite complex
(cf. Fig. 1), requiring the user or ML engineer to make many
decisions, e.g., choose up to 6 out of more than 70 algo-
rithms, and configure up to 25 hyper-parameters simulta-
neously. Furthermore, empirical studies suggest that for
optimizing the generalization performance of transforma-
tion methods, the choice of the base learner is indeed crucial
[35], [36].

In addition to the selection and configuration of base
learners, one may of course also think of parameterizing the
meta-learner itself, thereby increasing the number of hyper-
parameters even further. A simple example is the permuta-
tion s in classifier chains, which is known to have a practical
impact on performance [37].

Moreover, instead of choosing a single base learner to be
used for each label, an individual base learner could be
selected and tuned for each label separately. As shown in
[36] for the case of BR, a label-wise configuration of that
kind may indeed prove beneficial. Obviously, however, this
will further increase the complexity of the configuration
space by several orders of magnitude. Therefore, we stick to
the simpler task of recursively selecting the base learners
and tuning their hyper-parameters.

4.2 Search Space Description

The search space for multi-label classification considered here
is shown in Fig. 2, comprising 5 different types of algorithms:
meta and base algorithms for multi-label classification, meta
and base algorithms for single-label classification, as well as
kernels to be plugged into an SVM classifier (in the figure rep-
resented by the sequential minimal optimization algorithm;
SMO).More precisely, the following algorithms are contained
in the search space:

MEKA Meta MBR, SubsetMapper (SM), RandomSubspa-
ceML (RSS), MLCBMaD (MLCBMD), BaggingML (BML),
BaggingMLdup (BMLdup), EnsembleML (EML), EM, CM

MEKA Base BR, BRq, CC, CCq, BCC, PCC, MCC, PMCC,
CT, CDN, CDT, FW, RT, LC, PS, PSt, RAkEL, RAkELd,
BPNN, HASEL, MajorityLabelset (MLS), DBPNN

WEKA Meta AdaBoostM1 (ABM1), Vote (V), Stacking (S),
LWL, RandomSubSpace (RSS), Bagging (B), RandomCommit-
tee (RC), AttributeSelectedClassifier (ASC), AdditiveRegres-
sion (AR), ClassificationViaRegression (CVR), LogitBoost
(LB),MultiClassClassifier (MCC)

WEKA Base J48, M5P, M5Rules (M5R), VotedPerceptron
(VP), SimpleLinearRegression (SLR), SimpleLogistic (SL),
NaiveBayesMultinomial (NBM), LMT, DecisionStump (DS),
RandomForest (RF), RandomTree (RT), DecisionTable (DT),
JRip (JR), OneR (OR), PART, ZeroR (ZR), IBk, KStar (KS),
MultilayerPerceptron (MP), SMO, Logistic (L), NaiveBayes
(NB), BayesNet (BN), REPTree (REPT)
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Kernel NormalizedPolyKernel (NPK), PolyKernel (PK),
RBFKernel (RBFK), Puk

From left to right, the algorithms typically require the con-
figuration of a base algorithm, which can either be of the same
type or the next type in the previously enumerated list.Within
the figure, this requirement is indicated by an arc pointing
either to a specific algorithm or a box containing several algo-
rithms. The latter is a shortcut for drawing an arc from the
respective algorithm to every algorithm contained in the box.
Algorithms exposing hyper-parameters that need to be opti-
mized are indicated by a purple diamond.

Fig. 2 provides a compact overview of the entire search
space,1 such that the extension for AutoML from single-
label to multi-label classification appears to only double the

complexity, as only twice the number of algorithms is avail-
able. However, the real complexity lies in the need to config-
ure base learners recursively, i.e., base learners of one
method may require a base learner in turn to be configured.
Therefore, the short cut arcs pointing from an algorithm to a
box abstract most of the complexity.

A comparison of various statistics regarding the search
spaces for single-label respectively multi-label classification
is given in Fig. 3. While the number of algorithms (compo-
nents) as well as the number of hyper-parameters defined
in the search space increase only slightly, the size of the
entire search space blows up from 177 unparameterized
solution candidates to more than 55,000. However, not only
the large number of distinct algorithm choices exacerbates
the AutoML tasks, but also the maximum number of param-
eters a single solution candidate may expose. In the extreme
case, a single solution candidate may expose up to 25
hyper-parameters, as compared to 14 in the case of single-

Fig. 2. Overview of the search space showing classification algorithms from MEKA for multi-label and WEKA for single-label classification. An arc
pointing to a box frame means an arc to every classifier contained in this frame. Purple diamonds indicate whether the respective classifier exposes
hyper-parameters to be tuned.

Fig. 3. Comparison of statistics regarding characteristics of the multi-label classification search space and the subsumed search space for single-
label classification. Note that the there is a substantial increase in the number of unparameterized solution candidates, i.e., the number of distinct
classifier configurations ignoring hyper-parameter configuration. Moreover, the maximum number of hyper-parameters that are optimized simulta-
neously for a single configuration is almost double the amount.

1. A more detailed description including the hyper-parameters can
be found in the GitHub repository: https://github.com/mwever/
tpami-automlc
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label classification, but also the average number of hyper-
parameters increases from 5.89 to 10.13.

In conclusion, compared to single-label classification, the
multi-label classification search space itself contains consid-
erably more solution candidates. Furthermore, due to more
hyper-parameters that need to be optimized for a single can-
didate, the hyper-parameter optimization of the latter can
be much more complex as well.

5 OPTIMIZATION METHODS

The literature on AutoML for standard classification and
regression is rich of techniques that have been proposed for
searching the huge space of solution candidates. However, for
multi-label classification, only a few of these approaches have
been considered so far. These include genetic algorithms [4],
grammar-based genetic programming [5], hierarchical task net-
work planning [6], [7], and a classifier specific approach based
on neural architecture search [8]. Here, we focus on methods
for classical AutoML dealing with the problem of combined
algorithm selection and hyper-parameter optimization.

In the following, after a formal definition of the AutoML
problem, we briefly outline various optimization approaches
from the two branches of hyper-parameter optimization and
grammar-based search. Moreover, we elaborate on how these
methods can be applied to automating multi-label classifica-
tion and whether this has already been done in the literature.
For a more in-depth summary of the respective approaches,
we refer the interested reader to survey papers on standard
AutoML [38], [39], [40], [41]. In Fig. 4, an overview of the here
considered optimization methods is given. Furthermore, we
discuss to what extent these methods have already been con-
sidered in AutoML for single-label resp. multi-label classifica-
tion. An overview of their use regarding standard AutoML
andAutoML formulti-label classification is given in Table 1.

5.1 Reduction to Hyper-Parameter Optimization

A prominent way of tackling the AutoML problem is to
reduce it to the problem of instance-specific hyper-parame-
ter optimization. Here, one is given a hyper-parameter
space L defined over multiple hyper-parameters, a dataset
space D and a quality measure u : L� D�!R, stating how
well a certain hyper-parameter configuration performs on a
certain dataset. For a given dataset D 2 D the goal is to find
the best hyper-parameter configuration ��

D 2 L defined as

��
D ¼ argmax

�2L
uð�;DÞ: (4)

In the context of AutoML, the quality measure u is usually a
scoring or loss function such as the F-measure or the Ham-
ming loss.

The reduction from the AutoML problem to hyper-
parameter optimization is done by encoding the choice of
each algorithm and its components via a categorical
parameter for each choice. Each of these categorical param-
eters can take as many different values as there are choices
for the respective algorithm or component. Hence, the
result of the reduction is a single hyper-parameter vector
consisting of these categorical hyper-parameters and the
original hyper-parameters of each possible algorithm and
component. Furthermore, many tools request a set of con-
straints, defining which hyper-parameters are connected to
which algorithms and components. Thus, it becomes possi-
ble to leverage this information, e.g., by decomposing the
vector into trees where only relevant hyper-parameters are
considered.

5.1.1 Bayesian Optimization

Bayesian Optimization (BO) [52] is one of the most prominent
techniques in the area of hyper-parameter optimization and
the basis for the first approaches to AutoML [1], [9], [43]. On
an abstract level, BO is an alternating process of building/
updating a surrogate model bu inferred from observations of
the (costly) measure u and leveraging the information con-
tained in bu through a so-called acquisition function to choose
the next candidate to be evaluated w.r.t u. This is repeated
until a stopping criterion is met, e.g., wall-clock time or evalu-
ations of u.

For AutoML tasks, typically Tree Parzen Estimators [53]
or Random Forests [54] are employed as surrogate model.
Although Gaussian Processes also represent a very natural
choice for the surrogate model, they do not scale well with
the high dimensional search space of the AutoML problem.
In any case, the right choice depends on specifics of the opti-
mization task, e.g., the structure and topology of the search
space or the noisiness of u.

The surrogate model û is used in combination with an
acquisition function to decide which hyper-parameter config-
uration to evaluate next with u. For the sake of efficiency, this
choice should reveal as much useful information about the
search space as possible. Generally speaking, acquisition func-
tions are a means to trade off exploration and exploitation so
as to guide the search to promising candidates. To this end,
not only the expected values (according to the surrogate
model bu) but also the uncertainty about these values are taken
into account. While there are various functions of this kind,
including entropy search [55], knowledge gradient [56], and

Fig. 4. Ontology showing the considered optimization techniques pro-
posed for automating machine learning.

TABLE 1
Overview of Optimization Techniques Considered in This Paper
for Automating Multi-Label Classification and an Overview of

Whether and Where These Techniques Have Been Employed for
Automating Single-Label Respectively Multi-Label Classification

Method AutoML SLC AutoMLMLC

Bayesian Optimization [42] @[1], [9], [13], [43] •

Hyperband [44] @[14], [45] •

Bayesian Optimization and
Hyperband [12]

@[46] •

Genetic Algorithms [47] • @[4]
Genetic Programming [48] @[2], [15] @[5]
HTN Planning [49] @[17], [18], [50], [51] @[6], [7]
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expected improvement (EI) [57], [58], we focus on the latter,
since it ismainly used in the field ofAutoML.

The basic idea of EI is to sample the candidate that opti-
mizes the improvement with respect to the best solution
found so far. Formally, EI can be described with respect to a
hyper-parameter configuration �D and the best hyper-param-
eter configuration ��

D found so far as

EIð�DÞ ¼ E maxðuð��
D;DÞ � uð�D;DÞ; 0Þ� �

: (5)

Note that taking the expected value is required because
uð�D;DÞ is a random variable with unknown outcome at the
time of the computation of EIð�DÞ. Using this definition,
the EI acquisition function chooses the configuration that
maximizes EI.

BO has been employed as an optimization technique in
several AutoML tools [1], [9], [13], [43] for tackling standard
classification and regression tasks. However, to the best of our
knowledge, it has not been used for tackling the AutoMLC
problembefore.

5.1.2 Hyperband

Another family of methods to tackle hyper-parameter opti-
mization is based on formalizing the problem as a multi-
armed bandit (MAB) problem, which is a sequential sto-
chastic decision-making problem. The MAB agent (decision
maker) selects one option at a time from a set of alternatives,
also called “arms”, and observes a numerical (and typically
noisy) reward signal providing information on the quality of
that option. The goal of the agent is to optimize an evalua-
tion criterion such as the cumulative regret, i.e., the expected
difference between the sum of rewards that could have
been obtained by playing the best arm (defined as the one
with the highest rewards on average) in each round and the
sum of the rewards obtained while being challenged by the
exploration-exploitation dilemma.

Hyper-parameter optimization can be cast as a MAB prob-
lem by considering each possible hyper-parameter configura-
tion (or machine learning pipeline in the case of AutoML) as
an arm. The rewards obtained when pulling an arm corre-
spond to the evaluation of the corresponding configurations
for a given budget, such as time, which is adapted over the
course of the algorithm.

A classical naı̈ve approach to finding a good arm (config-
uration) in such a setting is to allocate a total budget B
equally to all K arms, i.e., pull each arm with a budget of
bB=Kc. While simple, this approach spends large amounts of
the budget on non-optimal arms.

Successive halving [44], [59] mitigates this flaw by dividing
the time steps into N brackets, allocating the budget equally
across the brackets andhalving the number of arms to be pulled
at the end of each bracket. Based on the rewards obtained, the
best half of the arms are kept and promoted towards the next
bracket resulting in a single final armafter dlog 2ðKÞe � 1 brack-
ets. The success of this strategy in selecting the truly best arm
heavily relies on the assumption that discarding arms based on
low-budget evaluations does indeed correctly discard the bad
configurations, but not those thatmay only show their potential
when being evaluated on larger budgets. A visual comparison
of the two approaches withK ¼ 4 arms andN ¼ 3 brackets in
the case of SH is presented in Fig. 5.

In the context of hyper-parameter optimization, the budg-
eted resource can vary, but common choices are the number
of iterations for evaluating the configuration [44], the compu-
tation time for evaluating the configuration, the size of the
subsampled dataset or the subsampled feature set on which
the configuration is evaluated [11]. Here, we make use of the
number of folds of a Monte Carlo cross-validation (MCCV) as
budgeted resource, i.e., we present evaluation results based
on one or more iterations to the optimization approach to
allow for lowfidelity optimization.

However, the set of hyper-parameter configurations, and
hence the number of arms in the associated MAB, is typi-
cally extremely large or even infinite. The authors of [44]
solve this problem by sampling a predefined number of
configurations before SH is invoked, presenting thus only a
finite set of arms to the algorithm while still covering the
underlying space sufficiently well.

As shown in [11], the size of the set of configurationsK pre-
sented to SH greatly influences the choice of the final arm. This
is because picking too few configurations might lead to miss-
ing good ones but also offers the selected configurations more
budget, whereas too many configurations may contain good
ones but lead to less budget, which in turnmight lead towrong
rejections (exploration-exploitation dilemma). Hyperband is a
heuristic for choosing initial set sizes and repeatedly applying
SH to finally return the best solution found in this process.

More precisely, Hyperband iteratively calls SHwith differ-
ent numbers of hyper-parameter configurations K and
assigns a minimum budget to each of these configurations
before any of them is discarded. The adaptation ofK is based
on amaximumbudget to be allocated to a single configuration
and the proportion of configurations to be discarded in each
bracket of SH. Doing so, Hyperband gradually moves from
exploration to exploitation by decreasing the amount of initial
configurations while receiving a single final solution with
each call of SH. Finally, the best configuration found during
this process is returned.

Hyperband has been applied to AutoML for classifica-
tion in [14]. Yet, to the best of our knowledge, it has not

Fig. 5. Comparison of the classical approach (top) and successive halv-
ing (SH) (bottom) to identify the best performing configuration out of 4
candidates. Numbers within colored rectangles indicate the rank of a
configuration. Within each bracket, the current set of configurations is
evaluated on a portion of the totally assignable budget and after each
bracket the worse half drops out. After bracket 2, SH already identified
the winner configuration (red). The right column summarizes the total
budget spent per configuration.
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been used to tackle the AutoMLC problem so far, which will
be done in this work for the first time.

5.1.3 Bayesian Optimization and Hyperband (BOHB)

An obvious weakness of Hyperband is its random sampling of
configurations at the beginning of each iteration, which is
addressed by an approach combining the idea of Hyperband
with Bayesian Optimization, called BOHB [12]. More specifi-
cally, it replaces the randomsamplingprocedure ofHyperband
by BO-based sampling. TPE models are constructed for differ-
ent budgets B based on observed configuration performances.
In each iteration, the majority of configurations are iteratively
sampled using these models, while the remaining configura-
tions are sampled at random for reasons of convergence. As
one is eventually interested in the performance of a configura-
tion evaluated on themaximum budget, BOHB always queries
themodel associatedwith the largest budget available.

BOHB can be instantiated to solve AutoML problems in
the same way as SMAC and Hyperband, namely by reduc-
ing the AutoML problem to a problem of hyper-parameter
optimization. Once again, to the best of our knowledge, this
work is the first one to apply BOHB for tackling the
AutoMLC problem, although it has been used in the context
of AutoML for classification before [46].

5.1.4 Genetic Algorithms

Genetic algorithms (GAs) are quite popular and frequently
used as a tool for black-box optimization. The basic idea is
to maintain a population of candidate solutions and to
refine these candidates iteratively by applying randomized
operators (e.g., mutation and cross-over inspired by biologi-
cal evolution) with the aim of maximizing a given fitness
function. Each of the candidate solutions is encoded by a
fixed-size binary or real-valued vector of so-called genes,
also referred to as a genetic representation.

Applying genetic algorithms to the problem of AutoML
thus requires a proper genetic representation, which can be
obtained by encoding every hyper-parameter by a single
gene (using integers for categorical or integer hyper-param-
eters, and reals for any other numeric hyper-parameters).
However, such an encoding is difficult to handle for stan-
dard GAs, because most of the genes are “inactive” in the
sense of not belonging to the currently selected algorithm
(s). This also hinders the exchange of parts of the current
solution. Alternatively, messy GAs can be used but the
mutual exchange of individuals remains difficult [60]. These
issues may explain why standard GAs have not been con-
sidered very much in the AutoML literature.

To the best of our knowledge, only a simple GA calledGA-
Auto-MLC has been used for the problem of automating
multi-label classification [4]. However, only a very small selec-
tion of algorithms has been considered in this work, which is
mostly due to the chosen genetic representation. To compress
the genetic representation, the genes for hyper-parameters
were shared among different algorithms. More specifically,
the number of genes for hyper-parameterswas chosen accord-
ing to the method exposing the highest number of hyper-
parameters. The values encoded in the genes are then inter-
preted with respect to the selected method and the remaining
information is ignored.

Later on, a detailed ablation study [5] revealed that a
grammar-based genetic programming approach can outper-
form such a simple genetic algorithm for the same search
space. These findings can be attributed to the more suitable
genetic representation. Furthermore, the genetic program-
ming approach is even more flexible and allows for a larger
portfolio of algorithms. Because of these results, we exclude
GA-Auto-MLC from our study.

5.2 Grammar-Based Search

Grammar-based search approaches have emerged as another
line of research for designing AutoML tools (cf. [2], [5], [16],
[17]). In contrast to reduction techniques representing the
optimization space by a (flat) vector of hyper-parameters com-
binedwith additional conditions, grammar-based formalisms
allow for modeling the hierarchical structure of machine
learning pipelines and classifiers more naturally. This hierar-
chical structure is particularly prominent in the case of multi-
label classifiers, which usually employ single-label classifiers
as a base learner. Yet, it is also inherent to single-label classi-
fiers, as shown by examples like a bagged ensemble of sup-
port vector machines, which in turn require a kernel function
to be specified. In the following, we describe two representa-
tives of grammar-based approaches, first an evolutionary
approach for evolving tree-shaped structures called gram-
mar-based genetic programming (Section 5.2.1), and then a
technique from the field of AI planning dubbed hierarchical
task network (HTN) planning (Section 5.2.2).

5.2.1 Grammar-Based Genetic Programming

Just like genetic algorithms, grammar-based genetic pro-
gramming (GGP) algorithms belong to the family of evolu-
tionary algorithms. Yet, in contrast to standard GAs, GGPs
make use of a grammar to describe the correct syntax of
individuals. This syntax is used to generate an initial popu-
lation of valid individuals, and also provided to genetic
operators that are specifically crafted for GGP. Another dif-
ference to standard GAs is the genetic representation.
Instead of representing individuals in terms of fixed-length
vectors of genes, they are described in the form of trees
describing derivations of the grammar, which makes the
entire approach more flexible with respect to more complex
structures and larger portfolios of algorithms. Furthermore,
the size of such a tree does not necessarily need to be fixed
or upper bounded. For a more comprehensive description
of grammar-based genetic programming, we refer the inter-
ested reader to [48].

Due to their appealing properties, GGPs have been used to
tackle the AutoML problem in various ways [2], [15], [16]. All
these approaches have in common that the search space is
described by a context-free grammar, structuring the space in
a hierarchical way and having algorithm names and hyper-
parameter values as terminals. Prominent examples of apply-
ing GGP to AutoML for single-label classification or regres-
sion are TPOT [2], RECIPE [16], andGAMA [15].

Even more interestingly, GGP provides the basis of
an AutoML tool for multi-label classification called
Auto-MEKAGGP [5]. However, from amethodological point
of view, nothing has been implemented in Auto-MEKAGGP
that could be considered as specific for MLC, except for the
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evaluation of multi-label classifiers. In particular, the search
space is described in the sameway (extended by descriptions
formulti-label classifiers) as before.

5.2.2 HTN Planning and Best-First Search

The basic idea of Hierarchical Task Network planning [49], a
technique from the field of automated planning, is to hierar-
chically structure the space of possible solutions based on a
logic language and specific operators. To this end, HTN plan-
ning describes the search space in terms of complex tasks,
primitive tasks, and methods that specify how complex tasks
are refined again into complex tasks or primitive tasks. While
primitive tasks are considered atomic and usually represent
something that can be “executed”, complex tasks can be
viewed as a composition of simpler tasks and thus need to be
decomposed recursively. Intuitively, HTN planning mimics,
e.g., the way a machine learning expert approaches a multi-
label classification task, decomposing it into smaller and sim-
pler tasks such as selecting classifiers, base learners, and even-
tually tuning the hyper-parameters [61]. A “ground” solution,
also referred to as a plan, is obtained once all complex tasks
are fully refined and only primitive tasks are left.

The idea is similar to derivations in context-free gram-
mars, where complex tasks are non-terminal symbols and
primitive tasks are terminals. In contrast to context-free
grammars, primitive tasks do not only work in a generative
manner, but can also modify a (logical) state, a concept fea-
tured in HTN.

HTN problems are typically solved by a reduction to a
graph search problem that can be approached with stan-
dard algorithms, e.g., depth-first search. A typical transla-
tion of the HTN problem into a graph is to select the first
complex task of a list and to define one successor for each
applicable method that can be used to refine the task; this is
called forward-decomposition [49]. As a consequence, the
shape of the resulting search graph is a tree. While leaf
nodes of the tree represent plans, an inner node represents a
prefix of a plan. Hence, the root node is an empty plan.

HTN planning has been instantiated for automating data
mining and machine learning by mapping primitive tasks
to algorithm choices and the configuration of hyper-param-
eter values and building an abstract structure over these
choices by means of complex tasks [17], [62]. The graph in
Fig. 6 sketches an excerpt from such a search graph for the
automated multi-label classification problem. In [17], a best-
first search is applied to the resulting search graph. As a
heuristic, the proposed best-first search assigns scores to
inner nodes by randomly drawing several path completions
to leaf nodes in order to obtain fully-specified pipelines that
can be evaluated as usual, e.g., applying cross-validation.
The score of the inner node is determined by the best com-
pletion to bound the true optimum that can be found in the
respective sub-tree (assuming the objective function to be
minimized). By configuring the number of random comple-
tions drawn for assessing the quality of an inner node in
terms of an approximate score, we can trade-off the degree
of exploitation and the degree of exploration of the search.

In analogy to AutoML for single-label classification, we
can instantiate HTN planning combined with a best-first
search for the MLC setting. Extending the search space,

tuning the search and the evaluation strategy to the specifics
of the MLC search space, extensions of [17] have been pro-
posed in [6], [7].

6 AUTOMLC BENCHMARK

In empirical AutoML studies, multiple components are
often changed at a time without carrying out ablation stud-
ies. For example, different optimizers with different search
spaces are compared, sometimes even with different candi-
date evaluation methods. One quite frequent example is to
propose a new optimization technique together with a dif-
ferent search space, while not changing the search space for
the baseline methods considered for comparison. In such
cases, the results of the studies are difficult to interpret.
Regardless of whether the newly proposed method is supe-
rior, competitive, or inferior to the baselines, it is not clear
whether this finding should be attributed to the change of
the search space or the optimization method.

The general issue has already been acknowledged in the
literature [26], where AutoML tools are evaluated within
consistent hardware and timeout environments as well as
optimized for the same target loss function. However, the
compared AutoML methods are considered a black box and
the design of the search space is considered a part thereof.
As a consequence, the latter differs from approach to
approach. Therefore, it is unknown whether performance
differences between AutoML methods can be attributed the
optimization techniques or to the search space definition.

Fig. 6. Sketch of a search tree induced via HTN planning for automated
multi-label classification. Primitive tasks are additionally distinguished by
color according to their role within a multi-label classifier. Note that the
indicated refinements are of exemplary character. Further options as
well as sub-trees are only hinted at.
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Note that the definition of the latter has a huge impact on
the problem complexity. Even small changes may simplify
the problem a lot or, on the contrary, make it much harder.
Extending the search space by a single ensembling algo-
rithm, comprising an arbitrary list of base learners, may
increase the size of the search space from finite to infinite.
Likewise, removing a single algorithm from the search
space can lead to a significant simplification of the optimiza-
tion task, but of course, also imply that the best algorithm
for a particular task is no longer available. The question of
which optimizer may perform best in which setting is thus
still an open question.

In [39], the authors attempt to answer the question con-
sidering different optimizers for the same search space and
even the same internal evaluation procedure. However, the
approach taken in [39] is limited in several regards:

� It is restricted to optimizers available in Python,
whereas the benchmark proposed here features
cross-platform capabilities.

� The search space only considers a flat set of algo-
rithms to be chosen, i.e., the optimizers are allowed
to choose out of 13 different classifiers and activate
hyper-parameters to be optimized according to this
choice. Although there is a notion of parameters
being configured in a hierarchical way in the case of
SVMs, the search space definition has no concept for
refining base learners, e.g., of ensembles.

� Furthermore, the runtime of the optimizers is indi-
rectly limited via the number of evaluations, which in
turn is bounded by a maximum of 10 minutes per
evaluation. However, the limitation on the number of
evaluations unnecessarily penalizes optimization strat-
egies that prefer to extensively examine candidates
with a very short runtime.While the number of evalua-
tions is a proper means to ensure comparability in the
realm of black-box function optimization, the solution
candidates in AutoML are occasionally too diverse. In
our experimental evaluation, we provide empirical

evidence for the high variance of the evaluation times
for different solution candidates.

Generally speaking, a common benchmark is desirable
since AutoML studies are expensive in terms of time and
computational resources. With each newly proposedmethod,
the corresponding studies repeatedly execute multiple other
methods and baselines. This is necessary, first because experi-
mental setups, i.e., time constraints, assigned hardware
resources, target functions, and datasets, are altered, and sec-
ond, there is no common benchmark ensuring compatibility
of experimental results. Moreover, common benchmarks are
useful to streamline research, ensuring comparability of the
evaluations of newmethods to already existing ones and ide-
ally enforce separation of concerns.

As the line of research onAutoML formulti-label classifica-
tion is still in its infancy, we propose a unified framework for
benchmarking methods and extensions for AutoML in the
problem domain of MLC to ensure comparability across dif-
ferent optimizers (across different platforms) and to avoid
unnecessary re-evaluations of already published methods in
the future. Moreover, it forms a basis for future research on
both refining theMLC search space and refining optimization
techniques to cope with the more complex search space. An
overview of the framework is sketched in Fig. 7. The key fea-
tures of the framework are shared run constraints, a model-
to-model transformation for search space descriptions, and a
shared (cross-platform) performance evaluation procedure.

The framework is organized into two parts. First, the
benchmarking setup (blue part of the figure) contains the tech-
nical specifications, i.e., the global run constraints, search
space description, and the performance estimation procedure.
Second, the interface of the optimizer (green part of the
figure), which is responsible for translating the setup informa-
tion into a format manageable by the specific optimizer and
providing a stub that can be called to query the performance
estimation procedure.

As an aside, except for its concrete instantiation, nothing of
the framework is task-specific (regardingmulti-label classifica-
tion). Therefore, the benchmark framework could in principle

Fig. 7. Architecture of the benchmark for comparing different optimizers for the same run constraints, search space, and evaluation procedure. Blue
parts are commonly used for all approaches, while green parts are specific to the respective optimizer, marshaling the description of candidate solu-
tions for both the search space description and the description of candidates to be evaluated.
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be used to achieve comparability of different optimization
techniques for any other AutoML task, too. For example, the
benchmark could be used to investigate the capabilities of dif-
ferent optimizers to search for standard classification machine
learning pipelines including (multiple) pre-processing algo-
rithms. However, as we focus on automated machine learning
for multi-label classification here, this kind of investigation is
out of the scope of this paper and left for futurework.

6.1 Benchmarking Setup

The benchmarking setup encapsulates all the parameters rele-
vant to an AutoML benchmark, except for the optimizer that
is used to explore the space of potential solution candidates.
More precisely, the benchmarking setup defines the entire
experimental setup, including constraints on the run defining
the degree of parallelization and the timeouts. The framework
allows for defining timeouts for both the entire AutoML pro-
cess and the evaluation of a single candidate independently.

The core part of the benchmarking setup is the search
space description, which specifies all potential solutions
that may be tested by the algorithms. Our benchmarking
environment comes with its own (JSON-based) language to
describe a search space, which is easy to read and edit, and
which allows for modeling search spaces maintaining hier-
archical structures. In this model, every algorithm is seen as
a software component with provided and required interfaces.
The interfaces are just names and have no functional specifi-
cation. For example, a binary relevance learner provides an
interface MultiLabelClassifier and requires an inter-
face BaseLearner, which in turn can be provided, for
example, by an SVM. For every component, one can define
a set of parameters with their domains and dependencies
among them, e.g., “if value of x ¼ 3, then the domain of pos-
sible values for y becomes [0,1]”.

To make this search space description understandable to
the different optimizers, a search space converter must be
written for every optimizer to be considered in the bench-
mark. Clearly, every optimization tool accepts some form of
search space description, but the concrete formats strongly
vary among the different optimizers. For this paper, we
implemented such converters for the considered optimizers
to configure correct inputs for these optimizers.

Second, the run constraints comprise timeouts and compu-
tational resources. More precisely, one defines the overall
timeout for the search process, the timeout for single evalua-
tions, and constraints on memory and CPU usage. Needless
to say, the concrete choice of timeouts can bemore or less ben-
eficial for an optimizer. However, since the same constraints
apply to all optimizers, this impact should not be too large.

The third and last part of the benchmarking setup concerns
the evaluation procedure, and thereby also the performance
measure,which serves as the target loss to be optimized. Shar-
ing this part of the benchmarking setup across the different
optimizers ensures that there is no advantage in terms of eval-
uation speed, which might distort the overall performance.
Usually, to ensure this kind of fairness, the number of allowed
evaluations is limited. Our approach guarantees the same
degree of fairness also for anytime settings.

In addition to ensuring fairness and comparability, an
advantage of decoupling the benchmarking setup from the
optimizer is to developmeta-learning approaches independent

of a concrete optimizer. For example, a surrogate for assessing
the performance of a solution candidate can be used by substi-
tuting the evaluation procedure. In this way, the surrogate can
be tested in combination with any optimizer implemented
within the framework. Furthermore, the framework allows for
task-specific adaptations of the search space, e.g., by anticipat-
ing which algorithms will likely be too time-consuming for a
chosen evaluation timeout and excluding these algorithms
right from the start. Only the reduced search space is then pro-
vided to the optimizer.

6.2 Optimizer Interface

The optimizer interface is responsible for connecting an opti-
mizer to the rest of the benchmarking framework.More specifi-
cally, this mainly concerns setting the hyper-parameters of the
optimizer and converting the search space description from the
framework’s format into the specific format of the optimizer.

In addition to the optimizer itself, the optimizer interface
contains an evaluation stub bridging between the optimizer
and the evaluation procedure that is part of the benchmark-
ing setup. The evaluation stub takes evaluation requests
from the optimizer and forwards them to the evaluation
procedure. If the evaluation of the respective solution candi-
date is successful, the evaluation stub will feed the result
value back to the optimizer. Of course, the optimizer and
the evaluation stub are agnostic about the loss function
used to calculate the return value. However, in the case of
an unsuccessful evaluation, the evaluation procedure gives
feedback regarding the cause and differentiates between
crashed evaluations and those with a timeout.

The third component of the optimizer interface is a map-
ping from the framework’s search space description format
into the specific format of the optimizer. By automatically
generating search space descriptions, only the model-to-
model transformation needs to be correct, which simplifies
maintenance and allows for considering different search
spaces in a consistent way across multiple optimizers.

7 EXPERIMENTAL EVALUATION

The experimental evaluation analyzes the performance of
the optimization strategies for AutoML introduced above
in the problem domain of multi-label classification. We inves-
tigate the scalability of the optimizers alone concerning the
increased search space complexity, resulting from the deeper
hierarchical structures of multi-label classifiers and the more
costly candidate evaluations. To this end, we apply the bench-
marking framework as proposed in Section 6, making sure
that all optimizers are operating on the same search space and
adhere to the same constraints in terms of hardware resources
and timeouts.

7.1 Experimental Setup

In our experimental evaluation, we carry out all experiments
in the proposed benchmarking framework considering the
following optimizationmethods:

� Bayesian optimization (SMAC)
� Bandit optimization (Hyperband; HB)
� Bayesian Optimization & Hyperband (BOHB)
� Grammar-based genetic programming (GGP)
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� HTN planning and best-first search (HTN-BF)
Additionally, as a primitive baseline, we run a random

search that samples algorithm selections uniformly at random
(including recursive dependencies on other algorithms) and
subsequently chooses the hyper-parameters of the selected
algorithms uniformly at random from the respective hyper-
parameter domains.

All the runs were executed on nodes equippedwith 8 CPU
cores (Intel Xeon E5-2670) and 32 GB ofmainmemorywith an
overall timeout of 24h and a timeout for evaluating a single
classifier of 30 minutes. For the performance estimation of a
solution candidate, we used 5 randomly generated train/vali-
dation splits with 70 percent training and 30 percent valida-
tion data of the “training” data provided for the AutoML run.
Moreover, we used three different performance measures as
target function: instance-wise F-measure (FI), label-wise F-
measure (FL) andmicro-averaged F-measure (Fm).

The best-first search was configured with the default con-
figuration proposed in [17], i.e., it samples 3 random path
completions for assessing the quality of a node, resulting in
a relatively greedy search behavior. As for SMAC, we used
its parallelized version, but otherwise the default parame-
terization. Furthermore, we allowed for multi-fidelity opti-
mization by letting Hyperband and BOHB choose how
many train and validation splits are used for estimating the
performance of a solution candidate. To this end, they were
configured to choose budgets b ranging from 1 to 5,000 (to
also allow for enough exploration as the budget limits also
determine how many candidates are explored), which was
translated to db=1000e train and validation splits.

The grammar-based genetic programming approach was
configured to operate on a population size of 15, as in the
default configuration of Auto-MEKAGGP. The probabilities
for applying cross-over and mutation for recombination of
individuals were set to 0.9 and 0.1, respectively. Each new
generation keeps the best individual of the last generation.
In contrast to Auto-MEKAGGP, our implementation of
grammar-based genetic programming does no reshuffling
of train and validation splits but only uses the performance
estimation procedure provided by the benchmarking frame-
work as a fitness function. Moreover, the algorithm was
used in an anytime setting, i.e., it can return a solution as
soon as a first successful candidate evaluation was done,
and continues the evolution as long as time is left.

Train and test splits are derived by 10-fold cross-validation,
resulting in 10 train and test splits for eachdataset. A list of the
datasets used for benchmarking together with some descrip-
tive statistics is given in Table 2. The descriptive statistics
include the number of instances (#I), the number of labels
(#L), the label to instance ratio (L2IR), the unique labeling
combinations (ULC), and the average number of labels
assigned to an instance (aka label cardinality).

In total, we carried out 720 runs for eachmethod, except for
random search, which we executed only for 240 runs to
reduce computation costs. As random search does not make
any decisions based on candidate solutions seen so far, we
only need one run for all the three target losses together. Each
of the methods is executed with 8 parallel workers. Summing
up to a total of 3,840 experiments �a 24h, the experimental
evaluation contains data worth approximately 84 CPU years
(¼ 3; 840� 24h� 8 cores¼ 737; 280CPUh).

To specify the search space, we considered the multi-
label classifiers provided by MEKA [63], a multi-label classi-
fication extension of the well-known WEKA [64] machine
learning library. Both libraries are implemented in Java,
which is one reason why our benchmarking framework is
implemented in Java, too. For the global model of the search
space, we used the AILibs2 format of the project HASCO
and the extensive description of MEKA and WEKA pro-
vided in [65]. The source code for the benchmarking frame-
work and the experiments is publicly available via GitHub.3

7.2 Analysis of Generalization Performance

The test performances for all the methods and datasets
across 10 train and test splits and the three performance
measures (instance-wise, label-wise, and micro-averaged F-
Measure) are given in Table 3. At first glance, one can
observe that HTN-BF performs best in most of the cases and
tends to outperform all other methods on a wide range of
datasets. To obtain a better and more profound overall
impression, we have additionally visualized the results in
the form of scatter plots in Fig. 8, where we compare the
performance of one method against all others for each of the
performance measures. A single point in this plot depicts
the relative performance of the one method and another
compared method for one of the datasets, where the perfor-
mance of the one method is on the x-axis and that of the
compared method on the y-axis. The generalization perfor-
mance of the considered method improves from left to right,
and the performance of the compared methods bottom up.

TABLE 2
Benchmark Datasets Used in This Study

Dataset #I #L L2IR ULC card.

arts1 7,484 26 0.0035 0.08 1.65
bibtex 7,395 159 0.0215 0.39 2.40
birds 645 19 0.0295 0.21 1.01
bookmarks 87,856 208 0.0024 0.21 2.03
business1 11,214 30 0.0027 0.02 1.60
computers1 12,444 33 0.0027 0.03 1.51
education1 12,030 33 0.0027 0.04 1.46
emotions 593 6 0.0101 0.05 1.87
enron-f 1,702 53 0.0311 0.44 3.38
entertainment1 12,730 21 0.0016 0.03 1.41
flags 194 12 0.0619 0.53 4.12
genbase 662 27 0.0408 0.05 1.25
health1 9,205 32 0.0035 0.04 1.64
llog-f 1,460 75 0.0514 0.21 1.18
mediamill 43,907 101 0.0023 0.15 4.38
medical 978 45 0.0460 0.10 1.25
recreation1 12,828 22 0.0017 0.04 1.43
reference1 8,027 33 0.0041 0.03 1.17
scene 2,407 6 0.0025 0.01 1.07
science1 6,428 40 0.0062 0.07 1.45
social1 12,111 39 0.0032 0.03 1.28
society1 14,512 27 0.0019 0.07 1.67
tmc2007 28,596 22 0.0008 0.05 2.16
yeast 2,417 14 0.0058 0.08 4.24

The datasets are described by their name, number of instances (#I), number of
labels (#L), the label-to-instance ratio (L2IR), the portion of unique label com-
binations (ULC), and the average label cardinality (card.).

2. https://github.com/starlibs/AILibs
3. https://github.com/mwever/tpami-automlc
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A tie in the generalization performance is observed when-
ever a point is located on the diagonal. If a point lies below
(above) the diagonal, it means the considered method per-
forms better (worse).

These plots clearly show that HTN-BF mostly dominates
the other methods and yields (most of the time just slightly)
inferior results on a few datasets only. In fact, the few cases in
which another algorithm exhibits better performance are not
even statistically significant. While the advantage of HTN-BF

is clearly visible for all performance measures, it is especially
obvious for the case of label-wise F-Measure optimization. The
measure seems to be rather hard to optimize by the AutoML
approaches since the scores are in general rather low. Yet,
HTN-BF manages to obtain scores that improve up to a factor
of three compared to SMAC and Hyperband (let alone Ran-
dom Search, which is completely off the mark). Furthermore,
we can observe that SMAC is more in the midfield, whereas
HB and BOHB perform usually superior to the other methods
(except forHTN-BF). Apart from the random search, GGP typ-
ically performs inferior to the other considered methods, such
thatmost of the points are located above the diagonal.

In Table 3, we can see that the advantage of HTN-BF is
often statistically significant. For each dataset, we report the
mean result of each algorithm togetherwith its standard devi-
ation. The algorithm with the best mean score is marked in
bold, and we underline those results that are not significantly
worse in a statistical sense (according to a Wilcoxon signed-
rank test with a threshold for the p-value of 0.05) for the same
dataset. As suggested by the rather low standard deviations
and confirmed by the significance test, the results are not just
by chance. Instead, the advantage of HTN-BF appears to be
systematic. In spite of HTN-BF improving over other
approaches by factors on some datasets, the statistical differ-
ence in summary is less pronounced for the label-wise F-mea-
sure. For the other two performance measures, the great
majority of advantageous entries is also significant.

The random search baseline manages to return better sol-
utions than the other optimizers on several datasets even
after 24 hours of runtime. Furthermore, for two of the three
measures, it is even able to obtain a better average rank
than GGP, getting close to SMAC and GGP for the label-
wise F-measure. Random search does not offer a practically
useful alternative, however, as it also produces disastrous
results on a considerable number of datasets. The strongly
fluctuating performance can be explained by the fact that
the random search first draws one element from the set of
all possible unparameterized classifiers, which has, by defi-
nition, a bias towards more complex classifier structures
(i.e., a higher tendency for including meta classifiers for
multi-label classification as well as single-label base learn-
ers) since those represent a larger fraction of the set.

In the nested donut charts of Fig. 11,we present the relative
frequency of an algorithm being selected by the respective
optimizer across all runs. The layers of the nested donut charts
represent the five different component types reading from
outside to inside: meta multi-label, base multi-label, meta sin-
gle-label, base single-label, and kernel algorithms. For a better
readability, only algorithms with a portion of at least 0.05 are
shown. Algorithms below this threshold are grouped together
under the label “Others”. If no algorithmhas been selected for
a particular layer, this is denoted by a “/”. Note that meta
methods do not necessarily need to be selected as opposed to
base multi-label algorithms that are required to occur in any
solution. This figure makes very clear that SMAC, HB, and
BOHB select somewhat similar solutions which also explains
their similar performance in various settings. However,
SMAC’s and HB’s choices differ more from each other than
each of themdiffers fromBOHB.Another interesting observa-
tion is that the bias of the random search towards more com-
plex classifier structures is obvious and clearly distinguishes

TABLE 3
Test Performances (mean 
 std) of the Considered Approaches

Best performances are highlighted in bold, whereas results not significantly worse
than the best performance are underlined. Average ranks across the datasets are
given at the bottom of each part for the respective performancemeasure.
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Fig. 8. Pair-wise comparison of one method (shown on the x-axis) against all other methods with respect to instance-wise F-Measure (left), label-wise
F-Measure (center), andmicro-averaged F-Measure (right).
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it from any other method. On one hand, this bias enables ran-
dom search to yield best performances on some of the data-
sets. On the other hand, classifier evaluations are more prone
to timeouts, because more complex classifiers usually also
need considerablymore evaluation time, explaining the disas-
trous results previouslymentioned. Lastly, GGP andHTN-BF
favor simpler solutions barely incorporating meta algorithms
at all. Still the methods selected by GGP and HTN-BF differ
significantly, especially the set of chosenmulti-label base algo-
rithms iswaymore diverse in the case ofHTN than for GGP.

Methods that are based on a reduction to hyper-parameter
optimization are usually inferior to HTN-BF but still better on
a few datasets. Overall, however, it is obvious that HB and
BOHB compare favorably to SMAC,which we attribute to the
feature of multifidelity optimization. Since HB and BOHB are
allowed to evaluate single iterations of the Monte Carlo cross-
validation (MCCV), they can use more time to explore a more
diverse array of classifiers and then focus more and more on
the promising candidates. In the anytime average rank plots
in Fig. 10, we can observe that these methods usually perform
superior in the beginning, but HTN-BF passes by after one
hour (first vertical dashed line). While HB and BOHB race
head-to-head, SMAC is more or less off the mark, especially
for FL and Fm. Nevertheless, in the case ofFI , SMACmanages
to perform competitively to BOHB. GGP andRandomquickly
drop to the back ranks, which is due to sampling the (first)

incumbent uniformly at random leading to rather complex
models that take longer to evaluate or might even timeout
and any method is considered to have a score of 0 as long as
no incumbentwas found.

Grammar-based genetic programming performs the
worst on average. After 12h (third dashed vertical line) it
significantly loses in terms of average ranks compared to all
other methods, at this point performing even worse than
random search for FI and Fm. However, the bad perfor-
mance can be attributed to the parameterization of the eval-
uated GGP approach, which has been configured with a
population containing only 15 individuals, as it was advised
in [5]. While this seems to be a reasonable value for moder-
ate runtimes of up to 6 hours (second dashed vertical line),
it impedes a sufficient exploration of the search space as car-
ried out by other methods. Additionally, we only use a
straight-forward version of GGP which does not leverage
more sophisticated features, as for example restarting.

Another interesting insight is with respect to the “stability”
of the approaches. We can see that the standard deviation is
smaller for HTN-BF than for all other algorithms, both on
average and in the extremes. In other words, HTN-BF produ-
ces high-quality results on a quite constant level. As a conse-
quence, HTN-BF can be expected to produce better results
than SMAC or HB in almost all cases, not only on average.
Furthermore, results obtained from other methods can also
perform considerably worse than the mean performance,
entailing a certain riskwhen being used in practice.

Finally, even if HTN-BF is playing quite a dominant role,
it is worth mentioning that each of the other methods yields

Fig. 10. Average ranks over time (in ms) for the three performance
measures: instance-wise F-Measure (FI), label-wise F-Measure (FL),
and micro-averaged F-Measure (Fm).

Fig. 9. Evaluation times of successful classifier evaluations.
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the best performance for at least one combination of dataset
and performance measure.

7.3 Discussion of Results

The first conclusion one may want to draw from the results is
that greedily pursuing candidate lines pays off in the multi-
label scenario. Among all compared algorithms, HTN-BF
along with GGP is clearly the most greedy algorithm; its only
exploration is in the number of samples drawn for each node
evaluation. But this number is small (here 3), and there is no
further update of those values once the node evaluation has
been completed. However, although GGP can also be consid-
ered quite greedy due to its local search behavior, it very
much depends on its initialization and gets stuck in local
optima quite easily. Given HTN-BF’s great overall perfor-
mance, we conclude that greediness is preferable over explo-
ration for this setting, which is characterized by an extremely
large search space.

This also seems to have an intuitive explanation in the long
evaluation times inmulti-label classification,which are shown
in terms of boxplots in Fig. 9. There is simply not enough time
for exhaustive evaluation, and being stuck in a local optimum,
at least provided enough exploration in the beginning, is a
substantially smaller risk here than not optimizing at all.

However, taking a closer look, it is not entirely clear
whether the advantage of HTN-BF is due to the search behav-
ior or due to the formal model for specifying the search space.

In other words, maybe the advantage already comes from
using a grammar-based approach for modeling the search
space instead of flattening the space to a hyper-parameter
optimization vector, whereas the (greedy) algorithm used to
traverse that space has a less strong influence.

This suspicion seems to be confirmed by the fact that the
random search, being the least greedy algorithm, does also
sometimes perform well. In fact, among all cases in which
HTN-BF is not best, the random search has the highest
chance to be the winner. For these particular datasets, this is
either attributed to the fact that the more sophisticated
methods tend to focus on flatter classifiers and thus simpler
classifier structures, or it does not seem to advocate any
strategy that exploits the information encountered so far.

On the other hand, the results of the random search are
often also quite disastrous, as it repeatedly runs into time-
outs and cannot find any reasonable solution. For example,
the score on mediamill, social1, society1, and tmc2007 is 0,
compared to values between .3 and .6 for the other algo-
rithms.4 Hence, random search is certainly not a reasonable
alternative. Note that in cases where the score is 0, classifiers
are returned that are fast to evaluate but low in perfor-
mance. Often these solutions employ a majority classifier as
a base learner for the transformation methods, which due to
the rare label activation always scores 0.

Overall, all methods seem to struggle with the tremendous
size of the search space. While greediness still seems to be the
bestway to copewith this challenge, just like all othermethods,
it tends to ignore classifiers that are structurallymore complex.
As indicated by the results of the random search, which is
more biased towards such methods, simply leaving out the
more complex methods would come at the price of excluding
the optimal solution for some tasks. Nevertheless, to improve
the performance of the obtained solutions, either the methods
need to be adapted further to work more effectively in the
MLC search space, or the problem needs to be transformed so
that the methods can better cope with it. For the latter, one
option would be to implement meta-learning approaches to
dynamically prune parts of the search space, i.e., in an
instance-wise manner, which are anticipated not to be relevant
for the final solution. For example this could be done employ-
ing approaches to extreme algorithm selection (XAS), which
proved beneficial in settings with a large number of different
algorithms [66]. In this way the optimizers could focus on the
more promising candidates as anticipated by the XAS model.
Another option would be to incorporate safeguards for the
evaluation of solution candidates to avoid timeouts, thus
allowing one to waste time for regions that are omitted from
the effective solution space anyways. Interestingly, the obser-
vation that either method needs to be adapted to better fit the
MLC setting, or that the search space needs to be transformed
in away to better suit themethods we already have developed
for SLC, perfectly matches the philosophy according to which
classifiers forMLChave been developed in the literature so far.

Fig. 11. Frequencies of chosen algorithms per optimizer and algorithm.

4. One may wonder how any algorithm can have positive results if
such results cannot be obtained even with maximum exploration. The
explanation here is that the systematic searches have a more systematic
exploration. For example, if the evaluation of a node in HTN-BF obtains
a timeout, the corresponding sub-tree of this node is ignored, whereas
random search may consider repeatedly instances of this algorithm
which are also very likely to produce a timeout.
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8 CONCLUSION

In this work, we considered existing optimization approaches
for automatingmulti-label classification and,moreover, trans-
ferred other AutoML approaches commonly used for single-
label classification to the problem domain of MLC. Further-
more, we defined a benchmarking framework for multi-label
classification, which allows for isolated optimizer compari-
sons ensuring that all of them run within the same computa-
tional and time constraints, and that they operate on the same
search space, i.e., the same solution candidates can be found
and the same performance estimation of solution candidates
is used.

Our extensive study revealed that a reduction of the
AutoML problem to hyper-parameter optimization does not
scale well to the problem domain ofMLC out of the box. Con-
sequently, to apply those techniques properly, more work on
dealing with the extremely large search space and the deep
hierarchical configuration structures of multi-label classifiers
is necessary.

On the contrary, a greedy global search approach based
on hierarchical task network planning yields promising
results, showing the potential to properly deal with the hier-
archical structures that are also reflected in the model of the
search space. However, all of the considered AutoML
approaches have in common that they focus on classifiers
having a flatter structure than others. As a result, more com-
plex classifiers with a better generalization performance are
not yet sufficiently considered. To address this problem, we
outlined two interesting research directions, which are in
line with the two ways classifiers for MLC have been devel-
oped in the past: to either adapt the methods to the specifics
of the MLC search space, or to transform the original
AutoML problem for MLC into a problem that is more ame-
nable to the already existing approaches.
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