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Abstract
Extensive research has established that successful learning from an example is conditional 
on an important learning activity: self-explanation. Moreover, a model for learning from 
examples suggests that self-explanation quality mediates effects of examples on learning 
outcomes (Atkinson et al. in Rev Educ Res 70:181–214, 2000). We investigated self-expla-
nation quality as mediator in a worked examples—problem-solving paradigm. We devel-
oped a coding scheme to assess self-explanation quality in the context of ill-defined statis-
tics problems and analyzed self-explanation data of a study by Schwaighofer et al. (J Educ 
Psychol 108: 982–1000, 2016). Schwaighofer et al. (J Educ Psychol 108: 982–1000, 2016) 
investigated whether the worked example effect depends on prior knowledge, working 
memory capacity, shifting ability, and fluid intelligence. In our study, we included these 
variables to jointly explore mediating and moderating factors when individuals learn with 
worked examples versus through problem-solving. Seventy-four university students (mean 
age = 23.83, SD = 5.78) completed an open item pretest, self-explained while either study-
ing worked examples or solving problems, and then completed a post-test. We used con-
ditional process analysis to test whether the effect of worked examples on learning gains 
is mediated by self-explanation quality and whether any effect in the mediation model 
depends on the suggested moderators. We reproduced the interaction effects reported by 
Schwaighofer et al. (J Educ Psychol 108: 982–1000, 2016) but did not detect a mediation 
effect. This might indicate that worked examples are directly effective because they convey 
a solution strategy, which might be particularly important when learning to solve problems 
that have no algorithmic solution procedure.
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Introduction

2019 marked 30 years since the seminal work by Chi et al. (1989) was published and set 
research on the “self-explanation effect” in motion. Ever since, our understanding of this 
effect has greatly improved. For example, an essential component of self-explaining is that 
learners make inferences (Rittle-Johnson & Loehr, 2017); learners need support to self-
explain in ways that boost learning (Renkl et al., 1998); and when learners are supported, 
self-explaining is a powerful activity across domains and outcomes such as conceptual or 
procedural knowledge (Rittle-Johnson et al., 2017). Self-explaining is particularly impor-
tant in combination with worked examples, whose effect seems to depend on the quality 
of self-explanations learners generate while studying examples (Chi et  al., 1989; Renkl, 
1997; Sweller et al., 2019). In fact, in their framework of example-based learning, Atkin-
son et al. (2000) assume that the effectiveness of worked examples not only depends on 
self-explanation quality but also that “the structure of worked examples enhances students’ 
self-explanation behavior” and that “students’ self-explanation behavior during study in 
turn mediates learning” (Atkinson et al., 2000, p. 204).

As researchers investigated mostly the effect types of self-explanation prompts have 
on self-explanation quality or what types of worked examples self-explaining to combine 
with, we know less about the effect of self-explaining when worked examples are com-
pared to problem-solving. In the worked examples—problem-solving paradigm, it is com-
mon to investigate the conditions under which worked examples are more effective than 
problem-solving. This resulted in robust evidence that worked examples are well suited 
for learners with less prior knowledge in the domain of study and that problem-solving 
is well suited for learners with more prior knowledge (Kalyuga, 2007). In this study, we 
investigate self-explanation quality as mediator in the worked examples—problem-solving 
paradigm. Drawing on Atkinson et al.’s framework, we assume that learners generate self-
explanations of higher quality when studying worked examples compared to when solving 
problems and because of that gain more knowledge. In detail, we analyzed self-explana-
tions of a study by Schwaighofer et al. (2016).

Schwaighofer et  al.’s work focused on moderators of the worked example effect and 
their study contributed to the field of instructional science by looking not only at prior 
knowledge but also other cognitive functions (working memory capacity (WMC), shifting 
ability and fluid intelligence). Our study further contributes to the field as we are applying 
conditional process analysis (Hayes, 2018), an analytical approach that allows for the joint 
analysis of mediating and moderating factors. With this study we thus intend to bring forth 
a discussion of the interdependence of instructional support, cognitive characteristics of 
the learner who uses the support, and the activity the learner is engaged in while using the 
support.

Rationale

The self‑explanation effect

Ever since Chi et al. (1989) found that learners who frequently referred to domain prin-
ciples or linked the materials with their prior knowledge during example study were 
those who did well on a later test and that learners who mostly rephrased the materials 
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and overall engaged in less self-explaining were those who did less well on the test 
(Chi et al., 1989), the self-explanation effect refers to the finding that worked examples 
are more effective when learners self-explain well than when they produce no or low-
quality self-explanations (Renkl, 1997). Self-explanations are what learners produce 
when they explain learning materials to themselves (Chi et  al., 1989). Self-explaining 
is assumed to prevent superficial use of worked examples. It actively involves learners 
with the learning materials (Roy & Chi, 2005; Stark et al., 2000) and, ideally, learners 
generate inferences that go beyond what is provided in the instructional materials (Chi, 
De Leeuw, et al., 1994; Rittle-Johnson et al., 2017), supporting learners to deepen their 
understanding (Chi & Wylie, 2014). Further, learners attend more to structural than to 
surface features of problems when self-explaining worked examples. Thus, self-explain-
ing promotes knowledge that is less tied to specific problem features, which helps learn-
ers to generalize and to transfer their knowledge to solve problems in new contexts 
(Adams et al., 2014; Renkl, 2014; van Gog & Rummel, 2010).

Self-explaining is a central component in the framework for learning from exam-
ples proposed by Atkinson et al. (2000). The framework describes the effect of worked 
examples on learning outcomes as dependent on self-explanation quality. This means 
that examples are only effective if learners self-explain well during example study. The 
framework also describes that certain features of worked examples support learners 
to generate self-explanations of higher quality and that engaging in high-quality self-
explaining then results in better learning. Thus, self-explanation quality is assumed to 
mediate, that is “explain” the effect of examples on learning. Based on this framework 
it seems desirable to design worked examples that elicit high-quality self-explanations 
or to design supports for students to generate high-quality self-explanations. Focused 
on the latter, one study compared self-explanation prompts to no prompts (Berthold & 
Renkl, 2009) and another study compared different types of self-explanation prompts 
to no prompts (Berthold et al., 2009). Both studies found that the quality of self-expla-
nations accounted for differences between the experimental groups in conceptual and 
procedural knowledge. Other studies that investigated self-explanation quality as media-
tor developed training interventions featuring video-based examples to support learners 
gaining declarative knowledge about argumentation (Hefter, 2021; Hefter et al., 2014) 
or conceptual knowledge about epistemological understanding and intellectual values 
(Hefter et  al., 2015). Self-explanation quality mediated the effect of interventions on 
outcomes. However, in these studies, the difference between the experimental and con-
trol condition was that the experimental group self-explained the learning domain and 
the control group the exemplifying domain. For example, the experimental group self-
explained how a model used argumentation principles in an argument while the con-
trol group self-explained the content about which the model argued (e.g., Hefter, 2021). 
Further, it may be argued that some types of prompts in Berthold et  al. (2009) pro-
vided learners with additional information which might have helped learners to better 
understand the content. Roelle and Renkl (2020) applied proper mediation analysis test-
ing their hypothesis that the effect of access to review of instructional materials versus 
no access while working on examples on posttest chemistry knowledge was mediated 
by the number of self-explanations learners generated. The authors included academic 
self-concept as moderator in the model and reported finding a moderated mediation 
effect (Roelle & Renkl, 2020). Taken together, the mediation hypothesis formulated in 
Atkinson et al. (2000) has for a while not been rigorously tested and the field is moving 
towards doing so by applying state-of-the-art mediation analysis.
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Self‑explaining in a worked examples—problem‑solving paradigm

It seems intriguing to draw on Atkinson et al.’s (2000) framework of example-based learn-
ing when comparing worked examples to problem-solving. One reason learners often fail 
to solve problems is that they do not have practical or applicable knowledge and instead 
use general knowledge (Ohlsson, 1996). It seems possible that self-explaining problem-
solving helps learners to notice when they get stuck and to identify the confusing part of 
the problem. Further, when self-explaining, learners might realize that a step they took to 
solve the problem does not continue to make sense (Ohlsson, 1996; Roy & Chi, 2005). 
This might guide learners to seek more knowledge or help them recognize which knowl-
edge is relevant. In that sense, self-explaining one’s own problem-solving might give learn-
ers the chance to “repair” their own knowledge (Allwood, 1984; Allwood & Montgomery, 
1982; Ohlsson, 1996; VanLehn & Jones, 1993) or integrate information from instructional 
materials with their own thinking about the problem (Chi, 2000).

Schwonke et al. (2009) investigated self-explanation quality in the worked examples—
problem-solving paradigm. They compared faded worked examples to problem-solving in 
a cognitive tutoring environment. Learners solved geometry problems and thought aloud 
providing justifications either for the solutions they generated or for the worked-out steps 
of the example they studied. Analysis of the self-explanations showed that while groups 
differed on certain types of self-explanations, they did not differ in the total number of self-
explanations. However, only the total number of self-explanations correlated with learning 
outcomes (Schwonke et al., 2009). The mediation effect was not tested. Similarly, a study 
that compared repeated example study with example-problem pairs, both accompanied by 
self-explanations (referred to as elaborations), reported how the number of self-explana-
tions as well as different kinds of self-explanations differed between groups and related 
to the learning outcome (Stark et  al., 2000), but did not directly mention the possibility 
of a mediated effect, nor report a mediation analysis. Hence, directly testing whether self-
explanation quality mediates the worked example effect will shed light on how learners 
who study worked examples outperform learners who solve problems.

Self‑explanation quality

Quality of self-explanations has been conceptualized and consequently operationalized 
very differently across the literature. To distinguish self-explanations from “good” and 
“poor” learners, Chi et al. (1989) subjected their verbal protocols to an extensive in-depth 
analysis. Subsequently, rephrased text was used as an indicator of low-quality self-explain-
ing, whereas linking study materials to worked examples, linking materials to one’s own 
prior knowledge, or referencing domain principles were taken as indicators of high-quality 
self-explaining (Chi et al., 1989; Chi, De Leeuw, et al., 1994; VanLehn & Jones, 1993). 
Based on this conceptualization, Renkl (1997) defined several categories of self-expla-
nations: For example, principle-based explanations are those in which learners verbalize 
or refer to a domain principle (physics law, mathematical principle, etc.), whereas goal-
operator explanations are those in which learners identify a sub-goal and mention opera-
tors that help them to achieve it (Renkl, 1997). These types of self-explanations were used 
and adapted to the domains or learning tasks in studies that followed (e.g., Berthold & 
Renkl, 2009; Berthold et al., 2009; Schwonke et al., 2009). A recent study defined prin-
ciple-based self-explanations as interrelating instructional text and examples, expanding 
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this type of self-explanation to relating principles and/or concepts from learning materi-
als with concrete examples (Roelle & Renkl, 2020). Often, the quantity of a certain self-
explanation type was used as indicator of self-explanation quality (e.g., Berthold & Renkl, 
2009; Berthold et al., 2009; Renkl, 1997; Roelle & Renkl, 2020; Schwonke et al., 2009). 
Others, however, conceptualized quality as the degree to which self-explanations included 
elements of the to-be-learned materials and rated the correctness of the information in a 
self-explanation (Hefter et al., 2014, 2015; Schworm & Renkl, 2007). In such approaches, 
incorrect self-explanations constituted the lower end of the quality continuum. In other 
studies, incorrect self-explanations were treated as a separate category (e.g., Berthold & 
Renkl, 2009; VanLehn & Jones, 1993). This means that what constitutes a self-explana-
tion is closely tied to the learning task or material. Consequently, the definition of a high-
quality self-explanation greatly varies resulting in a range of operationalizations including 
quantitative and qualitative measures.

Types of problems and types of knowledge

In prior studies different examples and self-explanations were designed to match the nature 
of different learning materials and goals. For example, Chi et al. (1989) used science prob-
lems (mechanics problems). To solve these, learners had to combine mathematical and 
deep conceptual knowledge. Many other studies utilized math, probability, or geometry 
problems that can be classified as procedural problems. To solve these, learners need to 
apply rule-based or algorithmic procedures (Paas, 1992; Paas & van Merriënboer, 1994; 
Schwonke et  al., 2009). Such problems seem to require understanding rules and princi-
ples, as well as the order in which to apply rules. Another type of problems are function-
form problems, which require a long causal explanation, for example science problems like 
photosynthesis or the human circulatory system (Chi, De Leeuw, et al., 1994; Chi, Slotta, 
et al., 1994). To solve such problems, learners need to apply deep conceptual knowledge. 
Yet other studies used double content examples to train domain general skills such as col-
laboration or argumentation. Double content examples operate on two levels. The example 
needs to model the targeted domain (e.g., argumentation, how to write an essay) which to 
do requires an exemplifying domain (arbitrary exchangeable topics that are not the learning 
goal, for example the content a model argues about, the content the essay is on). The aim 
for learners was to gain knowledge in the target domain (e.g., Hefter et al., 2014; Schworm 
& Renkl, 2007).

The types of problems that are used and the types of knowledge that are targeted involve 
learners differently with the learning materials and result in different self-explanations. 
Mechanics problems such as the ones used by Chi et  al. (1989) or procedural problems 
such as math and probability problems (e.g., Paas, 1992; Paas & van Merriënboer, 1994; 
Schwonke et al., 2009) may only be solved if certain steps are taken in a specific order. 
Learners self-explaining worked examples that illustrate the steps for solving such prob-
lems need to abstract rules and a stepwise procedure. Thus, learners generate principle-
based or goal-operator explanations. In contrast, learners do not need to abstract rules or 
procedures when learning to solve argumentation problems. Self-explaining what a model 
does arguing about a certain topic more likely involves noticing of argumentation moves 
and creating a list of possible moves. Self-explanations tend to refer to domain concepts, 
their functions, and/or relations when examples serve learners who are trying to gain an 
understanding of disciplinary systems or phenomena (Chi, De Leeuw, et al., 1994).
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The statistics problems Schwaighofer et al. (2016) designed for their study pertain to a 
fictitious researcher who wants to address a specific question and does not know how to sta-
tistically do so. These problems require learners to identify relevant information and apply 
their knowledge (Schwaighofer et al., 2016). Without an example, a model, or instructions, 
learners may be unable to infer any rules for how to solve such a problem. Thus, like argu-
mentation problems, these problems do not have an algorithmic solution. Hence, we refer 
to them as ill-defined. Like function-form problems, the problems designed by Schwaig-
hofer et al. (2016) require conceptual knowledge to be solved. Instead of reflecting on solu-
tion steps at a more abstract level, learners  reason which statistical concepts can be applied 
to a given problem, apply their knowledge, and then justify why a certain concept applies. 
Therefore, self-explanations are likely highly intertwined with the content of the problem 
solution. Consequently, it is improbable that the self-explanations that occur are of the 
same type as those that occur when rule-based problems are being solved. For ill-defined 
statistics problems it is more suited to operationalize quality as the degree to which the 
solution includes correctly applied and justified conceptual information. This operationali-
zation seems to resemble the recent approach of capturing self-explanations in chemistry 
learning where students used principles but also concepts from the learning materials and 
applied them to concrete examples in their self-explanation, even though this was catego-
rized as principle-based self-explanations (Roelle & Renkl, 2020).

The dependency between the type of problem or type of targeted knowledge and self-
explanations that is observed raises the question how other features of the learning task 
determine the quality aspects that can be observed. For instance, learners were asked to 
self-explain out loud (e.g., Chi et  al., 1989), to answer content related questions (e.g., 
Hefter et al., 2014), to justify their solutions (e.g., Schwonke et al., 2009), or to explain 
why (Roelle & Renkl, 2020). Are observed differences between the artifacts learners gen-
erate in response to “self-explain what you are doing”, “explain why”,”think aloud”, or 
“justify your answer” manifestations of distinct thinking processes or the result of different 
prompts? Are there quality indicators that can be used across data sources or does the type 
of data collected (written explanations versus think aloud protocols) determine the type of 
self-explanation we can observe? The critical feature of self-explaining is its constructive, 
generative nature (Chi, De Leeuw, et al., 1994). Potentially, self-explaining can be under-
stood as a broad range of activities as long as they include generation of inferences (see 
Rittle-Johnson et al., 2017). These are important questions in need of further conceptual 
discussion and empirical investigation.

Moderators of the worked example effect

Our investigation of self-explanation quality as mediator in the worked examples—prob-
lem-solving paradigm is grounded in Schwaighofer et al.’s (2016) study. In consensus with 
the field of worked examples research, Schwaighofer et al. argued that the worked example 
effect depends on individual learners’ prerequisites. Prior knowledge is one such prerequisite 
(the expertise-reversal effect, Kalyuga, 2007). In a review of worked examples research, van 
Gog and Rummel (2010) suggested that individual differences in working memory capacity 
(WMC) similarly moderate the worked example effect. A different view was proposed by cog-
nitive load theorists who argue that individual differences in WMC are only minimally mean-
ingful in complex learning (Paas & Sweller, 2014). Beyond prior knowledge and WMC, other 
cognitive functions and their impact on instructional effectiveness are rarely discussed (see 
Schüler et al., 2011). Schwaighofer et al.’s (2016) goal was to empirically investigate WMC as 
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moderator of the worked example effect and to include multiple cognitive functions relevant to 
learning as moderators. The authors thus measured prior knowledge, WMC, shifting and fluid 
intelligence. Their results suggest that shifting ability and fluid intelligence influence the effect 
of worked examples. Shifting is a core cognitive function needed to regulate thought and 
behavior (Miyake & Friedman, 2012), as it allows us to flexibly switch between carrying out 
different tasks (Miyake et al., 2000). Worked examples were more beneficial than problem-
solving for learners with lower shifting ability, but the benefit of worked examples over prob-
lem-solving decreased with higher shifting ability (Schwaighofer et al., 2016), an effect that 
was replicated (Bichler et al., 2020). In contrast, no evidence was found for WMC as modera-
tor of the worked example effect (Bichler et al., 2020; Schwaighofer et al., 2016), favoring the 
cognitive load explanation that everyone’s working memory capacity is limited when it comes 
to complex learning (Paas & Sweller, 2014). While Schwaighofer et al.’s (2016) and the rep-
lication of their study (Bichler et al., 2020) extended the investigation of factors that moderate 
the worked example effect to include prior knowledge and other cognitive functions relevant 
to learning, neither study analyzed learners’ self-explanations or the mediating role of self-
explanation quality.

The present study

Motivated by the fact that Atkinson et al.’s (2000) model of learning from examples through 
self-explanations has not yet been rigorously tested, we use Schwaighofer et al.’s (2016) data 
to analyze self-explanation quality and test the assumed effect in a proper mediation analysis. 
Operating within the worked examples—problem-solving paradigm, we do so without ignor-
ing that there are factors that moderate the worked example effect. Specifically, we use condi-
tional process analysis to jointly investigate moderating and mediating factors (Hayes, 2018). 
Using conditional process analysis, our study contributes to the field of instructional research 
by delivering results that stimulate rethinking the theoretical assumptions in the worked exam-
ples—problem-solving paradigm and around the effect of self-explanations and allow for a 
contextualized interpretation of the involved moderating and possibly mediating factors.

Further, we synthesized work done in the worked examples—problem-solving paradigm 
and around the self-explanation effect. We reviewed the types of problems utilized and types 
of knowledge targeted in previous studies that focused on the self-explanation effect. We 
contrasted studies using different prompts to elicit self-explanations and analyzing different 
data sources. Hence, we not only look at self-explanation quality in the worked examples—
problem-solving paradigm with a proper mediation analysis, but also provide a report of the 
field’s approaches to conceptualizing and operationalizing self-explanation quality. We model 
one approach that we argue is suitable for our specific context (ill-defined problems, learners 
prompted to justify, written artifacts as data source, and application-oriented knowledge as 
outcome).

Research questions and hypotheses

We address these research questions: (1) Does self-explanation quality mediate the worked 
example effect on application-oriented knowledge and is the mediation effect dependent on 
prior knowledge, WMC, shifting ability, and fluid intelligence? and (2) Are the results of 
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the moderation analysis reported by Schwaighofer et al. (2016) reproduced? We represent 
the conditional process model that we analyze in Fig. 1.

Our main goal is to test whether self-explanation quality mediates the worked exam-
ple effect application-oriented knowledge in the domain of statistics. We predict that self-
explanation quality mediates the worked example effect on learning gains in such as that 
self-explanation quality will be higher in the worked example than in the problem-solv-
ing group (Fig.  1, path 2) and that higher self-explanation quality will in turn be asso-
ciated with higher learning gains (Fig. 1, path 3). In other words, we expect an indirect 
effect (Fig. 1, path 4). Special about conditional process analysis is that the model tests if 
the indirect effect is contingent on any of the included moderators. In our case these are 
prior knowledge, WMC, shifting, and fluid intelligence. Such an investigation is novel and 
explorative; thus, we have no assumptions as to whether the indirect effect would depend 
on any of the moderators or not (Fig. 1, path 5). Similarly, we have no assumption as to 
whether the effect of worked examples on self-explanation quality or the effect of self-
explanation quality on learning gains would be contingent on any of the moderators (Fig. 1, 
path 6).

Our secondary goal is to test whether moderation results reported by Schwaighofer 
et  al. (2016) are reproduced in the conditional process model analysis that we conduct. 
We predict that even when self-explanation quality is included as mediating variable, the 
same interaction effects that Schwaighofer and colleagues reported are detected. Hence, we 
predict to find an interaction effect of worked examples versus problem-solving and shift-
ing ability as well as fluid intelligence, and a statistically non-significant interaction of the 
treatment and prior knowledge as well as WMC (Fig. 1, path 1).

Fig. 1  Conditional process analysis testing whether the worked example effect on learning gains is mod-
erated by prior knowledge, WMC = working memory capacity, shifting ability and Gf = fluid intelligence 
[1]; whether the worked example effect is mediated by self-explanation quality [4] in such as that worked 
examples lead to better self-explanation quality [2] and better self-explanation quality is associated with 
higher learning gains [3]; and testing whether this indirect effect is contingent on any of the four moderator 
variables [5]; as well as testing whether the a- and b-path is contingent on any of the suggested moderators 
[6]. The analysis was carried out by testing model 59 in the SPSS Macro PROCESS by A. Hayes (2018). 
The dashed line represents the indirect effect. Dotted lines are used for those effects that are explored, for all 
other effects in the model we investigate directional hypotheses
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Method

As our investigation pertains to a previously published study, this method section describes 
the same procedure as is described in Schwaighofer et al. (2016). In “Sample”, “Measures 
(self-explanation quality)”, and “Statistical Analysis” we report the unique aspects of our 
study.

Sample and design

Students enrolled in psychology, educational science, or school psychology undergraduate 
programs at a large German university participated in Schwaighofer et al.’s (2016) study. 
Self-explanation data was available for N = 77 participants. One participant had not com-
pleted the study and self-explanation worksheets of 2 participants could not be matched 
with the rest of the data. Thus, the final sample size for the conditional process analy-
sis is N = 74 (88% women, 12% men; mean age = 23.83 years (SD = 5.78)). The semester 
ranged from the second to eighth semester; 29 participants were enrolled in educational 
science, 24 in psychology, and 21 in school psychology. Participants either received mon-
etary compensation or a participation certificate, which is required to receive study credits 
in psychology. Participants were randomly assigned to one of two experimental conditions: 
worked examples  (n1 = 36) versus problem-solving  (n2 = 38). Participants studied in a lab 
with a researcher present and were thus observed working on the task, no participant was 
observed not engaging with the learning materials (those who did not write a lot, studied 
the slides on the screen or scrolled between the information materials, which was seen as 
an indicator of engagement).

Material

Material was presented on a computer screen as PowerPoint slides. The first slide of 
each problem contained a problem description and the research question of a fictitious 
researcher. Participants were asked: “How can you investigate this problem statistically? 
Justify your answer, if possible.” To solve the problem, participants had to identify the 
relevant variables as independent, dependent, or control variables; suggest an appropriate 
design and statistical analysis; and consider relevant statistical assumptions. The problem 
slide was followed by two slides with textbook material on the General Linear Model, con-
taining information relevant and information irrelevant for the respective problem. Learn-
ers had to reason which information applied, thus the task can be described as complex. In 
total, there were three problems and textbook material for each.

Worked examples

In the problem-solving condition, participants solely had the textbook material to rely on 
for solving the problems. In the worked example condition, a worked example was addi-
tionally provided for each problem. Each worked example consisted of three consecu-
tive slides inserted between the problem description and the textbook material. The first 
slide of the worked example included the first solution step: “Identifying variables and 
design”. This was the heading of the slide. The body of the slide showed the solution: the 
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independent, dependent, control variables, and design of the respective problem. The sec-
ond slide showed the second solution step: “Choosing a statistical method” and its appli-
cation to the problem; the third slide showed the third solution step: “Relevant statistical 
assumptions” and the solution for this step.

Procedure

The experiment was split into two sessions, amounting to a total of 4 h of testing. In the 
first session, participants were introduced to the procedure of the study, provided demo-
graphic information, completed the prior knowledge test (paper–pencil), computerized 
working memory and shifting tasks, as well as the fluid intelligence test battery. The first 
session took about 160 min. Personal identification codes were used in every task to ensure 
anonymity and correct matching of data from different sources. The second session con-
sisted of the learning phase and post-test (paper–pencil, 20 min). During the 60-min learn-
ing phase, participants were randomly allocated to one of the two conditions and solved the 
three statistical problems. Participants were able to navigate through all slides without any 
restrictions but were asked to only move on to the next problem once they had finished the 
previous one.

Measures

Self‑explanation quality

In both conditions, participants responded to this prompt for each problem: “How can you 
investigate this problem statistically? Justify your answer, if possible.” We classify these 
written artifacts (problem solutions including justifications) as self-explanations. To cap-
ture learners reasoning, we used expert solutions to the problems and identified the claims 
that could be made per problem, as well as the information that would justify each claim. 
For each problem, three claims could be made, and each claim corresponded to one of the 
three modeled solution steps in the worked example: Identify (1) variables and design, (2) 
statistical analysis, and (3) statistical assumptions. For example, a learner who suggested a 
2 × 2-factorial between-subjects design identified an appropriate operator to complete step 
two of the problem solution. We coded each claim with either no claim (0: no claim or an 
incorrect claim), incomplete claim (0.5: partially correct or missing details), or complete 
claim (1: correct and complete). For example, one correct claim for “Statistical Analysis” 
in one problem was a 2 × 2-factorial between-subjects design. If a participant suggested a 
between-subjects design, it was coded with 0.5 because details were missing. If a partici-
pant suggested a within-subjects design, it was coded with 0 for incorrect.

We separately coded whether each claim was justified. A claim was justified if informa-
tion that corresponded to a claim was either visually, spatially, or verbally linked with the 
claim. For example, a participant used arrows pointing from the variables they identified 
to the statistical analysis they suggested (visual link). If a participant suggested a statisti-
cal analysis and listed the variables below using bullet points, we considered information 
spatially linked. Claims were verbally linked to justifications if participants used words 
like “consequently” or “therefore”. We coded “justified” if claims were clearly linked to 
corresponding information (1). If justifying information was not linked to claims or incom-
plete, we coded “incomplete justification” (0.5) and if learners did not provide any justify-
ing information, we coded 0 for “not justified”.
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Next, we transformed the separate scores for claim and justification as shown in Table 1 
to capture the degree to which each single claim was justified. The logic of this transforma-
tion is that a learner who provided no claim and no reason scored lowest (0) and a learner 
who provided a complete claim that was fully justified scored the highest (3). Using this 
scoring system, learners could get a minimum of 0 and a maximum of 9 points per prob-
lem. A 0 would indicate that this learner did not provide any or any correct claim and did 
not or incorrectly justify it. A 9 indicates that a learner made 3 claims and fully justified 
them. We used the sum score across all three problems (all 9 claims) as indicator of self-
explanation quality (with three problems a minimum of 0 and a maximum of 27 points was 
possible). Cronbach’s α = .78 indicates a good reliability for the 9-item self-explanation 
quality measure.

We additionally coded when learners applied conceptual information, for example 
“independent variable”, to specific problem information, for example “motivation”. We 
separated this from self-explanation quality and refer to it as concept application. The 
number of relevant concepts varied between the three problems (nine concepts in prob-
lem 1 and 3; seven concepts in problem 2). We coded whether a concept was applied to 
problem information (1 point) or not present (0 points). We gave 0.5 points if either only 
the conceptual or the problem information was present. For example, “independent vari-
able = motivation” was coded with 1 point. Self-explanations that included only “there is 
one independent variable” and did not specify that the independent variable was motiva-
tion received 0.5 points. We calculated the sum across all concept application points across 
all three problems. A minimum of 0 and a maximum of 25 points could be achieved. Cron-
bach’s α = .82 indicated a good reliability for this scale.

Application‑oriented knowledge

Application-oriented knowledge was assessed at pretest and post-test with two open-ended 
questions that were chosen from an exam question pool of the psychology department. 
Both questions had to be answered by completing three sub-tasks that aligned with the 

Table 1  Self-explanation quality 
scoring

Note. Each problem had three claims, thus per problem a max. of 9 
points could be achieved. The self-explanation quality is defined as the 
total sum score across 9 possible claims across the 3 problems, with a 
min. of 0 and a max. of 27 points. Example: A learner mentions Claim 
1 correctly and fully justifies it = 3; Claim 2 is incomplete and not jus-
tified = 0.5; Claim 3 is complete but not justified = 1. This learner has a 
final self-explanation quality score of 3 + 0.5 + 1 = 4.5 across the three 
possible claims and their justifications

Claim Reason Justifi-
cation 
Score

Complete (1) + Complete (1) 3
Incomplete (0.5) + Complete (1) 2.5
Complete (1) + Incomplete (0.5) 2
Incomplete (0.5) + Incomplete (0.5) 1.5
Complete (1) + No reason (0) 1
Incomplete (0.5) + No reason (0) 0.5
No claim (0) – 0
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three solution steps in the worked examples: (1) identifying variables and design, (2) sta-
tistical analysis, and (3) statistical assumptions. In total, participants could receive 6 points 
(one for each sub-task in both test questions). Items in pre- and post-test were structur-
ally the same, but the content of the items changed from pre- to post-test. For example, 
the number of independent variables and their scale level was the same in pre- and post-
test but in the pretest the independent variable was motivation and in the post-test it was 
intelligence.

As reported by Schwaighofer et al. (2016), the pre- and post-test were coded with a good 
interrater reliability (average Cohen’s κ = .95 and κ = .92 respectively), however the Kuder-
Richardson-20 coefficient indicated a relatively low reliability for the pretest rtt = .49 and 
the post-test rtt = .44 (N = 76). The difference between test scores (post-test—pretest) was 
used as the dependent variable in the analyses reported by Schwaighofer et al. (2016). We 
used the same gain scores as the dependent variable in our analyses if not indicated other-
wise (different N due to the smaller sample for which self-explanation data was available).

Executive functions and fluid intelligence

Schwaighofer et  al. (2016) assessed working memory capacity (WMC) with the auto-
mated operation span, the automated reading span, and the automated symmetry span 
task (Redick et  al., 2012) using E-Prime software (version 2.08.22). Participants must, 
for example, recall the order of letters presented after a processing activity. For each task 
the proportion of correctly recalled elements was computed as WMC indicator. The mean 
across these three indicators was then used as measure of WMC. Shifting was assessed 
with the color-shape task, number-letter task, and category-switch task (Friedman et  al., 
2011) using the procedure of Friedman et  al. (2016). These tasks comprise of switch 
(applying a rule different to the previous rule) and no-switch trials (applying the same rule 
in consecutive trials). The mean reaction time of no-switch trials was subtracted from the 
mean reaction time of switch trials to estimate switch costs for each of the three tasks. 
A mean score across the three tasks was then calculated as the shifting measure (higher 
scores indicating lower ability). Fluid intelligence was assessed with three subtests of the 
computerized intelligence structure battery (INSBAT; Arendasy et al., 2012). The test was 
adaptive, adjusting the number and difficulty of tasks to the level of performance for each 
participant. A raw score for fluid intelligence was automatically calculated by the test sys-
tem, higher scores indicating higher fluid intelligence. Schwaighofer et al. (2016) provide a 
more detailed description of these measures.

Statistical analyses

We report results based on a 5% alpha level in this paper. Correlations and descriptive 
statistics were obtained with SPSS 24 (IBM SPSS Statistics, Version 24). Conditional pro-
cess analyses, also referred to as moderated mediation analyses, were estimated with the 
SPSS macro PROCESS (Hayes, 2018). We report unstandardized regression coefficients 
in conditional process analyses and 95% bootstrapped (5000 samples) confidence inter-
vals  (CIboot). We report p-values for one-tailed testing for the effects that Schwaighofer 
et al. (2016) formulated as directional hypotheses, as well as for the treatment effect on the 
mediator and the mediator effect on the outcome. For these effects, we estimated the 90% 
two-tailed  CIboot as an approximation for the one-tailed 95%  CIboot. While we assumed a 
directional mediation effect, we had no assumptions as to whether the indirect effect would 
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depend on the suggested moderators and thus report results for two-tailed tests. Likewise, 
two-tailed tests are reported for those effects in the model that we explored (interaction of 
treatment and suggested moderators predicting self-explanation quality as well as interac-
tion of self-explanation quality and suggested moderators predicting the outcome). The N 
in all reported analyses is 74 unless indicated otherwise. Schwaighofer et al. (2016) identi-
fied age and semester as covariates for their analyses, which is why we also controlled for 
these variables in our analyses. Conditional process analyses include analysis of new (self-
explanation) and previously published data (application-oriented knowledge, moderators). 
Descriptive statistics and correlations are only reported for self-explanation data (new 
data). Histograms and boxplots showed that self-explanation quality was approximately 
normally distributed and that there were no outliers.

Results

Correlations

Self-explanation quality and concept application strongly correlated r = .72, p < .001. We 
continue reporting results for self-explanation quality as it is the mediating variable of 
interest in this study. Self-explanation quality correlated significantly with prior knowledge 
r = .24, p = .042 and post-test knowledge r = .37, p = .001, but not with gain scores r = .16, 
p = .188. None of the correlations with covariates and moderating variables (except prior 
knowledge) were statistically significant (see Table 2). Detailed descriptive statistics for the 
process measures are found in Table 3. 

Conditional process analysis with prior knowledge as moderator

We investigated whether the worked example effect was mediated via self-explanation 
quality and whether the indirect effect or any other effect in the model depended on prior 
knowledge. This moderated mediation model included worked examples versus problem-
solving as independent variable, self-explanation quality as mediator, post-test knowledge 
as dependent variable, and prior knowledge as moderator. Age and semester were included 
as control variables.

The worked example effect on self-explanation quality was not statistically significant 
b = 1.78, pone-tailed = .234, 95%  CIboot [–2.58,  5.38]. Similarly, the mediator self-expla-
nation quality did not significantly predict post-test knowledge b = 0.07, pone-tailed = .059, 
95%  CIboot [–0.01, 0.12]. The direct effect of worked examples on post-test knowledge 

Table 2  Correlations of self-explanation quality (mediator) with control and moderating variables

Note that higher scores for shifting indicate lower ability
WMC working memory capacity, Gf fluid intelligence

Control variables Moderating variables

Age Semester Prior knowledge WMC Shifting Gf

Quality of self-explanations r
p

− .22
.060

.11

.354
.24
.042

.11

.346
.05
.657

.15

.217
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was not statistically significant b = 0.65, pone-tailed = .120, 95%  CIboot [–0.17, 1.54]. The 
direct effect of worked examples on post-test knowledge was not moderated by prior 
knowledge b = −0.02, pone-tailed = .473, 95%  CIboot [−0.62, 0.43]. Likewise, no interac-
tion effect of prior knowledge and worked examples on self-explanation quality b = 0.35, 
p = .742, 95%  CIboot [−.41, 2.88] or of prior knowledge and self-explanation quality on 
post-test knowledge b = −0.01, p = .794, 95%  CIboot [–0.04, 0.06] was found. The indirect 
effect of worked examples through self-explanation quality was not statistically signifi-
cant in this model (mean –1 SD: b = 0.13, SEboot = 0.165, 95%  CIboot [−.17, 0.48]; mean: 
b = 0.14, SEboot = .117, 95%  CIboot [−.03, 0.42]; mean + 1 SD: b = 0.15, SEboot = 0.182, 95% 
 CIboot [−0.05, 0.63]).

In sum, we found no evidence for an indirect effect of worked examples through self-
explanation quality or its dependence on the moderator prior knowledge. Likewise, the 
direct effect of worked examples on post-test knowledge was not moderated by prior 
knowledge in this study.

Conditional process analysis with WMC as moderator

To investigate whether the worked example effect was mediated via self-explanation qual-
ity and whether the indirect effect or any other effect in the model depended on WMC, 
we included in our next moderated mediation analysis: worked examples versus problem-
solving as independent variable, self-explanation quality as mediator, learning gains (post-
test minus pretest scores) as dependent variable, and WMC as moderator. We controlled for 
age, semester, and fluid intelligence.

In this model, the worked example effect on self-explanation quality was not statisti-
cally significant b = −4.98, pone-tailed = 0.256, 95%  CIboot [−6.58, 5.62] and self-explanation 
quality did not significantly predict learning gains b = 0.17, pone-tailed = .035, 95%  CIboot 
[–0.03, 0.33]. The direct effect of worked examples on learning gains was not statisti-
cally significant b = 1.00, pone-tailed = .224, 95%  CIboot [–1.19, 3.07] and not moderated by 
WMC b = −0.35, pone-tailed = .428, 95%  CIboot [−3.54, 2.77]. Similarly, the interaction effect 

Table 3  Descriptive statistics for sample and per condition

Note. Descriptive statistics for the process variables concept application and self-explanation quality (medi-
ator in subsequent analyses) for full sample and per condition. Descriptively, worked examples helped 
learners (on average) to improve their self-explanation quality, while learners in both conditions were on 
average similarly able to apply statistical concepts

Self-explanation quality Full sample
M SD Min Max
12.59 6.19 0 24.50
Worked examples Problem-solving
M SD M SD
13.56 1.05 11.67 0.97

Concept application Full sample
M SD Min Max
11.78 5.0 1 20.50
Worked examples Problem-solving
M SD M SD
11.74 0.84 11.83 0.80
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of WMC and worked examples on self-explanation quality b = 10.57, p = .316, 95%  CIboot 
[− 6.66, 28.80] and of WMC and self-explanation quality on learning gains b =  −0.18, 
p = .182, 95%  CIboot [−0.45, 0.07] were not statistically significant. The indirect effect of 
worked examples through self-explanation quality was not statistically significant at differ-
ent levels of the moderator WMC (mean –1 SD: b = 0.04, SEboot = .177, 95%  CIboot [−0.34, 
0.40]; mean: b = 0.10, SEboot = .104, 95%  CIboot [−0.05, 0.35]; mean + 1 SD: b = 0.04, 
SEboot = .192, 95%  CIboot [−0.28, 0.51]).

In sum, we found no evidence for an indirect effect of worked examples through self-
explanation quality or its dependence on the moderator WMC in this model. Further, the 
direct effect of worked examples was not dependent on WMC.

Conditional process analysis with shifting as moderator

The conditional process analysis that investigated the indirect effect of worked examples 
through self-explanation quality and shifting ability as moderator included worked exam-
ples versus problem-solving as independent variable, self-explanation quality as mediator, 
learning gains as dependent variable, and shifting ability as moderator, as well as age and 
semester as control variables.

Worked examples did not significantly predict self-explanation quality b = 0.71, 
pone-tailed = .408, 95%  CIboot [−4.14,  5.47] and self-explanation quality did not predict 
learning gains b = 0.06, pone-tailed = .102, 95%  CIboot [−0.01, 0.13]. Similarly, we found no 
direct effect of worked examples on learning gains b = −0.41, pone-tailed = .212, 95%  CIboot 
[−1.24, 0.48]. However, the direct effect was moderated by shifting ability b = 0.005, 
pone-tailed = .002, 95%  CIboot [0.001, 0.01]. The explored interaction between worked exam-
ples and shifting ability in predicting self-explanation quality b = 0.01, p = .482, 95%  CIboot 
[−0.01, 0.02], as well as the interaction between self-explanation quality and shifting abil-
ity in predicting learning gains b ≤ 0.001, p = .429, 95%  CIboot [−0.001, 0.0002], were both 
statistically non-significant. Like in the previous models, we detected no indirect effect 
or its contingency in the model with shifting ability as moderator (mean –1 SD: b = 0.06, 
SEboot = .131, 95%  CIboot [−0.16, 0.39]; mean: b = 0.06, SEboot = .092, 95%  CIboot [− 0.05, 
0.31]; mean + 1 SD: b = .02, SEboot = .182, 95%  CIboot [−0.23, 0.52]).

Thus, while there was no evidence for an indirect effect of worked examples through 
self-explanation quality in this model, the assumed moderation of the direct effect was 
reproduced (Schwaighofer et al., 2016). As shifting ability is scored such that higher scores 
reflect lower shifting ability, the interaction effect indicates that the benefit of worked 
examples over problem-solving increases with decreasing shifting ability. Thus, worked 
examples seem to be particularly beneficial for learners with lower shifting ability.

Conditional process analysis with fluid intelligence as moderator

We estimated a moderated mediation model with worked examples versus problem-solving 
as independent, self-explanation quality as mediating, learning gains as dependent, and 
fluid intelligence as moderating variable, and controlled for age, semester, and WMC.

Worked examples were not found to be predictive of self-explanation quality b = 1.42, 
pone-tailed = .190, 95%  CIboot [−1.06, 4.04], and self-explanation quality was not predictive 
of learning gains b = 0.04, pone-tailed = .070, 95%  CIboot [−0.01, 0.09]. In this model, there 
was a statistically significant difference between worked examples and problem-solving 
with respect to learning gains b = 1.14, pone-tailed = .002, 95%  CIboot [0.52, 1.74]. This effect 
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was moderated by fluid intelligence b = −0.92, pone-tailed = .018, 95%  CIboot [−1.61, − 0.27]. 
With respect to the explorative part of the model, fluid intelligence did not interact with 
worked examples predicting self-explanation quality b = 1.82, p = .272, 95%  CIboot [−1.77, 
4.75] and likewise did not interact with self-explanation quality predicting learning gains 
b = 0.01, p = .804, 95%  CIboot [–0.05, 0.08]. The indirect effect of worked examples through 
self-explanation quality was not contingent on fluid intelligence (mean −1 SD: b = 0.03, 
SEboot = .107, 95%  CIboot [−0.14, 0.31]; mean: b = 0.11, SEboot = .109, 95%  CIboot [−0.04, 
0.38]; mean + 1 SD: b = 0.21, SEboot = .239, 95%  CIboot [−0.08, 0.83]).

Taken together, a difference in learning gains between worked examples and prob-
lem-solving was detected, but self-explanation quality did not predict learning gains, and 
no indirect effect of worked examples through self-explanation quality was found. As 
expected, the direct effect of worked examples was contingent on fluid intelligence. Spe-
cifically, the difference between worked examples and problem-solving in learning gains 
decreased with increasing fluid intelligence. Thus, worked examples seem to also be par-
ticularly beneficial for learners with lower fluid intelligence. Hence, the moderation effect 
reported by Schwaighofer et al. (2016) was reproduced.

Discussion

We analyzed self-explanation data from a study conducted by Schwaighofer et al. (2016) 
to investigate self-explanation quality as mediator in the worked examples—problem-
solving paradigm. We estimated conditional process models (Hayes, 2018) to jointly inves-
tigate moderating and mediating factors of the worked example effect. We assumed that 
the worked example effect on learning gains would be mediated by self-explanation qual-
ity. Beyond our expectations that the moderation effects reported by Schwaighofer et  al. 
(2016) would be reproduced, we had no specific assumptions as to which other effects in 
the model were dependent on any of the suggested moderators (prior knowledge, WMC, 
shifting ability, and fluid intelligence). Overall, the developed measure of self-explanation 
quality was reliable. We measured whether students justified the claims they made and 
separately coded when students applied conceptual to problem information. Solely coding 
concept application would have given high scores to students who copied the entire worked 
example to their explanation. We separated self-explanation quality from concept applica-
tion to make sure to capture the inferences learners made.

The moderation effects reported in Schwaighofer et  al. (2016) were reproduced. We 
found that worked examples are particularly beneficial for learners with lower shifting 
ability and for learners with lower fluid intelligence while there was no evidence for prior 
knowledge and WMC moderating the worked example effect. With respect to our main 
question, we did not find evidence for the indirect effect of worked examples through self-
explanation quality. Further, none of the explored effects in the conditional process analy-
ses were dependent on the suggested moderators.

Self‑explanation quality as mediator

Inspired by Atkinson et al.’s (2000) model of learning from examples in which effects of 
examples on learning outcomes are described to be mediated by self-explanation quality, 
we asked whether self-explanation quality would mediate effects on learning outcomes in a 
worked examples—problem-solving paradigm. Specifically, we assumed that learners who 
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self-explain a worked example would generate self-explanations of higher quality in com-
parison to learners who self-explain their problem-solving, which in turn would account for 
differences in learning gains between the two groups. In contrast to our assumption, we did 
not detect an indirect effect of worked examples through self-explanation quality. We found 
that learners in both groups generated self-explanations of similar quality. Further, self-
explanation quality was not predictive of learning. These findings partially align with those 
of previous studies. Schwonke et al. (2009) did not detect a difference in self-explanation 
quality, operationalized as the total number of self-explanations provided, between exam-
ple study and problem-solving participants. However, the total number of self-explanations 
was positively correlated with outcome measures (Schwonke et al., 2009). Another study 
found differences between a worked example group and an example-problem pair group, 
but only on one type of self-explanation, and self-explanations in general were not related 
to the learning outcome (Stark et al., 2000). Given that these studies did not directly test a 
mediation effect and that we did not find evidence for an indirect effect of worked exam-
ples through self-explanation quality, we are considering that self-explanation quality is 
not the factor explaining benefits of worked examples over problem-solving. However, the 
effect of self-explanation prompts was mediated by self-explanation quality on procedural, 
conceptual or declarative knowledge in other studies (Berthold & Renkl, 2009; Berthold 
et al., 2009; Hefter, 2021; Hefter et al., 2014, 2015). This difference may stem from the 
fact that learners in the control group used time and effort to self-explain the exemplify-
ing domain while learners in the experimental groups used time and effort to self-explain 
the learning domain. As self-explanation quality was operationalized as “…containing 
only correct self-explanations including all relevant aspects (i.e., argumentative elements 
and their functions)…” (Hefter et al., 2014, p. 940) it seems plausible that the experimen-
tal group generated much more high quality self-explanations. In our study, all learners 
self-explained the target material. Hence, our study implemented a more rigorous com-
parison relative to studies in which learners in the control condition did not self-explain 
in the learning domain. Further, the type of knowledge targeted differs between these and 
our study. For example, Hefter et al., (2014) found an indirect effect of their intervention 
via self-explanation quality on declarative knowledge. Learners who were more successful 
in recognizing and naming elements of an argument in their self-explanation were more 
successful in recalling these elements in a delayed post-test. Self-explanation quality in our 
study was operationalized as justified claims and we assessed application-oriented knowl-
edge. Hence, whether self-explanation quality is a mediator of the worked example effect 
may depend on how quality is conceptualized and what the targeted outcome is. The dis-
crepancy to other studies that found indirect effects might also be explained by the different 
paradigm in which they were conducted. When all learners study examples or when they 
learn with different kinds of examples, self-explanation quality might mediate the effect as 
suggested by Atkinson et al. (2000). For example, Roelle and Renkl (2020) tested the effect 
of examples with versus without review of instructional materials on chemistry knowledge 
and included self-explanations as mediating and self-concept as moderating variable. The 
authors interpret their results as a moderated mediation.

Making sense of self-explanation quality as mediator in the worked examples—prob-
lem-solving paradigm, we can use what is known about learning from examples to explain 
our results. In general, worked examples support learners to abstract rules (Sweller, 1988) 
and to understand domain principles, which in turn contributes to schema formation (Renkl, 
2014) —if learners actively process the examples (Chi, 2000). As learners self-explained in 
our study, we assume that learners actively processed the examples. Yet, all learners self-
explained in our study. Problem-solving becomes more effective when learners self-explain 
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(Rittle-Johnson, 2006). Hence, we assume that both groups in our study actively processed 
the learning materials, which would explain why both groups performed equally well in 
justifying their solutions during the learning phase. We also think that generating self-
explanations supported learners in both groups to identify knowledge gaps, another ben-
efit of self-explaining (Roy & Chi, 2005; VanLehn & Jones, 1993). Thus, we perceive the 
main difference between our conditions that only the worked example group was supported 
to abstract a solution procedure. Given the ill-defined nature of our problems, abstracting 
a solution schema might be particularly important. This might explain why both groups 
self-explained comparably well, but also why the worked example group outperformed the 
problem-solving group with respect to the learning outcome. Alternatively, learners in the 
worked example group may have applied analogical reasoning to solve the post-test prob-
lems— “…mapping from the example solution to the current problem as directly as pos-
sible” (Reimann & Schult, 1996, p. 127) for which learners in the problem-solving group 
were less well prepared.

In sum, our study highlights that the mediating effect of self-explanation quality is yet 
to be investigated further to learn more about why learners supported by worked examples 
outperform learners who problem-solve. With the evidence at hand, we conclude that it is 
more important for learners to abstract a solution procedure or “see” one way the problems 
can be solved than to generate high quality self-explanations. Learners in our problem-
solving group generated justified claims and solved practice problems like learners in the 
worked example group, however, our problem-solvers may have solved the problems rather 
intuitively and did not recognize the parallels in the solution to each problem.

Assessing self‑explanation quality

Our review and results raised the question as to whether the kind of data that is collected 
to assess quality of self-explanations determines the kind of quality aspects that can be 
observed. For instance, if worked examples omit some information or reasoning, a learn-
er’s self-explanation might focus on that gap in the example. Hence, self-explanations fill 
in missing information (Chi et al., 1989; Roy & Chi, 2005). If, however, worked examples 
model the entire solution procedure and provide the problem solution, it is plausible that 
learners do not have to generate as much on their own. In such cases, learners are still 
required to make inferences, which is considered the defining process of self-explaining 
(Rittle-Johnson et al., 2017). For example, when trying to understand the circulatory sys-
tem, learners have to understand single information elements, but also their functions and 
relations (Chi, De Leeuw, et al., 1994). Similarly, learners in our study had to understand 
domain concepts such as what is an independent variable, but also once understood, had 
to apply it to the given problem (recognize the independent variable in a complex problem 
description). This involves making inferences as to whether or not or why a certain concept 
applies to a specific case. Further, by providing justifications for their solutions, learners 
had to add to the materials as they needed to think about how specific concepts relate to 
each other (Chi, De Leeuw, et al., 1994). The self-explanations generated in these different 
contexts differ and thus invite different scoring approaches. The conceptual and operational 
differences in the assessment of self-explanation quality are intriguing and a structured 
synthesis including a discussion of the generalizability of findings from self-explanation 
effect research seems a worthwhile future investigation.

Just like the prompt used, the type of problem used, or the kind of data collected calls 
for different conceptualization and hence operationalization of self-explanation quality, 
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scoring approaches also seemed to depend on the learning goal (e.g., a procedural skill or 
knowledge about a topic), the domain (e.g., science, math, argumentation, etc.), or the type 
of knowledge targeted (declarative vs application-oriented knowledge, for example). For 
instance, goal-operator explanations are seen as indicators of good self-explaining when 
mathematics or physics laws help to solve problems (e.g., Chi et al., 1989; Renkl, 1997). 
If the goal of a study is to foster conceptual understanding, high-quality self-explanations 
are those that refer to relations (Chi, De Leeuw, et al., 1994), include relevant and correct 
aspects of the learning domain (Hefter et al., 2014), or include justified claims. Our study 
highlights that learners need to apply conceptual information and make inferences about 
how specific information relates to solve ill-defined problems in the domain of statistics. 
We developed a rigorous coding scheme and opted not to score if relevant information 
was correctly listed in a self-explanation but rather to score if learners justified claims they 
made in their solution. We suggest that this approach is useful for assessing self-expla-
nation quality in nonprocedural domains or for problems without algorithmic solution 
procedures.

Jointly investigating mediating and moderating factors

We reproduced the moderation effects reported by Schwaighofer et al. (2016) in our condi-
tional process models. Thus, even when self-explanation quality is included in the model, 
the direct effect of worked examples on learning gains is dependent on shifting ability and 
fluid intelligence, but not on WMC and prior knowledge. These moderation effects are dis-
cussed in detail in Schwaighofer et al. (2016) and a replication of their study (Bichler et al., 
2020).

We found that cognitive characteristics of a learner mostly influence the effectiveness 
of instructional support. If learning activities that play a mediating role are investigated 
separately from these cognitive characteristics, studies might fail to learn about how cog-
nitive characteristics and learning activities interact. As we want our results to generalize 
to authentic learning situations, it is crucial to model the complexity of real-life learning 
situations as best as possible. Conditional process analysis seems to be a suitable methodo-
logical approach to model this complexity to some degree. At least, if such methods are 
available, the field should make more use of them. As we know that the worked example 
effect depends on certain factors, ignoring these while investigating the effect of self-expla-
nations means risking to produce distorted results.

Limitations

To estimate post-hoc power for the indirect effect investigated in this study, we estimated 
a simple mediation model (worked examples vs. problem-solving as the independent vari-
able, self-explanation quality as mediator, and learning gains as the dependent variable; 
the latter two z-standardized). Using the obtained standardized model coefficients, N = 74, 
5000 replications with 20,000 Monte Carlo draws per replication, and a 95% CI, power for 
the indirect was estimated to be ≈ 30% (Shiny App run through the software package R, 
developed by Schoemann et al., 2017). As these results were obtained post-hoc and under 
the premise that the values obtained in our study represent the true effect, they must be 
interpreted with caution. However, we must consider that the null finding might be due to 
a power issue. Our sample size is typical for studies in the field of instructional science, or 
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at least comparable to (Berthold & Renkl, 2009; Berthold et al., 2009; Hefter et al., 2014, 
2015) or bigger than (Roelle & Renkl, 2020) sample sizes in studies that detected indirect 
effects. Hence, this power simulation emphasizes the need for discussing power and mov-
ing towards larger studies to reduce the risk of false positive results and increase confi-
dence in evidence for the effects the field is interested in. Discussion is specifically needed 
to come up with effective strategies as a priori power analyses for complex designs such as 
moderation and mediation models are anything but trivial (Aguinis, 1995; Aguinis et al., 
2005; Lakens & Evers, 2014; Preacher & Sterba, 2019; Schoemann et al., 2017).

The pretest of application-oriented knowledge did not differentiate well between our 
participants and thus the low reliability of our measure might have contributed to the null 
finding in our moderation analysis including prior knowledge. We suggest using more 
items with a broader range of difficulty in future research to increase the variability in prior 
knowledge. However, it is also noteworthy that internal consistency is a good indicator of 
reliability when the underlying construct is assumed to be unidimensional, which in case 
of testing knowledge or understanding must not always, or is often not the case (Taber, 
2018). The test items used in this study were taken from the question pool for the statistics 
exam at the psychology department the authors are affiliated with; because they have been 
developed by experts and revised multiple times, the items can be assumed to be valid and 
authentic.

We have included factors as moderators in our study that are known to vary between 
individuals. It could be argued that variability in prior knowledge is conceptually differ-
ent from variability in fluid intelligence. Our results may be viewed as limited as we have 
generalized across these variables and treated them equally in our analytic approach. If and 
how such conceptual differences could be statistically modelled is a question for future 
research. Further, we hypothesized linear effects between worked examples, problem-solv-
ing, self-explanation quality, the moderators, and the outcome. Arguably, future research 
should explore non-linear relationships such as whether there are tipping points at which 
either self-explaining becomes effective or ineffective or at which cognitive functions mat-
ter or do not matter anymore. Such future work may also address whether multi-causation 
is at play by modeling the instructional conditions, self-explanation quality, and all four 
moderator variables together. Additionally, with sampling a population of university stu-
dents we may have been able to capture variability in basic cognitive functions only to 
a certain degree. Hence, our results should conservatively be interpreted for the sampled 
population only and not be generalized to, for example, school students.

Future research

While future research on instructional effects will benefit from applying statistical meth-
ods to test theoretical assumptions that have not yet undergone rigorous empirical tests in 
general, it seems specifically interesting to follow up on whether worked examples have 
a direct effect on learning as suggested in our study. Thus, future research should inves-
tigate whether it is the abstraction of a solution procedure in the case of problems with 
no algorithmic solution that makes worked examples more effective than problem-solv-
ing. This can be tested by using worked examples that only consist of a problem statement 
and solution, or poorly elaborated solution steps. In such cases, worked examples alone 
might not be as effective as in combination with self-explanations. In addition, collecting 
think aloud data in a study that is experimentally set up like the one we have reported will 
further highlight evidence of cognitive processes learners engage in and can be used to 
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validate the theoretical interpretation of our findings. Further, our analyses did not shed 
light on whether learners who self-explained one problem solution perfectly and did not 
solve any of the other two problems differ in their learning outcome from learners who 
self-explained, say, one part of each of the three problems perfectly, but no problem fully. 
Whereas the latter case might reflect a perfect self-explanation of one solution step across 
each of the problems, but a failure to learn about the other two relevant solution steps, 
the former case might have processed the full solution procedure which, although only 
self-explained once, would already lead to better understanding of the strategy and conse-
quently, application of the procedure to new problems. Such an analysis could shed further 
light on whether worked examples have this direct effect of conveying a problem solution 
procedure or strategy that we described above.

Further, it would be interesting to systematically investigate whether self-explaining 
helps learners with lower prior knowledge to benefit more from problem-solving as this 
learning activity might potentially alleviate the disadvantage problem-solving posits for 
these learners. Likewise, it seems worthwhile to investigate whether there is a qualita-
tive difference in self-explanations if learners are asked to explain an example versus their 
own problem solution (i.e., their application of concepts to specific problem information). 
Future research could determine whether such differences exist or matter. In the same vein, 
it might be interesting to investigate if the self-explanation instruction determines what 
kind of self-explanations are elicited. For example, whether in procedural and nonproce-
dural domains the prompt to “justify” versus the prompt to “self-explain” elicits the same 
kind of explanations.

Conclusion

We reported the analyses of Schwaighofer et  al.’s (2016) self-explanation data and used 
conditional process analysis (Hayes, 2018) to jointly investigate moderating and mediat-
ing factors in a worked examples—problem-solving paradigm. We discussed different 
approaches of conceptualizing self-explanation quality and identified that numerous fea-
tures including the types of problems, the domain, or the prompts used determine the kind 
of self-explanations that will be elicited or the quality aspects that can be observed. As 
such, we propose to incorporate reflections on what specific features of a study mean for 
the generalizability of the results in future self-explanation research. Further, we propose to 
measure justification of claims to assess self-explanation quality for ill-defined problems or 
when learners basically apply conceptual information to specific problems.

Based on our analyses, self-explanation quality does not seem to mediate the effect of 
worked examples on learning gains in a worked examples—problem-solving paradigm. We 
may not have captured what explains the worked example effect. Different kinds of self-
explanations or different aspects of quality may mediate effects but were not detected with 
our coding approach or were simply not reflected in the artifacts our learners created. Yet, 
the results of the present study may serve as a reason to pause and reflect on the avail-
able evidence for this presumed mediation effect. First, studies that found mediation effects 
often tested the effect of prompting self-explanations and students often explained different 
content in the experimental and control conditions. Second, studies that compared differ-
ent types of examples or worked examples and problem-solving are just beginning to apply 
state-of-the-art mediation analysis methods. Third, these studies usually have low statisti-
cal power (including our study) for detecting moderation or mediation effects.
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Based on our results we thus tentatively suggest that worked examples have a direct 
effect: In the case of ill-defined (statistics) problems, worked examples convey a solu-
tion strategy which is more important for successful future problem-solving than justify-
ing claims in solutions to practice problems. Alternatively, examples prepare learners to 
use analogical reasoning when solving new problems. Cumulative evidence from highly 
powered studies is needed to corroborate these explanations. Our study aligns with other 
evidence showing that self-explaining worked examples supports learners in actively pro-
cessing the examples (Rittle-Johnson, 2006). It also suggests that self-explained prob-
lem-solving is more effective than pure problem-solving. Thus, the instructional value of 
self-explanation remains even though this study found no evidence for a mediating role 
of self-explanation quality in the worked examples—problem-solving paradigm. Finally, 
investigating moderating and mediating variables jointly advances our understanding of the 
worked example effect and by extension instructional effectiveness.
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