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Abstract

In order to achieve reliable results via statistical methodology, one important
goal is to account for potential uncertainty. Shige Peng introduced an un-
certainty counterpart of Kolmogorov’s probabilistic setting: the G-Framework.
While this framework is well-known in mathematical finance, work within the
G-Framework in statistics is limited. This thesis motivates nonlinear expecta-
tions for decision-making under uncertainty in dynamic and non-dynamic situ-
ations. Switching the viewpoint from probability spaces to expectation spaces,
we discuss the theoretical foundations of the G-Framework, emphasizing com-
prehensibility. We motivate nonlinear expectations for subsequent application in
statistics by notions that emerged in various academic communities and are like-
wise concerned with decision-making under uncertainty: Choquet expectations
express probabilistic uncertainty from the viewpoint of non-additive measures
and g-expectations, which represent a nonlinear class of expectations based on
backward stochastic differential equations (BSDE). For explicit understanding,
we provide the required foundations of stochastic calculus in a self-contained
form. The applicability of the G-Framework in statistics is particularly evident
from the respective Law of Large Numbers and Central Limit Theorem. To em-
phasize the applicability, this thesis motivates a notion of sublinear regression.
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Frequently used notation
Here we provide a list of some frequently used mathematical notation. However, rather
specific notation will, in general, not be listed here.

Abbreviations

a.a. Almost all
a.s. Almost sure
a.e. Almost everywhere
Number sets

C Complex numbers
N Natural numbers
R,R≥0 Real numbers, non-negative real numbers
Spaces of functions

C[0, T ] Space of continuous, real-valued functions on [0, T ]

Ck([0, T ]) Space of k-times differentiable, continuous, real-valued func-
tions on [0, T ]

LpF Lp(Ω,F , P )

LpF Lp(Ω,F , P )

L2(λ⊗ P ) L2 ([0, T ]× Ω,B([0, T ])⊗F , λ⊗ P )

L2
ad([0, T ]) Space of measurable, F-adapted and square integrable pro-

cesses
L2
0,ad([0, T ]) Space of measurable, F-adapted and square integrable step

processes
Cl.lip(Rn) Space of functions ψ satisyfing

|ψ(x)− ψ(y)| ≤ C(1 + |x|m + |y|m)|x− y|

with x, y ∈ Rn,m ∈ N and C > 0.
Miscellaneous

〈·, ·〉 Inner product
d∼ Identically distributed under sublinear expectation
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‖ · ‖ Norm
λ Lebesgue measure
λ⊗ P Product measure
B(Rn) Borel σ-algebra on Rn

N {A ⊆ Ω : ∃B ∈ F , B ⊂ A,P (B) = 0}, collection of P -null
sets

F Filtration, usually augmented Brownian filtration
T Stopping time
E Linear expectation
E Nonlinear expectation
Ec Choquet expectation
Eg g-expectation
X+ max{0, X}, positive part of X
X− max{0,−X}, negative part of X
4(Ω) Set of all probability measures on the measurable space (Ω,F)
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1 Introduction

1.1 Risk, uncertainty and probability

O False and treacherous Probability,
Enemy of truth, and friend to wickednesse;
With those bleare eyes Opinion learns to see
Truth’s feeble party here, and barennesse.

Keynes (1921, p. 166)

This first introductory chapter, intentionally named similarly to Frank H. Knight’s 1921
work (Knight, 1921) and ironically starting with a poetic quote by John M. Keynes,
should sensibilize the reader on the (proper) meaning of uncertainty, especially when
it comes to statistics. For this purpose, we will revisit and discuss Knight’s most fa-
mous work in a pretty philosophical fashion and contrast it with statistical elements, to
enhance the importance of dealing with uncertainty in statistical applications. Further-
more, since this thesis is highly concerned with a formal decision-theoretic build-up, the
introduction should also allow the familiarization with fundamental decision-theoretic
notions, by briefly reviewing the respective development in decision-making under risk
and particularly under uncertainty. While Knight’s work is mainly engaged with eco-
nomic theory and how profit can emerge under conditions of market competition, our
primary goal is to clarify the notion of uncertainty and derive a possible taxonomy for
concepts of uncertainty within the broader frame of statistics. For this quite difficult
objective, it is also essential to consider, albeit only partially, the development of prob-
ability theory, since the notion of risk, uncertainty, and probability have been entangled
in different ways throughout history.
Pierre-Simon Laplace’ remarks on probability theory (and uncertainty):

On voit par cet Essai, que la théorie des probabilités n’est au fond, que le bon
sens réduit au calcul : elle fait apprécier avec exactitude ce que les esprits justes
sentent par une sorte d’instinct, sans qu’ils puissent souvent s’en rendre compte.
Elle ne laisse rien d’arbitraire dans le choix des opinions et des partis à prendre,
toutes les fois que l’on peut, à son moyen, déterminer le choix le plus avantageux.
Par là, elle devient le supplément le plus heureux à l’ignorance et à la faiblesse de
l’esprit humain1 (Laplace, 1829, p. 273 ff.).

Laplace’s viewpoint is a striclty classical one: “probability theory is only common sense
1It is seen in this essay that the theory of probabilities is at bottom only common sense reduced

to calculus; it makes us appreciate with exactitude that which exact minds feel by a sort of instinct
without being able ofttimes to give a reason for it. It leaves no arbitrariness in the choice of opinions
and sides to be taken; and by its use can always be determined the most advantageous choice. Thereby
it supllements most happily the ignorance and the weakness of the human mind (Laplace, 2007, p.
196).
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reduced to calculus”. He points out that one could always determine the most advan-
tageous choice by its means, i.e., the calculations. This nearly 200-year-old viewpoint
will lead to a curious contrast with the later development of probability theory (resp.
decision-theory). However, at this point, one could ask whether it is always possible to
determine the most advantageous choice solely through probabilistic “calculations”.
Laplace continues:

[. . .] si l’on observe ensuite que dans les choses mêmes qui ne peuvent être soumises
au calcul, elle donne les aperçus les plus sûrs qui puissent nous guider dans nos
jugemens, et qu’elle apprend à se garantir des illusions qui souvent nous égarent,
on verra qu’il n’est point de science plus digne de nos méditations, et qu’il soit
plus utile de faire entrer dans le système de l’instruction publique2 (Laplace, 1829,
p. 274).

Although concepts and theories of uncertainty were far from Laplace’s lifetime, he
gave a crucial hint by remarking that probability theory (in the sense of Laplace) “[. . .]
teaches us to avoid the illusions which offtimes confuse us”. From a modern standpoint
of thinking about uncertainties, we would reformulate and ask where these confusing
“illusions” come from and how to deal with them. This should also demonstrate that
it is not possible to think in terms of uncertainty without considering probability. A
few decades earlier, Daniel Bernoulli had already dealt with determining the “most
advantageous choice”. In his Specimen Theoriae novae de Mensura Sortis3 1738, the
Swiss mathematician formulates the so-called St. Petersburg Paradox and a proposed
solution that is of particular importance for the further development of modern decision-
theory. In the St. Petersburg Paradox, a fair coin is tossed until tails fall for the first
time. If tails fall on the kth toss, you receive 2k−1 euros. Now, the important question
arises as to what entry fee one is willing to pay. Since the expected value is infinite,
one would expect to be willing to pay fairly high entry fees. However, this is opposed
to reality. Daniel Bernoulli suggested a possible way out of this contradictory situation:
Instead of striving to maximize the amount of profit, one looks at the benefit an
individual achieves through the respective utility. In this context, this is also referred to
as the expected utility model. Axiomatization did not occur until 1944 with John von
Neumann and Oskar Morgenstern’s fundamental work (von Neumann and Morgenstern,
1947) on game theory. Since von Neumann and Morgenstern’s axiomatization relies on
known, objective probabilities, it cannot deal with situations in which probabilities are

2If we consider again that, even in the things which cannot be submitted to calculus, it gives the
surest hints which can guide us in our judgments, and that it teaches us to avoid the illusions which
ofttimes confuse us, then we shall see that there is no science more worthy of our meditations, and
that no more useful one could be incorporated in the system of public instruction (Laplace, 2007, p.
196).

3(Bernoulli, 1896) is a version translated from Latin. It should also be remarked that Nicolaus
Bernoulli already mentioned the paradox in 1713 (de Montmort, 1708, p. 402).
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not known (exactly). So as to deal with these situations, Leonard J. Savage axiomatized
a subjective counterpart in 1954 (Savage, 1972). Savage’s work builds heavily on the
von Neumann-Morgenstern expected utility model yet it no longer regards probabilities
as given. Instead, the so-called subjective expected utility model uses a subjective
notion of probability that Bruno de Finetti already treated in 1937 (de Finetti, 1937).
Perhaps de Finetti’s point of view on probability is best signified in his own words:

My thesis, paradoxically, and a little provocatively, but nonetheless genuinely, is
simple this:

PROBABILITY DOES NOT EXIST.
The abandonment of superstitious beliefs about the existence of Phlogiston, the
Cosmic Ether, Absolute Space and Time, . . . , or Fairies and Witches, was an
essential step along the road to scientific thinking. Probability, too, if regarded
as something endowed with some kind of objective existence, is no less a mis-
leading misconception, an illusory attempt to exteriorize or materialize our true
probababilisitc beliefs (de Finetti, 1990, p. x).

It is important to note that, while Laplace speaks of the avoidance of illusions through
probability theory, de Finetti sees the objective conception of probabilities as the illusion
itself. Thus, while objective, unknown probabilities can be replaced with subjective
ones in a subjective approach, the concepts of uncertainty and risk per se must be
distinguished strictly. Knight was the first, motivated by economic observations, to
prominently introduce this distinction:

But Uncertainty must be taken in a sense radically distinct from the familiar notion
of Risk, from which it has never been properly separated. [. . .] The essential fact
is that “risk” means in some cases a quantity susceptible of measurement, while
at other times it is something distinctly not of this character; and there are far-
reaching and crucial differences in the bearings of the phenomenon depending on
which of the two is really present and operating. (Knight, 1921, p. 19 f.)

Knight postulates to distinguish between uncertainty in the proper sense and risk, that
is at bottom explainable with means of probability theory (also compare Laplace’s
viewpoint) and statistics, such that is no uncertainty at all:

It will appear that a measurable uncertainty, or “risk” proper, as we shall use
the term, is so far different from an unmeasurable one that it is not in effect an
uncertainty at all. (Knight, 1921, p. 20)

Later on, we will go a step further, especially in terms of statistical applications, and
define a taxonomy of uncertainty. Concerning the theory of profit in an economic
setting, Knight continues with the following important observation:

It is this “true” uncertainty, and not risk, as has been argued, which forms the
basis of a valid theory of profit and accounts for the divergence between actual
and theoretical competition. (Knight, 1921, p. 20)
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As statisticians, we could look at the above quote differently: Is not the actual profit of
statistics hidden in the uncertain, rather than in the certain? Knight’s uncertainty-risk
distinction is also well-explained by another economic pioneer, John M. Keynes:

By “uncertain” knowledge, let me explain, I do not mean merely to distinguish
what is known for certain from what is only possible. The game of roulette is
not subject, in this sense, to uncertainty; nor is the prospect of a Victory bond
being drawn. Or, again, the expectation of life is only slightly uncertain. Even the
weather is only moderately uncertain. The sense in which I am using the term is
that in which the prospect of a European war is uncertain, or the price of copper
and the rate of interest twenty years hence, or the absolescence of a new invention,
or the position of private wealth-owners in the social system in 1970. About these
matters there is no scientific basis on which to form any calculable probability
whatever. We simply do not know. (Keynes, 1937, p. 213 ff.)

In a decision-theoretic approach, we tend to refer to these situations of proper uncer-
tainty as ambiguity. So far, not a word has been said about statistics itself. Before doing
so and deriving in detail a taxonomy of uncertainty concerning statistical applications,
we will briefly introduce the so-called Ellsberg experiment (and the respective para-
dox) as a famous example of a situation under ambiguity. Thereafter, we will discuss
probable solutions.
Ellsberg experiment:
There are 90 balls in an urn. Of these, 30 are red and the remaining 60 can be black
or yellow (the proportions are unknown!). Now, consider the following two bets:

1. A ball is drawn at random. You can bet on {red} or {black} and win 100e if
you are right.

2. A ball is drawn at random. You can bet on {red, yellow} or {black, yellow} and
win 100e if you are right.

Formalized:

Action {r} {y} {b}

f1 : Bet on {r} 100 0 0

f2 : Bet on {b} 0 0 100

f3 : Bet on {r, y} 100 100 0

f4 : Bet on {b, y} 0 100 100

Table 1: Setting of the Ellsberg experiment.
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As a result of this experiment (Ellsberg, 1961), Daniel Ellsberg observes that, very
often, f1 is preferred over f2 and f4 is preferred over f3, i.e., f1 � f2 and f4 � f3 (at
this point, we only consider “�” as a formalization of the linguistic “is preferred over”
and do not take into consideration the proper mathematical structure of the preference
relation). We will demonstrate why these preferences lead to a contradiction (= the
so-called Ellsberg paradox).
In the sense of expected utility theory, we define, for reasons of simplicity, the following
utility function:

u : {0; 100} → R : x 7→ u(x) =


1, if x = 100

0, if x = 0
(1.1.1)

In order to be consistent with expected utility theory, we expect from above (experi-
mentally) observed preferences

f1 � f2 ⇔ E[u ◦ f1] > E[u ◦ f2]
⇔ P ({r}) > P ({b}) (1.1.2)

f4 � f3 ⇔ E[u ◦ f4] > E[u ◦ f3]
⇔ P ({b}) > P ({r}) , (1.1.3)

where P is a (subjective) probability measure on the state space S = {r, b, y}. Clearly
(1.1.2) and (1.1.3) are contradictory. Hence, it is not possible to find any (subjective)
probability measure P to represent the observed preferences. According to Machina
and Schmeidler (1992), one speaks of probabilistic sophistication if the uncertainty of
events can always be described by (classical) probability measures. The outcome of
the Ellsberg experiment is that the decision-maker (DM) is not always probabilistically
sophisticated. The ambiguity experienced by the DM is due to the unknown proportion
c ∈ [0, 2/3] of black balls in the urn. David Schmeidler, among others, famously dealt
with this problem and proposed an expected utility model that does not entail the use of
classical probabilities, and considers expected utility in terms of non-additive measures
(Schmeidler, 1989). In a later section, Choquet expectations will be discussed in more
detail. In addition, we show how the above problem can be solved using this new notion
of expected utility.
Based on Lo and Mueller (2010), a detailed taxonomy of uncertainty is presented
and the degree of uncertainty which this work is mainly concerned is highlighted.
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The following table summarizes the different levels of uncertainty, which will now be
described in detail and contrasted with previous observations. For an intuitive example
from physics, consider Lo and Mueller (2010, p. 14 ff.).

Level Description Theoretical framework

1 Complete certainty Physics: Newton’s laws
2 Risk without uncertainty Kolmogorov’s axiomatic setting
3 Fully reducible uncertainty Statistical inference
4 Partially reducible uncertainty Partially: Bayesian statistics, ?
5 Irreducible uncertainty ?

Table 2: Taxonomy of uncertainty.

Level 1: Complete certainty

Complete certainty refers to situations in which everything is deterministic, and there
is nothing to worry about. This level of uncertainty is suited best for the setting of
classical physics with Newton’s idealized laws of motion (Lo and Mueller, 2010, p. 10).
Generally, we do not encounter such situations of complete certainty in statistics.

Level 2: Risk without uncertainty

We are now in Kolmogorov’s axiomatic setting (Kolmogorov, 1933), where uncertainty
can be described by way of the respective probabilistic foundations. This level corre-
sponds precisley to Knights’ definition of risk. Now, let Xt : (Ω,A) → (Ω′,A′) be
a random variable for all t ∈ I, where I can be interpreted as a time-index. At this
level, we would expect the random variables Xt to be identically and independently
distributed (abbreviated as i.i.d), e.g.,

Xt
i.i.d∼ N (0, σ2)

where σ2 is assumed to be known.

Level 3: Fully reducible uncertainty

At this level, the methodology of statistical inference comes into play. With sufficiently
large amounts of data, one can reduce this type of uncertainty arbitrarily close to Level
2 uncertainty; hence, one speaks of fully reducible uncertainty. This would mean that
we now have
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Xt
i.i.d∼ N (0, σ2).

Here, we do not know σ2 exactly, such that we now have to estimate this parameter
with tools of statistical inference. It is also crucial that this level requires unknown
parameters to be stationary, e.g., it is not possible that σ2 changes over time.

Level 4: Partially reducible uncertainty

Partially reducible uncertainty refers to situations in which “uncertainty regarding the
underlying structures generating the data cannot be reduced to Level 2 uncertainty,
even with an infinite amount of data” (Lo and Mueller, 2010, p. 12). Some examples
relevant to statistics are (Lo and Mueller, 2010, p. 11):

i) Stochastic or time-varying parameters vary too frequently to be estimated accu-
rately.

ii) Nonlinearities are too complex to be captured by existing models, techniques,
and datasets.

iii) Non-stationarities and non-ergocities that render useless the Law of Large Num-
bers, Central Limit Theorem, and other methods of statistical inference and
approximation.

iv) Dependence on relevant but unknown and unknowable conditioning information.
In light of the previous case, this translates to

Xt ∼ T ∈ {set of probability measures on (Ω′,A′)}

namely, Xt could be distributed arbitarly for t ∈ I within a set of probability measures
on (Ω′,A′). This applies also in the sense that there could be more than one model
generating the data.

Level 5: Irreducible uncertainty

This is the final level of uncertainty, where we “simply do not know”. No meaningful
probabilistic reasoning or statistical inference techniques could deal with this kind
of uncertainty. “This type of uncertainty is the domain of philosophers and religious
leaders, who focus on not only the unknown but the unknowable” (Lo and Mueller,
2010, p. 13).
Our work will focus mainly on Level 4 uncertainty and discuss a more suitable framework
to cope with uncertainties regarding underlying structures generating the data. For this
framework, one considers nonlinear expectation spaces instead of linear ones.
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1.2 Towards a statistical theory under uncertainty
The realm of statistics is to “teach us to avoid illusions”, to reduce uncertainty, and
discover the unseen. It seems inappropriate to believe that uncertainty, as it appears in
different degrees, is simply to be ignored. For this reason, we will discuss methodology
allowing us to deal with respective uncertainty. In the case of the Ellsberg experiment,
we already saw that by a nonlinear notion of expectation, we were able to model the
occurring uncertainty appropriately. In particular, the nonlinearity of the Choquet ex-
pectation is induced by a non-additive measure. Choquet expected utility (Schmeidler,
1986, 1989) and the related notion of multiple prior utility (Gilboa and Schmeidler,
1989) are mainly concerned with non-dynamic situations. However, to deal with uncer-
tainty occurring in dynamic situations, recursive multiple priors utilities, representing an
intertemporal counterpart to multiple prior utility, were considered in Chen and Epstein
(2002). This approach to dynamic modeling is based on a particular class of nonlinear
expectations, so-called g-expectations (Peng, 1997). Since g-expectations are defined
via particular backward stochastic differential equations (BSDE), before discussing g-
expectations in more detail, we first elaborate on the underlying stochastic calculus.
In dynamic as well as non-dynamic situations under uncertainty the aforementioned
nonlinear expectations motivate a generalization of Kolmogorov’s classical framework
(Ω,F , P ) to nonlinear expectation spaces (Ω,H, E) providing an unified way of dealing
with uncertainty. We will mainly be concerned with sublinear expectation spaces. This
framework, based on Peng (2004, 2007a, 2008) amongst further work by the same
author, is called G-Framework. Albeit not always in the classical sense, we can state
elementary notions such as independence and distribution of a random variable in this
nonlinear framework. Since the Law of Large Numbers (LLN) and the Central Limit
Theorem (CLT) play a crucial role in statistics, it is essential that analogous theorems
can be stated in this new framework. Peng (2007b) and Peng (2008) proved versions of
the LLN and CLT within the G-Framework. This work aims to illustrate fundamental
concepts in this nonlinear framework and to motivate theoretical foundations in more
detail. Possible applications in the area of regression models are discussed based on
regressions models considered in Lin et al. (2013). Before introducing the basics of
stochastic calculus for a more comprehensive understanding of g-expectations, we first
consider how Choquet expectations can be used to model the observed preferences
in the Ellsberg experiment. These considerations also motivate how concepts from
imprecise probabilities may relate here.
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2 Choquet expectation
Based on the results of the Ellsberg experiment, the previous section gave way to
the observation that classical probability measures are not sufficient to model the
underlying uncertainty in some situations. Therefore, this section will motivate non-
additive measures, i.e., capacities4, and revisit Choquet expectation using a notion of
integration with respect to non-additive measures, first discussed by Choquet (1954).
This nonlinear expectation can be seen as a generalization of the classical linear case.
In particular, Choquet expectations will be quite interesting for later comparisons in
a broader setting, once we derive so-called g-expectations, which are in turn highly
motivated through BSDE.
Definition 2.1 (Capacity)
Let (Ω,F) be a measurable space. The set-function

µ : F → [0,∞[

is called capacity, if
C1) µ(∅) = 0, µ(Ω) = 1

C2) ∀A,B ∈ F : A ⊆ B ⇒ µ(A) ≤ µ(B)

Moreover, the set function

µd : F → [0,∞[: A 7→ 1− µ(Ac)

is called µ-dual capacity. Then (Ω,F , µ) is referred to as capacity space and respectively
(Ω,F , µd) is called µ-dual capacity space.
Now we call a capacity µ
(i) 2-alternating, if for all A,B ∈ F we have

µ(A ∪B) + µ(A ∩B) ≤ µ(A) + µ(B).

(ii) 2-monotone, if for all A,B ∈ F we have

µ(A ∪B) + µ(A ∩B) ≥ µ(A) + µ(B).

Integration with respect to capacities requires a new notion of integration, since the
usual integral in the Lebesgue sense is not suitable due to the lack of additivity. The

4The notion capacity dates back to Choquet (1954). In addition, be warned, as the terms capacity
and non-additive measure are not always used consistently. Nevertheless, these two terms should be
treated as synonyms for our purposes.

13



standard reference for integration with respect to non-additive measures is Denneberg
(2013). At this point, we will only formulate the results necessary to motivate Choquet
expectations. For some earlier work on Choquet Integration and the role in expected
utility theory, consider Sale (2021) and the references therein.
Definition 2.2 (Choquet expectation)
Let (Ω,F , µ) be a capacity space and X : Ω → R a bounded, measurable function.
Then, the Choquet expectation of X with respect to the capacity µ is defined by

Ec[X] :=
∫ ∞

0
X+dµ−

∫
X−dµd (2.0.1)

=
∫ ∞

0
µ(X ≥ x) dx+

∫ 0

−∞
(µ(X ≥ x)− 1) dx, (2.0.2)

where we have X+ = max{0, X} and X− = max{0,−X}. The integrals involved in
(2.0.1) are called Choquet Integrals.

In particular, the form of (2.0.1) illustrates the relationship between the notions of
expectation and capacity. This relationship also holds true for classical probability
measures and linear expectations:
Proposition 2.1
Let X be a random variable on the probability space (Ω,F , P ). Thus, the (linear)
expectation can be represented by

E[X] =
∫ ∞

0
P (X ≥ x) dx+

∫ 0

−∞
(P (X ≥ x)− 1) dx. (2.0.3)

Proof. First, we note that any non-negative random variable can be written in integral
form (also referred to as layer-cake representation5) by

X =
∫ ∞

0
1{X>x}dx. (2.0.4)

Taking the expectation and changing the order of integration (by applying Fubini-
Tonelli) yields

E[X] =
∫

Ω

∫ ∞
0

1{X>x} dx dP

=
∫ ∞

0

∫
Ω
1{X>x} dP dx

=
∫ ∞

0
P (X ≥ x)dx.

5See Lieb and Loss (2001) for the layer-cake representation.
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Since we can write any random variable as X = X+ −X− we get

E[X] = E[X+]− E[X−]

=
∫ ∞

0
P (X+ ≥ x)dx−

∫ ∞
0

P (X− > x)dx

=
∫ ∞

0
P (X ≥ x)dx−

∫ 0

−∞
P (X < x)dx

=
∫ ∞

0
P (X ≥ x)dx+

∫ 0

−∞
(P (X ≥ x)− 1) dx.

This completes the proof.

Theorem 2.1 (Properties of Choquet expectation)
Let X, Y be two bounded, measurable functions and (Ω,F , µ) a capacity space. Then,
the Choquet expectation has the following properties:

1.) ∀A ∈ F : Ec[1A] = µ(A)

2.) ∀α > 0 : Ec[αX] = α Ec[X]

3.) X ≤ Y ⇒ Ec[X] ≤ Ec[Y ]

4.) If µ is a 2-alternating capacity then the respective Choquet expectation is sub-
additive, i.e.

Ec[X + Y ] ≤ Ec[X] + Ec[Y ].

5.) If µ is a 2-monotone capacity then the respective Choquet expectation is super-
additive, i.e.

Ec[X + Y ] ≥ Ec[X] + Ec[Y ].

The proof and further properties of the Choquet expectation can be found in Denneberg
(2013, p. 64 ff.). Given the properties, it is easy to see that the Choquet expectation
is a nonlinear functional. In particular, we will consider functionals satisfying positive
homegeneity and subadditvity in later sections. The following theorem shows how
subadditivity resp. superadditivity depends on the properties of the underlying capacity.
Theorem 2.2
Let X, Y be two random variables on the a capacity space (Ω, 2Ω, µ). Then we have:

i.) µ is 2-alternating, if and only if

Ec[X + Y ] ≤ Ec[X] + Ec[Y ].
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ii.) µ is 2-monotone, if and only if

Ec[X + Y ] ≥ Ec[X] + Ec[Y ].

See Denneberg (2013, p. 71) for proof of the above, so-called Subadditivity- resp.
Superadditivity theorem. Note that this theorem was proven many times under different
assumptions.
Remark 2.1
From (2.0.2), it should be clear that the Choquet expectation can not be additive
until the underlying capacity is additive (in this case the Choquet expectation simply
reduces to the classical expectation w.r.t. a probability measure), e.g., let (Ω,F , µ) be
a capacity space, thus for all A,B ⊆ Ω with A ∩B = ∅ we have

Ec[1A + 1B] = Ec[1A∪B] = µ(A ∪B) 6= µ(A) + µ(B) = Ec[1A] + Ec[1B].

Furthermore, it is noteworthy that the Choquet expectation is comonoton additive,
which is an important feature for application in mathematical finance. We will not
elaborate on this point, hence the reader may refer to the above references.

Ellsberg experiment revisited:
We now revist the Ellsberg experiment and consider the following capacity, instead of
a classical probability measure to model the observed preferences:

Event E {r} {y} {b} {r, y} {r, b} {y, b} {r, b, y}

µ(E) 1
3 0 0 1

3
1
3

2
3 1

Table 3: Capacity µ

Calculating the resp. Choquet expectations yields

f1 � f2 ⇔ Ec[u ◦ f1] > Ec[u ◦ f2]
⇔ µ({r}) > µ({b})

⇔ 1
3 > 0

f4 � f3 ⇔ Ec[u ◦ f4] > Ec[u ◦ f3]
⇔ µ({y, b}) > µ({r, y})

⇔ 2
3 >

1
3
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Thus, with a suitable capacity specification, it is possible to model the observed pref-
erences in the Ellsberg experiment in terms of expected utility. The so-called Choquet-
expected utility was axiomatized by Schmeidler (1989), Gilboa (1987) and Sarin and
Wakker (1992). A helpful overview can be found in Gilboa (2009) and references
therein. Having established Choquet expectations as a valuable tool for decision-making
under uncertainty, we will now present a related approach, maximin-expected utlity,
also called multiple prior utility (Gilboa and Schmeidler, 1989). To do so, we revisit
the setting of the Ellsberg experiment and consider a different approach to circumvent
the observed contradiction by considering the following set of probability measures

Cµ := {P ∈ 4(S) : P ({r}) = 1/3} , (2.0.5)

where4(S) denotes the set of all probability measures on the state space S = {r, b, y}.
The set of probability measures (2.0.5) is also called Credal-set. Instead of evaluat-
ing acts w.r.t. the classical expectation or Choquet expectation, this approach makes
possible the use of lower expectation to model uncertainty appropriately.
Definition 2.3 (Lower and upper expectation)
LetM⊆4(S) be a closed, and convex credal set on the state space S. Thus,

E
¯ P [f ] = min

P∈M

∫
f dP (2.0.6)

ĒP [f ] = max
P∈M

∫
f dP (2.0.7)

is called lower resp. upper expectation of (suitable) f .

Assuming the “worst case” (acting ambiguity averse), we now consider the following
calculations:

E
¯

[u(f1)] = min
P∈Cµ

∫
(u ◦ f1)dP = 1

3 (2.0.8)

E
¯

[u(f2)] = min
P∈Cµ

∫
(u ◦ f2)dP = min

c∈[0,2/3]
c = 0 (2.0.9)

E
¯

[u(f3)] = min
P∈Cµ

∫
(u ◦ f3)dP = min

c∈[0,2/3]
(1− c) = 1

3 (2.0.10)

E
¯

[u(f4)] = min
P∈Cµ

∫
(u ◦ f4)dP = 2

3 (2.0.11)

Hence, this allows for appropriate modeling of the observed preferences in the Ellsberg
experiment. In particular, note that both approaches coincide here, although this is
generally not true. See also the remark at the end of this section. The following theorem
shows the conditions under which the two approaches coincide.
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Theorem 2.3
Let (Ω,F , µ) be a capacity space and

Cµ = {P ∈ 4(Ω) : P (E) ≥ µ(E) for all E ∈ F}

the anti-core6 of the capacity µ. Hence, for all µ- and µd-integrable functions f , the
following statements are equivalent:

i) µ is 2-monoton and continuous from below.

ii) Ec[f ] = min
P∈Cµ

∫
f dP.

This theorem was proven under different conditions in Huber and Strassen (1973) or
Schmeidler (1986). Further details and a complete proof can be found in Dyckerhoff
(1994, p. 55 ff.).
Remark 2.2
Note that we have µ(E) = infP∈Cµ P (E) for all events E, where µ is the capacity
defined in Table 3. Since µ is 2-monoton, the preceding theorem tells us that we have
the equality

Ec[u ◦ f ] = min
P∈Cµ

∫
u ◦ f dP

for all acts f and utility functions u. Hence, Choquet expectation and the lower ex-
pectation coincide in this case.

In order not to cause a deceptive impression, the next example shows that, in general
the lower envelope of a credal set is not 2-monotone.
Example 2.1
Let Ω = {1, 2, 3, 4}. Then P = (0.5, 0.2, 0.2, 0.1) and Q = (0.6, 0.1, 0.1, 0.2) are two
probability measures on (Ω, 2Ω). Now, we define C to be the convex hull of P0 and P1.
Hence, by taking the lower envelope of this credal set, we define a capacity µ, i.e.,

∀A ∈ 2Ω : µ(A) = inf
P∈C

P (A). (2.0.12)

With A = {1, 2} and B = {1, 3} we get

µ(A ∪B) + µ(A ∩B) = 0.8 + 0.5 < 0.7 + 0.7 = µ(A) + µ(B).

Thus, µ is not 2-monotone and therefore Theorem 2.3 no longer holds true.

Furthermore, even if the capacity µ is 2-montone, it may happen that the underlying
credal set is not the anticore of the capacity. Consider the following example:

6(Anti-)core is a game-theoretic term, but appears in the literature under many different names.
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Example 2.2
Let Ω = {1, 2, 3}. Then P = (0.5, 0.5, 0) and Q =

(
4
6 ,

1
6 ,

1
6

)
are two probability

measures on (Ω, 2Ω). Now, we define C to be the convex hull of P0 and P1, i.e.,

C =
{(

3 + λ

6 ,
3− 2λ

6 ,
λ

6

) ∣∣∣λ ∈ [0, 1]
}
.

If we now define a capacity analogous to (2.0.12), it is easy to see that in this case µ
is 2-monotone. However, we see that only C ( Cµ applies, where

Cµ =
{(3 + t

6 ,
3− s− t

6 ,
s

6

) ∣∣∣ s, t ∈ [0, 1]
}
.

denotes the anti-core of the capacity µ.

Example 2.1 and Example 2.2 can be found in Huber and Strassen (1973, p. 254) or
Dyckerhoff (1994, p. 56 ).
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3 Backward SDE and related g-expectation
One first step to the broader framework of the G-Framework is to revisit Peng’s so-
called g-expectation, first discussed in Peng (1997). In particular, we note that this
nonlinear, filter-consistent expectation is a solution to backward stochastic differen-
tial equations (BSDE). For this purpose, we will introduce the corresponding basics
of stochastic differential equations (SDE) and the respective Itô’s calculus before dis-
cussing g-expectations in detail. For a more detailed introduction into stochastic cal-
culus, the reader may refer to Oksendal (2013), Steele (2001) or Karatzas and Shreve
(2012). Since this procedure requires some prior knowledge on probability theory and
stochastic processes, the reader not familiar with these foundations may refer to the
respective Appendix.

3.1 (Backward) stochastic differential equations
To familiarize with the notion and conceptual idea of SDE, we will define ordinary
differential equations (ODE) first. An ordinary differential equation relates a (real- or
complex-valued) function and its derivatives.
Definition 3.1 (Differential equation)
For U ⊂ R× Rd(k+1) and F : U → Rd the equation

F
(
t, x, x(1), ..., x(k)

)
= 0 (3.1.1)

with d, k ∈ N is called real-valued, d-dimensional implicit differential equation of order
k.
A function λ : I → Rd is called solution of the differential equation (3.1.1), if the
following holds:

1. I ⊂ R has non-empty interior.

2. λ ∈ Ck(I), where Ck(I) denotes the space of k-times differentiable, continuous,
real-valued functions on I.

3. ∀t ∈ I :

i.)
(
t, λ(t), λ(1)(t), . . . , λ(k)(t)

)
∈ U

ii.) F
(
t, λ(t), λ(1)(t), . . . , λ(k)(t)

)
= 0

Furthermore, for V ⊂ R× Rdk and F : U → Rd the equation

x(k) = f
(
t, x, x(1), ..., x(k−1)

)
(3.1.2)
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with d, k ∈ N is called real-valued, d-dimensional explicit differential equation of order
k.
Notation:

x(1)(t) = dx

dt
(t), . . . , x(d)(t) = ddx

dtd
(t)

A differential equation is called

(i) scalar, if d = 1.

(ii) autonom, if F
(
t, x, x(1), ..., x(k)

)
= F

(
x, x(1), ..., x(k)

)
.

(iii) linear, if the mapping

Rd(k+1) → Rd : X 7→ F (t,X)

is linear.

Example 3.1 (Population growth model)
Consider the population growth model

dNt

dt
= αNt (3.1.3)

with Nt := N(t) and N0 := N(0) = constant, where Nt denotes the population size
at time t, and α a constant growth rate. It is easy to verify that the function

Nt = N0e
αt

solves the linear differential equation (3.1.3).
Given the definition of a differential equation, we introduce a stochastic version by
allowing randomness for some of the coefficients of the differential equation. With
the aid of the population growth model, we will now motivate stochastic differential
equations by formulating a stochastic counterpart of (3.1.3). Given previous considera-
tions in the introductory chapter, we now add a stochastic component to the constant
growth rate, i.e., we define

αt := rt + αVt,

where Vt denotes, some noise term, yet to be specified. Hence, we call
dNt

dt
= rtNt + αNtVt (3.1.4)

stochastic differential equation. Since the way in which to derive a solution for such
SDEs is not apparent, the rest of this introductory is concerned mainly with answering
the following important questions:
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1.) How can the noise term be specified appropriately?
2.) How can we solve such SDEs, or more, generally speaking, equations of the form

dXt

dt
= b(t,Xt) + σ(t,Xt)Vt (3.1.5)

adequately?
To answer the first question, it would be intuitive to find a stochastic process {Vt}t∈I
with some parameter set I yet to be specified, representing the noise term in (3.1.5)
with some suitable properties:
(i) ∀ti, tj ∈ I, i 6= j : Vti and Vtj are independent.
(ii) {Vt}t∈I is stationary.
(iii) ∀t ∈ I : E(Vt) = 0.

For I at most countable, any sequence of independent and identically distributed,
centered random variables will satisfy the properties (i) - (iii). In case where I is
uncountable, usually, we assume in the following, I = R≥0 there does not exist a
stochastic process satisfying the above properties, since such a stochastic process can
not have continuous paths:
Theorem 3.1
Let (Ω,F , P, {Vt}t∈I) be a non-trivial stochastic process7 with state space (R,B(R))
satisyfing the above properties, where B(R) denotes the Borel σ-algebra on R. Con-
sequently, {Vt}t∈I does not have continuous paths.

Proof. Consider a non-trivial stochastic process (Ω,F , P, {Vt}t∈I) with state space
(R,B(R)) satisyfing the above properties. Assume that {Vt} has continuous paths,
i.e.,

∀ω ∈ Ω : t 7→ Vt(ω)

is a continuous mapping. For allN ∈ N we now define V (N)
t := max {−N,min {N, Vt}} .

From the assumed continuity we know lims→t
(
V

(N)
t − V (N)

s

)2
= 0 for fixed t ∈ I.

Since, by definition, we also have ∀t ∈ I :
(
V

(N)
t − V (N)

s

)2
≤ 4N2 for fixed N ∈ N,

applying the dominated convegence theorem yields

lim
s→t

E
[(
V

(N)
t − V (N)

s

)2
]

= lim
s→t

∫ (
V

(N)
t − V (N)

s

)2
dP

7In the following we will denote a stochastic process by {V }t∈I and omit the quadruple
(Ω,F , P, {Vt}t∈I) notation. If there is no possibility of confusion, we also drop the parameter set I
in our notation.
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=
∫

lim
s→t

(
V

(N)
t − V (N)

s

)2
dP

= 0.

On the other hand we derive by independence and stationarity

E
[(
V

(N)
t − V (N)

s

)2
]

= E
[
V

(N)
t

2
]
− 2E

[
V

(N)
t

]
· E

[
V (N)
s

]
+ E

[
V (N)
s

2]
= 2E

[
V

(N)
t

2
]

= 2 Var
[
V

(N)
t

]
.

Since Var
[
V

(N)
t

]
= 0 if, and only if E

[
V

(N)
t

]
= V

(N)
t a.s., we conclude V (N)

t is
degenerate, i.e., Vt is degenerate. By assumption (iii) we get Vt ≡ 0. This contradicts
the non-triviality assumption.

Actually, a much stronger statement holds: If we assume mutual independence and
E [V 2

t ] = 1, there is no measurable stochastic process that satisfies the above prop-
erties. For the precise statement and proof, we refer to Kallianpur (2013, p. 10 ff.).
Nevertheless, it is possible to construct a stochastic process satisfying the above prop-
erties, called “white noise process”, by introducing generalized functions in terms of
Distribution Theory. However, since this approach is not within the scope of this thesis,
we will primarily deal with formally replacing the noise term with a suitable stochastic
process, as suggested in Oksendal (2013).
To answer the second question, we will now introduce the basics of the related Itô’s
calculus8. Here, we primarily follow Oksendal (2013) and Steele (2001). So as to avoid
notational difficulties, we further define Xk := Xtk and ∆tk = tk+1− tk, where we set
0 = t0 < t1 < t2 < · · · < tm = t. If we now consider a discrete version of (3.1.5), we
get

Xk −Xk+1 = b(tk, Xk) ·∆tk + σ(tk, Xk)Vk ·∆tk. (3.1.6)

From Xk = X0 +∑k−1
j=0(Xk+1 −Xk) and (3.1.6), we obtain

Xk = X0 +
k−1∑
j=0

b(tj, Xj) ·∆tj +
k−1∑
j=0

σ(tj, Xj) ·∆Bj, (3.1.7)

where, based on previous considerations, we set Vj · ∆tj = ∆Bj with Bj denoting
standard Brownian motion.

8Note: Since access to general stochastic integrals via Semimartingales is technically quite chal-
lenging, only Itô’s approach is discussed in this thesis. For a mathematically rigorous approach via
Semimartingales consider Karatzas and Shreve (2012).
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Remark 3.1
Since the Brownian motion has almost surely nowhere differentiable paths, the above
replacement would not make much sense. Therefore, the expression dB

dt
should be un-

derstood as the distributional derivative of the Brownian motion in the aforementioned
sense of Distribution Theory.

Thus (3.1.7) suggests for ∆tj → 0:

Xk = X0 +
∫ t

0
b(s,Xs)ds+

∫ t

0
σ(s,Xs)dBs︸ ︷︷ ︸

(1)

(3.1.8)

Since the unbounded variation of Brownian motion makes it unfeasible to treat integrals
of the form (1) as ordinary Stieltjes Integrals, we will now focus on the existence
and calculation of stochastic integrals. However, before defining a suitable class of
integrands to define the Itô Integral, we fix some notation for later convenience:
Let (Ω,F , P ) be a measure space, then we define for 1 ≤ p <∞:

• LpF := Lp(Ω,F , P ) = {f : Ω→ R is measurable, ∫Ω |f |pdP <∞} and

‖ · ‖Lp : LpF → R : f 7→ ‖f‖Lp :=
(∫

Ω
|f |pdP

)1/p
,

where ‖f‖Lp is a seminorm on LpF .
• LpF := Lp(Ω,F , P ) = Lp/N with N := {f : f = 0P − a.e.}, where ‖f‖Lp :=
‖f‖Lp is a norm on LpF . Henceforth, f ∈ LpF shall refer to the respective repre-
sentant in LpF than the whole equivalence class.

• L2
F equipped with the inner product

〈f, g〉 :=
∫

Ω
f · g dP

is a Hilbert space.
Definition 3.2
Let {Bt}t≥0 be a Brownian motion on the probability space (Ω,F , P ) and F :=
{Ft}t∈[0,T ] the respective augmented filtration with F t := σ{Bs ∪ N : 0 ≤ s ≤ t},
where N := {A ⊆ Ω| ∃B ∈ F , B ⊂ A,P (B) = 0} denotes the collection of P -null
sets. Define L2

ad([0, T ]) to be the class of functions

f(t, ω) : [0,∞)× Ω→ R

such that
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(i) (t, ω)→ f(t, ω) is B([0,∞))×F -measurable.

(ii) f(t, ω) is F-adapted, i.e., ∀t ∈ [0, T ] : f(t, ·) is F t-measurable.

(iii) E
[∫ T

0
|f(t, ω)|2dt

]
<∞.

Further denote by L2
0,ad([0, T ]) the subset of L2

ad([0, T ]) consisting of all functions of
the form

f(t, ω) =
n−1∑
j=0

ej(ω)1[tj ,tj+1](t). (3.1.9)

Functions of the form (3.1.9) are called step processes.

Remark 3.2
Conditions (i) and (iii) can also be expressed by

f ∈ L2 ([0, T ]× Ω,B([0, T ])⊗F , λ⊗ P ) =: L2(λ⊗ P ).

Hence

‖f‖L2(λ⊗P ) =
(∫

Ω

∫ T

0
|f(t, ω)|2dt dP

) 1
2

defines a norm on L2(λ ⊗ P ) induced by the respective inner product. This remark
also emphasizes that L2

0,ad([0, T ]) is a closed linear subspace of L2(λ⊗ P ).

With these prerequisites in place, we can define the Itô Integral for step processes:
Definition 3.3 (Itô Integral for f ∈ L2

0,ad([0, T ]))
Let f ∈ L2

0,ad ([0, T ]) and 0 = t0 < t1 < · · · < tn−1 < tn = T , then the functional

I : L2
0,ad ([0, T ])→ L2

F : I(f)(ω) =
n−1∑
j=0

ej(ω)(Btj+1 −Btj) (3.1.10)

is called Itô Integral. Note that this functional is a random variable itself.

The next step is to extend the functional I from L2
0,ad ([0, T ]) to L2

ad([0, T ]). In order
to do so, we state the following two important lemmata:
Lemma 3.1 (Itô Isometry on L2

0,ad([0, T ]))
For f ∈ L2

0,ad ([0, T ]) we have

‖I(f)‖L2 = ‖f‖L2(λ⊗P ). (3.1.11)
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Proof. Let f ∈ L2
0,ad[0, T ], then we have

‖I(f)‖2
L2 = E

n−1∑
j=0

e2
j(ω)(Btj+1 −Btj)2


=

n−1∑
j=0

E
[
e2
j · (Btj+1 −Btj)2

]

=
n−1∑
j=0

E
[
e2
j

]
E
[
(Btj+1 −Btj)2

]

=
n−1∑
j=0

E[e2
j ] · (tj+1 − tj)

and

‖f‖2
L2(λ⊗P ) = E

[∫ T

0
f 2(t, ω)dt

]

= E

n−1∑
j=0

e2
j(ω)1[tj ,tj+1](t)


=

n−1∑
j=0

E[e2
j ] · (tj+1 − tj)

This yields ‖I(f)‖L2 = ‖f‖L2(λ⊗P ).

Lemma 3.2 (L2
0,ad([0, T ]) is dense in L2

ad([0, T ]))
For any f ∈ L2

ad([0, T ]) there exists a sequence {fn} with fn ∈ L2
0,ad([0, T ]) such that

‖fn − f‖L2(λ⊗P ) → 0 for n→∞.

See Steele (2001, p. 90 ff.) for the proof of a more general statement. With these
prerequisites, it becomes easy to extend the functional I from L2

0,ad[0, T ] to L2
ad([0, T ])

by defining

I(f) := lim
n→∞

I(fn) (3.1.12)

for all f ∈ L2
ad([0, T ]). It remains to show that the expression (3.1.12) is actually

well-defined. This follows immediately since:
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(i) Let {fn} ⊂ L2
ad([0, T ]) such that fn → f in L2(λ ⊗ P ) for n → ∞. Since

the space L2(λ ⊗ P ) is complete, this implies that {fn} is a Cauchy-sequence.
By Lemma 3.1, we know that {I(fn)} is also a Cauchy-sequence in L2, hence
converges to some I(f).

(ii) Let {f ′n} ⊂ L2
ad([0, T ]) be another sequence, such that f ′n → f in L2(λ ⊗ P )

for n→∞. The triangle-inequality

‖fn − fn‖L2(λ⊗P ) ≤ ‖f − fn‖L2(λ⊗P ) + ‖f − fn‖L2(λ⊗P ),

and the application of Lemma 3.1 yields ‖I(fn)− I(f ′n)‖L2 → 0.
Since the Itô Isometry is a technically important instrument, we show that the state-
ment also holds true for functions in L2

ad([0, T ]).
Lemma 3.3 (Itô Isometry on L2

ad([0, T ]))
For f ∈ L2

ad([0, T ]) we have

‖I(f)‖L2 = ‖f‖L2(λ⊗P ). (3.1.13)

Proof. Let f ∈ L2
ad([0, T ]). By Lemma 3.2 we can choose {fn} ⊂ L2

0,ad([0, T ]) such
that ‖fn − f‖L2(λ⊗P ) → 0 for n→∞. Applying the reverse triangle-inequality yields

0 ≤
∣∣∣ ‖fn‖L2(λ⊗P ) − ‖f‖L2(λ⊗P )

∣∣∣ ≤ ‖fn − f‖L2(λ⊗P )
n→∞→ 0.

Hence, ‖fn‖L2(λ⊗P ) → ‖f‖L2(λ⊗P ) for n → ∞. With similar reasoning, we also get
‖ I(fn)‖L2 → ‖I(f)‖L2 . The Itô Isometry on L2

0,ad([0, T ]) tells us now

‖ I(fn)‖L2 = ‖fn‖L2(λ⊗P ).

Taking limits completes the proof.

Since it is essential to understand such integrals as stochastic processes, the following
theorem strongly connects Itô Integrals and martingales.
Theorem 3.2
Let f ∈ L2

ad([0, T ]). Then there exists a t-continuous stochastic process {Mt} on
(Ω,F , P ) that is a martingale with respect to the filtration of the Brownian motion F
such that

∀t ∈ [0, T ] : P [Mt = I(mtf)] = 1,

where

mt(ω, s) := 1[0,1](ω, s) =

1, for s ∈ [0, t]
0, else.
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Proof. Let f ∈ L2
ad([0, T ]). Thus, according to Lemma 3.2, there exists a sequence

{fn}n∈N ⊆ L2
0,ad([0, T ]) such that ‖f − fn‖L2(λ⊗P ) → 0 for n → ∞. Since we also

have {mtfn}n∈N ⊆ L2
0,ad([0, T ]), we can define

In(t, ω) := I(mtfn). (3.1.14)
From the explicit formulation (3.1.10) of the Itô Integral for step processes, it follows
immediately that In(·, ω) is t-continuous for all n ∈ N. Now, we show that In(t, ω)
is a martingale with respect to F for all n ∈ N, i.e., for all t, s ∈ [0, T ] with s ≤ t we
have E[In(t, ω)|Fs] = In(s, ω):
Let t, s ∈ [0, T ] with s ≤ t , then we have

E [In(t, ω)| F s] = E [(In(s, ω) + In(t, ω)− In(s, ω)) | F s]

= E [In(s, ω)| F s] + E [In(t, ω)− In(s, ω)| F s]

= In(s, ω) + E

 ∑
s≤t(n)

j ≤t
(n)
j+1≤t

e
(n)
j (Bj+1 −Bj)| F s


= In(s, ω) +

∑
s≤t(n)

j ≤t
(n)
j+1≤t

E
[
E
[
e

(n)
j (Bj+1 −Bj)| F t(n)

j

]
| F s

]

= In(s, ω) +
∑

s≤t(n)
j ≤t

(n)
j+1≤t

E
[
e

(n)
j E

[
(Bj+1 −Bj)| F t(n)

j

]
| F s

]

= In(s, ω).

Hence, In is a martingale for all n ∈ N. Note that the last equality holds, since
(Bj+1 − Bj) is independent of F

t
(n)
j

and E [(Bj+1 −Bj)] = 0. By applying Doob’s
maximal inequality on the submartingale In − Im for n ≥ m we get

P

(
sup

0≤t≤T
| In(t, ω)− Im(t, ω)| > ε

)
≤ 1
ε2
· E

[
| In(T, ω)− Im(T, ω)|2

]
≤ 1
ε2
‖fn − fm‖2

L2(λ⊗P ).

We know that ‖f − fn‖L2(λ⊗P ) → 0 for n → ∞, yielding an increasing subsequence
{fnk} such that

max
n≥nk
‖fn − fm‖2

L2(λ⊗P ) ≤ 2−3k.

By fixing ε = 2−k we get

P

(
sup

0≤t≤T
| Ink+1(t, ω)− Ink(t, ω)| > 2−k

)
≤ 2−k.

28



Finally the Borel-Cantelli lemma provides us with

P

(
sup

0≤t≤T
| Ink+1(t, ω)− Ink(t, ω)| > 2−k for infinitely many k

)
= 0.

Thus, for almost all ω ∈ Ω there is a k̃(ω) such that

∀k ≥ k̃(ω) : sup
0≤t≤T

| Ink+1(t, ω)− Ink(t, ω)| ≤ 2−k.

Consequently, {Ink} is a Cauchy sequence in C([0, T ]), and since this space is complete,
this sequence has, in particular, a limit, which we denote by Mt. To sum up, Mt is a
t-continuous martingale. Since we already know that Ink converges to It := I(mtf)
in L2 we immediately deduce by unqiueness of limits

∀t ∈ [0, T ] : It = Mt a.s.

This completes the proof.

Remark 3.3
Let f ∈ L2

ad([0, T ]). If the requirements of Theorem 3.2 are fulfilled, we henceforth
also write

Mt(ω) =
∫ t

0
f(s, ω) dBs for all 0 ≤ t ≤ T.

The final step in deriving the Itô Integral is to relax the integrability constraints in Def-
inition 3.2 sufficiently enough. For this purpose, efforts will now be made to achieve
what is known as localization in Stochastics. Although the formalization is quite ab-
stract, one will quickly realize that this new space naturally fits as a proper domain of
the Itô Integral. In this case, the reader may also refer to Steele (2001, p. 96 ff.). We
now consider the following class of functions:
Definition 3.4
Let {Bt}t≥0 be a Brownian motion on the probability space (Ω,F , P ) and F :=
{Ft}t∈[0,T ] the respective augmented filtration. Define L2

loc ([0, T ]) to be the class
of functions

f(t, ω) : [0,∞)× Ω→ R

such that

(i) (t, ω)→ f(t, ω) is B([0,∞))×F -measurable.

(ii) f(t, ω) is F-adapted, i.e., ∀t ∈ [0, T ] : f(t, ·) is F t-measurable.

(iii) P
(∫ T

0
|f(t, ω)|2dt <∞

)
= 1.
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Note that in contrast to Definition 3.2, we weakened condition (iii) here.
Definition 3.5 (Stopping time)
Let (Ω,F) be a measurable space endowed with a filtration {F t}t≥0. Then we call the
mapping

T : Ω→ R ∪ {∞} (3.1.15)

stopping time w.r.t. {F t}t≥0, if we have {T ≤ t} = {ω ∈ Ω : T (ω) ≤ t} ∈ F t for all
t ≥ 0.

Example 3.2 (Hitting time)
Let {Bt}t≥0 be a Brownian motion. Then the so-called hitting-time

Ta(ω) := inf{t ∈ R≥0 | Bt(ω) = a}, a ∈ R

is a stopping time. For an exemplary visualization, consider Figure 1.

Before we begin the localization procedure, we briefly state a theorem concerned with
the persistence of identity under integration. This theorem will be helpful for later
proofs.
Theorem 3.3 (Persistence of identity)
Let f, g ∈ L2

ad([0, T ]) and T a stopping time, such that f(s, ω) = g(s, ω) for almost
all ω ∈ {ω : s ≤ T (ω)}. Then the integrals

Xt(ω) =
∫ t

0
f(s, ω)dBs and Yt(ω) =

∫ t

0
g(s, ω)dBs

are for a.a. ω ∈ {ω : s ≤ T (ω)} equal.

See Steele (2001, p. 89) for the proof of Theorem 3.3.
Definition 3.6 (L2

ad([0, T ]) localizing sequence)
Let f ∈ L2

loc ([0, T ]). An increasing sequence of stopping times {Tn} ⊂ L2
ad([0, T ]) is

called a L2
ad([0, T ])-localizing sequence if we have

∀n ∈ N : fn(ω, t) = f(ω, t)1{t≤Tn} ∈ L2
ad([0, T ])

and

P

( ∞⋃
n=1
{ω ∈ Ω : Tn(ω) = T}

)
= 1.

For simplicity, we will henceforth speak of localizing sequences rather than L2
ad([0, T ])

localizing sequence, since there is no possibility of confusion.
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Figure 1: Hitting time T1 of Brownian motion sample paths.

Proposition 3.1
Let f ∈ L2

loc ([0, T ]). Consequently, the sequence defined by

Tn = inf
{
s ∈ [0, T ] :

∫ s

0
|f(ω, t)|2dt ≥ n or s ≥ T

}
is a localizing sequence.

Proof. We have
∞⋃
n=1
{ω : Tn = T} =

{
ω :

∫ T

0
|f(ω, t)|2dt <∞

}

for f ∈ L2
loc ([0, T ]), where the second set has by Definition 3.4 probability one. Since

we also have

‖fn‖2
L2(λ⊗P ) = E

[∫ T

0
f 2
n(ω, t)1{t≤Tn}dt

]
= E

[∫ Tn
0

f 2
n(ω, t)1{t≤Tn}dt

]
≤ E [n] = n,

hence, fn ∈ L2
ad([0, T ]). Therefore, we conclude that {Tn} is a localizing sequence.
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With these prerequisites in place, we can now start extending the Itô Integral to func-
tions defined on L2

loc ([0, T ]). We will proceed as follows:
1.) Proposition 3.1 tells us that, for any f ∈ L2

loc ([0, T ]) there is a localizing se-
quence {Tn} such that fn(ω, s) = f(ω, s)1{s≤Tn} ∈ L2

ad([0, T ]). Hence, we know
from previous results9 that there exists a unique t-continuous stochastic process
{Mt,n} such that Mt,n = I(mtfn).

2.) According to the preceding point, we define the Itô Integral for f ∈ L2
loc ([0, T ])

as the limit of {Mt,n} for n→∞. Thus, we have to show that {Mt,n} converges
to some unique t-continuous stochastic process {Mt} such that

∀t ∈ [0, T ] : P
(
Mt = lim

n→∞
Mt,n

)
= 1.

3.) The final step consists of checking that the above construction is independent
of the specific choice of the localizing sequence Tn.

Proposition 3.2
Let f ∈ L2

loc ([0, T ]) and {Tn} any localizing sequence. If {Mt,n} is the continuous
martingale version of the Itô Integral I

(
mtf(ω, s)1{s≤Tn}

)
, then we have

∀t ∈ [0, T ] ∀n ≥ m : Mt,n = Mt,m for a.a. {ω : t ≤ Tm}.

Proof. By definition of localizing sequences, we have Tm ≤ Tn for m ≤ n, and hence
the functions

fm(ω, t) = f(ω, t)1{t≤Tm} and fn(ω, t) = f(ω, t)1{t≤Tn}

are equal on the set {ω : t ≤ Tn}. The application of Theorem 3.3 completes the
proof.

According to point 2.) from our preliminary considerations, we show that such {Mt,n}
has a unique, t-continuous limit, denoted by {Mt}. The proof of the following state-
ment clarifies that, with Proposition 3.2, the desired convergence follows immediately.
Proposition 3.3
There exists a t-continuous process {Mt} such that

∀t ∈ [0, T ] : P
(

lim
n→∞

Mt,n = Mt

)
= 1.

9Specifically, here we refer to Theorem 3.2.
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Proof. First, define N := min{n ∈ N : Tn = T}. By way of Definition 3.6, we
already know that P ({ω ∈ Ω : N(ω) <∞}) = 1. In addition, let Ω̃ denote the set
with probability one such that all functions t 7→ Xt(ω) are t-continuous. For any
ω ∈ Ω̃ ∩ {ω ∈ Ω : N(ω) <∞}, we now fix Mt(ω) = Mt,N(ω). Thus, {Mt} is a
t-continuous process. By means of the previous proposition, we have

∀t ∈ [0, T ] : P
(

lim
n→∞

Mt,n = Mt,N

)
= 1,

since the equality Mt,n = Mt,N holds for all t ∈ [0, T ] and n ≥ N on the sets
{ω ∈ Ω : t ≤ TN(ω)}.

To complete our derivation of the Itô Integral for L2
loc ([0, T ]) functions, we finally

check that the construction is independent of the choice of the localizing sequence
{Tn}, namely:
Proposition 3.4
Let Tn and T̃n be two localizing sequences for f ∈ L2

loc ([0, T ]). Then the respective
t-continuous martingale versions Mt,n and M̃t,n satisfy

lim
n→∞

Mt,n = lim
n→∞

M̃t,n

with probability one for each t ∈ [0, T ].

Proof. Let f ∈ L2
loc ([0, T ]) and Tn and T̃n be two localizing sequences. Now, define

τn := min{Tn, T̃n}. By Theorem 3.3, it holds for all n ≥ m that

M̃t,n = Mt,n a.e. on {t ≤ τm}. (3.1.16)

Since Proposition 3.3 yields convergence of Mt,n and M̃t,n to a unique limit a.s., we
have with (3.1.16)

lim
n→∞

M̃t,n = lim
n→∞

Mt,n a.e. on {t ≤ τm}.

By definition of a localizing sequence, the proof is complete.

This completes the derivation of the Itô Integral. Although we have a well-defined
stochastic integral notion for a sufficiently large class of functions, it seems pretty
cumbersome to calculate integrals of the form∫ t

0
σ(s,Xs)dBs

strictly via the above-derived definition. Bear in mind that the elegance of the “usual”
integral calculus bears witness to its direct link to differential calculus. In particular, the
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fundamental theorem of calculus contributes to the remarkable simplicity of calculating
integrals. The aim now is to formulate a suitable formula to calculate Itô Integrals,
namely Itô’s formula. We will only develop the most general version of Itô’s formula.
For other versions, see the references above.
Definition 3.7 (Itô process)
An Itô process is a stochastic process {Xt} of the form

Xt = X0 +
∫ t

0
f(ω, s)ds+

∫ t

0
g(ω, s)dBs for 0 ≤ t ≤ T, (3.1.17)

where we assume g(·, ·) ∈ L2
loc ([0, T ]) and f(·, ·) ∈ L1

loc ([0, T ]), where L1
loc ([0, T ])

denotes the space of all measurable, F-adapted processes satisying

P

(∫ T

0
|f(t, ω)|dt <∞

)
= 1.

Remark 3.4
We note that the above assumptions on g(·, ·) and f(·, ·) guarantee that all integrals in-
volved in (3.1.17) are well-defined. Furthermore, we often use the following “shorthand
notation”

dXt = fdt+ gdBs

for (3.1.17).

Theorem 3.4
Let {Xt} be an Itô process given by

dXt = fdt+ gdBs,

and g(t, x) ∈ C2(R≥0×R). Then the process denoted by Yt = g(t,Xt) is again an Itô
process and we have

dYt = ∂g

∂t
(t,Xt)dt+ ∂g

∂x
(t,Xt)dXt + 1

2
∂2g

∂x2 (t,Xt)(dXt)2. (3.1.18)

For the formal “symbol multiplication”, we refer to the following table:

Remark 3.5
Some peculiarities explained in more detail:

1.) In Table 4, the formal multiplication (dBt)2 = dt is justified with the fact that
the quadratic variation of a Brownian motion is equal to t.
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· dt dBt

dt 0 0

dBt 0 dt

Table 4: Formal symbol multiplication.

2.) We can express (3.1.18) equivalently by

dYt = ∂g

∂t
(t,Xt)dt+ ∂g

∂x
(t,Xt)dXt + 1

2
∂2g

∂x2 (t,Xt)(dXt)2.

The substitution dXt = fdt+ gdBt and Table 4 justify the above equivalence.

See Steele (2001, Chap. 8) for the proof of Itô’s formula. Before we revisit the popu-
lation growth model and find a suitable solution to the stochastic differential equation
(3.1.4), we first consider a classic example to illustrate Itô’s formula.
Example 3.3
Let {Bt}t≥0 be a Brownian motion on the probability space (Ω,F , P ). We will demon-
strate Itô’s formula by solving the integral∫ t

0
Bs dBs.

With Xt = Bt and g(t, x) = 1
2x

2 we get Yt = g(t, Bt) = 1
2B

2
t and hence, applying

Itô’s formula

dYt = ∂g

∂t
(t, Bt)dt+ ∂g

∂x
(t, Bt)dBt + 1

2
∂2g

∂x2 (t, Bt)(dBt)2

yields

d
(1

2B
2
t

)
= BtdBt + 1

2dt.

Rearranging results in ∫ t

0
BsdBs = 1

2B
2
t −

1
2t.

Now, consider the SDE

dNt

dt
= rtNt + αNtVt,
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that we derived earlier as a stochastic version of the population growth model (3.1.3),
or equivalently stated

dNt

Nt

= rt dt + α dBt, (3.1.19)

where we set dBt = Vtdt. For the sake of simplicity, we also assume rt = r = constant.
It seems natural to chose g(t, x) = ln(x), which is clearly a twice differentiable function
such that applying Itô’s formula yields

d (lnNt) = 1
Nt

dNt + 1
2

(
− 1
N2
t

(dNt)2
)

= dNt

Nt

− 1
2α

2dt

⇔ dNt

Nt

= d(lnNt) + 1
2α

2dt.

By (3.1.19), we finally get

Nt = N0 exp
(

(r − 1
2α

2)t+ αBt

)
. (3.1.20)

In Figure 2, we visualized the solution of the population growth model with random
noise for different α values and r = 1 and an initial population size N0 = 50. This
simple illustration shows that different parameter values strongly influence the popula-
tion dynamics. Now, before we present the conceptual specificity of so-called Backward
stochastic differential equations (BSDE), we consider an essential theorem that makes
a statement about the existence and uniqueness of SDE. So far, we had silently as-
sumed existence and uniqueness.
Definition 3.8 (Strong solution of SDE)
Let b, σ : [0, T ]×R→ R be measurable functions. Then, the t-continuous, F-adapted
process {Yt} is called strong solution of the SDEdYt = b(t, Yt)dt+ σ(t, Yt)dBt, 0 ≤ t ≤ T,

Y0 = X,
(3.1.21)

if for all t ∈ [0, T ] the equation

Yt = X +
∫ t

0
b(s, Ys)ds+

∫ t

0
σ(s, Ys)dBs (3.1.22)

is a.s. true.
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Figure 2: Visualization of (3.1.20) with different α values, r = 1 and N0 = 50.

Note that, in the context of SDEs, one distinguishes between strong and weak solutions,
in which case, weak solutions are characterized by distributions, roughly speaking. For
this, consider the explanations in Oksendal (2013, p. 72 ff.).
Theorem 3.5 (Existence and uniqueness of SDE)
Let b, σ : [0, T ]× R→ R be measurable functions satisyfing the Lipschitz condition

∀x, y ∈ R ∀t ∈ [0, T ] : | b(t, x)− b(t, y)| + |σ(t, x)− σ(t, y)| ≤ D|x− y| (3.1.23)

for some constant D and additionally the growth condition

∀x ∈ R ∀t ∈ [0, T ] : |b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|) (3.1.24)

for some constant C. If X ∈ L2
FT is F0-measurable, then the SDE (3.1.21) has a

unique t-continuous, F-adapted solution.
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At this point, we will not prove the existence and uniqueness theorem, since this requires
some tedious preparation. For the respective proof, we refer to Oksendal (2013, p. 69
ff.).
Remark 3.6
Some technical remarks:

1.) In Definition 3.8, we implicity assume b(·, ·) ∈ L1
loc ([0, T ]) and σ(·, ·) ∈ L2

loc ([0, T ]).
Thus, all integrals involved in (3.1.22) are well-defined.

2.) The growth condition (3.1.24) ensures that the solution of (3.1.21) does not
explode, i.e., |Yt(ω)| does not tend to infinity in finite time, whereas the Lips-
chitz condition guarantess the uniqueness of the SDE. For intuitive (counter)-
examples, the reader may refer to Oksendal (2013, p. 68 ff.).

3.) Theorem 3.5 requires X ∈ L2
FT to be F0-measurable, where we denoted by

F := {F t}t∈[0,T ] the augmented Brownian filtration. Albeit slightly generalized,
one could consider X to be independent of {Ft}t∈[0,T ] and say that {Yt} is
adapted to the filtration FXt := σ(X,F s : s < t). This would allow for adapted
solutions without necessarily F0-measurable initial condition X.

Finally, we formulate the counterpart of Theorem 3.2. Theorem 3.2 states that the Itô
Integral of any function f ∈ L2

ad([0, T ]) is a martingale with respect to the augmented
filtration of the Brownian motion. Now, we will see that the converse direction is also
true, i.e., any martingale adapted with respect to the augmented Brownian filtration
can be represented as an Itô Integral. This theorem is considered particularly important.
Theorem 3.6 (Martingale representation)
Let {Mt} be a L2-martingale with respect to the augmented Brownian filtration F.
Then there exists a unique stochastic process g(s, ω) such that g(·, ·) ∈ L2

ad([0, T ]) for
all t ≥ 0 and

∀t ≥ 0 : Mt(ω) = X +
∫ t

0
g(s, ω)dBs a.s. (3.1.25)

where we have X := E[M0].

The Martingale representation theorem is proven in Oksendal (2013, p. 53 f.). From
(3.1.21), it should be clear that, in the context of SDEs, we are working with initial
conditions, i.e., Y0 = X. If we impose a terminal condition X := YT to the stochastic
differential equation instead of an initial condition, we work backward in time, hence
backward stochastic differential equations. While the theory of BSDE dates back in the
linear case to Bismut (1973), we will consider the more general formulation of Pardoux
and Peng (1990). For a brief introduction of BSDEs, we mainly consider El Karoui and
Mazliak (1997) and Zhang (2017).
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First, we adjust some further notation. As we did before, we denote by F t := σ{Bs∪N :
0 ≤ s ≤ t} the augmented Brownian filtration. Furthermore, we will mainly be engaged
with the following spaces of functions for t ∈ [0, T ]:

• L2
Ft := L2(Ω,F t, P ), space of all real-valued, F t-measurable and square inte-

grable random variables equipped with the L2-norm.
• L2

F([0, T ];Rn) space of all Rn-valued, {F t}t∈[0,T ]-adapted processes such that

E
[∫ T

0
|φ(s, ω)|2ds

]
<∞.

• L2
F([0, T ],R× Rn) := L2

F([0, T ],R)× L2
F([0, T ],Rn).

Before considering the general case, we will first motivate the idea behind BSDE. As
in the case of SDE, but now given a terminal condition, we would hope for an adapted
solution of the respective BSDE. An adapted solution is generally not accessible when
working backward in time in the case of SDEs, e.g., consider the following SDE

dYt = σ(t, Yt)dBt, 0 ≤ t ≤ T (3.1.26)

with terminal condition YT = X for some measurable function σ : [0, T ] × R → R.
Consider σ ≡ 0, then it is obvious that one solution of (3.1.26) is given by X = Yt
for all t ∈ [0, T ]. It should become clear that this solution is not adapted (can not be
measurable with respect to smaller σ-algebras). Hence, to hope for an adapted solution
for a given terminal condition, we must expect Yt to be a martingale. Let X ∈ L2

FT ,
then Yt := E[X| F t] is a martingale induced by X. By Theorem 3.6, there exists a
unique stochastic process Z(·, ·) ∈ H2[0, T ] such that

Yt = Y0 +
∫ t

0
ZsdBs. (3.1.27)

In particular, we have

YT = Y0 +
∫ T

0
ZsdBs (3.1.28)

⇔ YT = Yt +
∫ T

t
ZsdBs (3.1.29)

⇔ Yt = YT −
∫ T

t
ZsdBs. (3.1.30)
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We will now extend this to a more general setting, in which a nonlinear term is involved.
We consider the following general BSDE first introduced by Pardoux and Peng (1990)−dYt = g(t, Yt, Zt)dt− ZtdBt, 0 ≤ t ≤ T,

YT = X,
(3.1.31)

where the (nonlinear) function

g : Ω× [0, T ]× R× Rn → R : (ω, t, y, z) 7→ g(ω, t, y, z)

is called the generator of the BSDE (3.1.31). This function is of particular interest in
the context of decision making under uncertainty. As in the case of SDE, the BSDE
(3.1.31) can be written equivalently in the integral form

Yt = X +
∫ T

t
g(s, Ys, Zs)ds−

∫ T

t
ZsdBs.

Definition 3.9 (Strong solution of BSDE)
A pair (Yt, Zt)t∈[0,T ] ∈ L2

F([0, T ],R× Rn) solving the BSDE (3.1.31) is called strong
solution. Given that BSDEs generally just admit strong solutions, we can omit the
respective prefix here.

Note that the solution of a BSDE consists of a pair (Yt, Zt)t∈[0,T ]. As stated in the
motivation of BSDE, this is why the process is adapted. As before, in the case of SDEs,
we can now answer when unique solutions of BSDEs of the form (3.1.31) exist. We
will impose appropriate constraints on the function g.
Theorem 3.7 (Existence and uniqueness of BSDE)
If we assume that the function g satisfies the following conditions

(i) g(·, y, z) ∈ L2
Ft for each y ∈ R, z ∈ Rn,

(ii) ∃C > 0 such that for all y1, y2 ∈ R and z1, z2 ∈ Rn, we have

|g(t, y1, z1)− g(t, y2, z2)| ≤ C(|y1 − y2|+ |z1 − z2|),

then there exists a unique pair of processes (Yt, Zt)t∈[0,T ] ∈ L2
F([0, T ],R×Rn) solving

the BSDE (3.1.31).
For the detailed proof, we refer to Pardoux and Peng (1990). Before introducing g-
expectations, we will first state two fundamental theorems in BSDE theory without
proof.
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Theorem 3.8 (Continuous dependency)
Let X1, X2 ∈ L2

F and φ1
t , φ

2
t ∈ L2

F([0, T ];R). Now, let (Y i
t , Z

i
t)t∈[0,T ] ∈ L2

F([0, T ],R×
Rn) for i ∈ {1, 2} be solutions of the BSDE−dY i

t = f(t, Y i
t , Z

i
t)dt− Zi

tdBt, 0 ≤ t ≤ T,

Y i
T = Xi.

Additionally, we assume that the conditions of Theorem 3.7 hold true for the function
g. Then we have the following continuous dependence property

sup
0≤t≤T

E
[∣∣Y 1

t − Y 2
t

∣∣2]+ E
[∫ T

0

∣∣Z1
s − Z2

s

∣∣2ds] ≤ C E
[∣∣X1 −X2

∣∣2]+ C E
[∫ T

0

∣∣φ1
s − φ2

sds
∣∣]

The next theorem allows to compare solutions of BSDEs in terms of the terminal
conditions and the respective generators.
Theorem 3.9 (Comparison theorem)
Let assume that the assumptions of the previous theorem hold. If we have

Y 1
T ≥ Y 2

T a.s. φ1
t ≥ φ2

t a.s., a.e.

then for t ∈ [0, T ]

Y 1
t ≥ Y 2

t a.s.

Moreover, we have

Y 1
t = Y 2

t a.s. iff Y 1
T = Y 2

T a.s. φ1
t = φ2

t a.s., a.e.

Now that the most necessary results are formulated, we can frame g-expectations. The
theory subject to BSDE offers a theoretically very interesting, although mathematically
deep framework. Thus, we refer to corresponding works without going into technical
subtleties. For a good overview, consider El Karoui and Mazliak (1997) and references
therein, in particular, Peng (1991), Pardoux and Peng (1992), Peng et al. (1992), Peng
(1992), and Peng (1993).
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3.2 g-expectation
With these preparations, g-expectations can now be defined immediately. Furthermore,
we will also consider the basic properties of this dynamic nonlinear expectation. The
reader may also refer to Coquet et al. (2002).
Definition 3.10 (g-expectation)
Let (Yt, Zt)t∈[0,T ] ∈ L2

F([0, T ],R× Rn) be the unique solution of the BSDE−dYt = g(t, Yt, Zt)dt− ZtdBt, 0 ≤ t ≤ T,

YT = X,

where the function

g : Ω× [0, T ]× R× Rn → R : (ω, t, y, z) 7→ g(ω, t, y, z)

satisfies the conditions in Theorem 3.7 as well as

∀y ∈ R : g(·, y, 0) ≡ 0. (3.2.1)

Then the functional Eg : L2
F → R : X 7→ Eg[X] = Y0 is called g-expectation of X.

In the following, we often write g(t, y, z) instead of g(ω, t, y, z).

Theorem 3.10 (Properties of g-expectation)
Let Eg be the g-expectation functional and X, Y ∈ L2

FT , then we have:

(i) ∀c ∈ R : Eg[c] = c

(ii) ∀X ≤ Y a.s. : Eg[X] ≤ Eg[Y ] and Eg[X] = Eg[Y ] if and only if X = Y a.s.

(iii) For all T > 0, there exists a constant CT , such that, for all X1 and X2 in L2
FT

| Eg[X1]− Eg[X2]|2 ≤ CT E[|X1 −X2|2].

Proof. Since c ∈ R is deterministic we have Z = 0 and by assumption (3.2.1) the
solution of the respective BSDE is (c, 0), hence Eg[c] = c. This proves (i). Properties
(ii) and (iii) are immediate corollaries of Theorem 3.9 and Theorem 3.8.

Analogous to the classical notion of conditional expectation, we can also define a
conditional g-expectation that satisfies the classical conditions. At this point, the reader
may also refer to the corresponding section in the appendix regarding classical results
on conditional expectations.
Proposition 3.5
Let X ∈ L2

FT . Then there exists a a.s. unique η ∈ L2
FT satisfying
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(i) η is F t-measurable

(ii) ∀A ∈ F t : Eg[X1A] = Eg[η1A]

Proof. We will now show existence and uniqueness.
(i) Existence:

Let t ≥ 0 and X ∈ L2
FT , as well as (Yt, Zt)t∈[0,T ] ∈ L2

F([0, T ],R × Rn) be the
solution of the BSDE (3.1.31), then we have

Yu = X +
∫ T

u
g(s, Ys, Zs)ds−

∫ T

u
ZsdBs, 0 ≤ u ≤ T.

Because of the equality

g(·,1Ay,1Az) ≡ g(·, y,1Az) ≡ 1Ag(·, y, z)

we have for all A ∈ F t

1AYu = 1AX +
∫ T

u
g(s,1AYs,1AZs)ds−

∫ T

u
1AZsdBs, t ≤ u ≤ T.

Thus, it follows from Definition 3.10

Eg[1AX] = Eg[1AYt].

Since Yt is F t-measurable this completes the proof of existence.
(ii) Uniqueness:

Let η1, η2 ∈ L2
FT satisfying (i) and (ii). Then we have for all A ∈ F t

Eg[η11A] = Eg[η21A].

Define A1 := {η1 ≥ η2} and A2 := {η1 ≤ η2}. We know that in particular
A1, A2 ∈ F t and hence

Eg[η11{η1≥η2}] = Eg[η11{η2≥η2}]

Eg[η11{η1≤η2}] = Eg[η11{η2≤η2}].

Further we have

1{η1≥η2}η1 ≥ 1{η1≥η2}η2

1{η1≤η2}η1 ≥ 1{η1≤η2}η2.

43



From these observations and with property (ii) in Theorem 3.10 we get

1{η1≥η2}η1 = 1{η1≥η2}η2 a.s.

1{η1≤η2}η1 = 1{η1≤η2}η2 a.s.

and hence η1 = η2 a.s..
This completes the proof.

Definition 3.11 (Conditional g-expectation)
A random variable η satisfying the conditions of Proposition 3.5 is called conditional
g-expectations and is often denoted by Eg[X| F t].

Lemma 3.4
Let 0 ≤ t ≤ T . The conditional g-expectation has following properties:

(i) If X is F t-measurable, then Eg[X| F t] ≡ X.

(ii) Let t > s, then
Eg[Eg[X| F t]| F s] = Eg[X| F s].

(iii) Let X1 ≤ X2, then
Eg[X1| F t] ≤ Eg[X2| F2].

(iv) For all A ∈ F t we have Eg[X1A| F t] = 1A Eg[X| F t].

Proof. Property (i) is an immediate consequence of Definition 3.11.
(ii) Let t > s, then we know F t ⊇ F s. Thus, this yields

Eg[Eg[Eg[X| F t]| F s]1A] = Eg[X| F s].

Hence, by definition

Eg[Eg[X| F t]| F s] = Eg[X| F s].

(iii) Define η1 := Eg[X| F t] and η2 := Eg[X2| F t]. Let A ∈ F t, then we have for
X1 ≥ X2 with Theorem 3.10 (ii) and Definition 3.11

Eg[η11A] = Eg[X1A]] ≤ Eg[Y 1A] = Eg[η21A].

If we define A := {η1 > η2} and assume P (A) > 0, then we get again by
monotonicity

Eg[η1A] > Eg[η21A].

These observations yield P (A) = 0. Thus, we have Eg[X1| F t] ≤ Eg[X2| F2].
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(iv) Let B ∈ F t, then we have by definition

Eg[Eg[X1A| F t]1B] = Eg[X1A1B]

= Eg[Eg[X| F t]1A∩B]

= Eg[[Eg[X| F t]1A]1B].

Hence, Eg[X1A| F t] = 1A Eg[X| F t].

Before concluding this section, we would like to clarify how the classical expectation
and the g-expectation are related. The reader may also consider the remarks in Chen
et al. (2005, p. 5).
Proposition 3.6
Let X ∈ L2

FT and Eg[X] the respective g-expectation according to Definition 3.10. If
g ≡ 0, then the classical expectation and the g-expectation of the random variable X
coincide, i.e., Eg[X] = E[X]. Hence, the classical expectation E[·] is a special case of
the g-expectation Eg[·].

Proof. Let X ∈ L2
FT and Eg[X] the respective g-expectation, where we set g ≡ 0.

This yields the following BSDEdYt = ZtdBt, 0 ≤ t ≤ T,

YT = X.
(3.2.2)

The we can equivalently state (3.2.2) by

Yt = YT︸︷︷︸
=X

−
∫ T

t
ZsdBs. (3.2.3)

Now, taking the conditional expectation on both sides of (3.2.3) implies

Yt = E [X| F t] = E[X| F t].

If we fix t = 0, and recall that F0 = {Ω, ∅}, then we conclude Y0 = Eg[X] = E[X],
where we trivally have E[X| F0] = E[X].

The most important terms regarding g-expectations being introduced, we immediately
see the relation to classical expectation. It is easy to see that, based on previous
observations, g-expectations are filtration consistent, which is a particularly desirable
property in expected-utility theory in dynamic situations. Such expectations are usually
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referred to as F -expectations. Before considering some applications of g-expectations,
we explore the aforementioned relationship between Choquet and g-expectations, where
we rely on results worked out in Chen et al. (2005). To avoid getting lost in the technical
details, we only explain the main result and refer to Chen et al. (2005) for the proof
and further technical details.
Theorem 3.11
Assume g satisfies the usual conditions (i.e., conditions stated in Definition 3.10). Then
there exists a Choquet expectation Ec restricted to L2

FT equal to a g-expectation Eg
if and only if g does not depend on y and is linear in z, i.e., there exists a continuous
function v(t) such that

g(y, z, t) = v(t)z.

Explicitly, this theorem states: Both expectations only coincide in the class of classical
linear expectation.

3.3 Applications
Finally, we consider possible applications of g-expectations. Especially in mathemati-
cal finance, g-expectations enjoy high popularity. For applications in finance consider
El Karoui et al. (1997). Further, Gianin (2006) defines risk measures via g-expectations.
The link between risk measures and robust methods in statistics and machine learn-
ing leads to an interesting research question. Chouzenoux et al. (2019) considers risk
measures developed in mathematical finance for robust machine learning. This ap-
proach illustrates that translating ideas from different academic communities can be of
particular interest for future research. From a decision-theoretic point of view, based
on g-expectations, an intertemporal counterpart to the multiple prior model can be
formulated, referred to as recursive multiple priors utility (Chen and Epstein, 2002).
Recursive multiple priors utilities represent a generalization of stochastic differential
utility (Duffie and Epstein, 1992) to dynamic situations under uncertainty. Moreover,
we note that g-expectations can be used for dynamic modeling in areas apart from
mathematical finance. For example, Shamarova et al. (2017) models stochastic gene
expression and protein level dynamics based on BSDEs. In this sense, employment in
biostatistics or epidemiology is also conceivable.
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4 Peng’s G-Framework

4.1 Nonlinear expectation spaces
So far, we have seen that nonlinear expectations, such as the Choquet expectation
or the g-expectation, are particularly suitable for modeling uncertainty. This section
presents basic notions within the so-called G-Framework, which can be seen as an un-
certainty counterpart of Kolmogorov’s axiomatic setting. In particular, this new frame-
work is based on Peng (2004, 2007a,b, 2008). We will rely on previously established
results to clarify the connection between different parts of this thesis. We first fix some
notations and elaborate on fundamental concepts. These are usually taken for granted.
Nevertheless, since we are mainly concerned with making this framework understand-
able to a broad audience, some additional preparations are inevitable.
Definition 4.1 (Vector lattice)
Let Ω be an arbitrary set. A vector space H of real-valued functions X : Ω → R
satisfying the conditions

(i) ∀X, Y ∈ H : X ∨ Y ∈ H

(ii) ∀X, Y ∈ H : X ∧ Y ∈ H

is called vector lattice, where X ∨ Y = max{X, Y } and resp. X ∧ Y = min{X, Y }.
Since we can equivalently write

X ∧ Y = X + Y − (X ∨ Y )

X ∨ Y = Y + (X − Y ) ∨ 0

for all X, Y ∈ H, a vector space of real-valued functions is a vector lattice, if for all
f ∈ H we also have X+ = X ∨ Y ∈ H (this was defined previously to be the positive
part of a real-valued function). Now, let H be the vector space of real-valued functions
such that X ∈ H ⇒ |H | ∈ H. Then H is a vector lattice, since we can write

X+ = 1
2 (X + |X|) .

Thus in the above definition, it is sufficient to impose X ∈ H ⇒ |X| ∈ H for all
X ∈ H.

Throughout this section, H denotes the vector space of real-valued functions satisfying
the conditions
(i) ∀c ∈ R : c ∈ H

(ii) X ∈ H ⇒ |X| ∈ H
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where condition (i) guarantees constant preserving. Furthermore Cl.lip(Rn) denotes the
space of functions ψ satisyfing

|ψ(x)− ψ(y)| ≤ C(1 + |x|m + |y|m)|x− y|

with x, y ∈ Rn,m ∈ N and C > 0. We further assume that if X1, . . . , Xn ∈ H then
we also have ψ(X1, . . . , Xn) ∈ H for all ψ ∈ Cl.lip(Rn). Technially Cl.lip(Rn) can be
replaced by other suitable spaces, compare Peng (2010, p. 5).
Definition 4.2 (Sublinear expectation)
A functional E : H → R satisfying

(i) Monotonicity:
∀X ≤ Y : E [X] ≤ E [Y ]

(ii) Constant preserving:
∀c ∈ R : E [c] = c

(iii) Subadditivity:
∀X, Y ∈ H : E [X + Y ] ≤ E [X] + E [Y ]

(iv) Positive homogeneity:
∀λ ≥ 0 : E [λX] = λE [X]

is called sublinear expectation. A functional satisfying only (i) + (ii) is called nonlinear
expectation. We will refer to (Ω,H, E) as sublinear (resp. nonlinear) expectation space.
Property (iii) is also known as the self-dominance property, since

E [X] = E [(X − Y ) + Y ] ≤ E [X − Y ] + E [Y ]

⇔ E [X]− E [Y ] ≤ E [X − Y ].

For instance, the Choquet expectation (with respect to a 2-alternating capacity) or the
g-expectation discussed in Section 3 is a nonlinear expectation (see also the discussion
in Section 2). From a purely probabilistic perspective, it may seem bizarre why we are
now devoting ourselves to expectation spaces instead of probability spaces. In the classic
linear case, we know that there is a one-to-one correspondence between expectation
and probability measure:
Theorem 4.1 (Daniell-Stone)
Let E : H → R be linear functional on H satisyfing following conditions

i.) ∀λ, c ∈ R : E[λX + c] = λE[X] + c.
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ii.) ∀X, Y ∈ H with X ≥ Y : E[X] ≥ E[Y ].

iii.) Let {Xn}n∈N ∈ HN with Xn ↓ 0⇒ E[Xn]→ 0 for n→∞.

Then there exists a unique probability measure P on (Ω,F) with F := σ(H) such
that P (A) = E[1A] for all A ∈ F .

The proof and other related notions regarding Daniell-Integration can be found in
Ash (2014). The reader may also find some helpful insights in Royden and Fitzpatrick
(1988). However, in the nonlinear case, such a one-to-one correspondence is no more
valid. Hence it is convenient to work with expectation spaces rather than probability
spaces. The following example taken from Coquet et al. (2002, p. 2) illustrates such a
failure of one-to-one correspondence.
Example 4.1
Let (Ω,F , P ) be a probability space and f a strictly increasing function on R such
that f(x) = x for 0 ≤ x ≤ 1.
Now, define

Ef [X] := f−1 (E[f(X)]) . (4.1.1)

Then (4.1.1) is a nonlinear expectation, unless f is linear. Any expectation of the
above form induces the same probability measure, i.e., P (A) = E[1A] = Ef [1A] for
any A ⊆ Ω. Hence, the one-to-one correspondence fails to hold.

As in the case of Choquet expectation, the question arises whether and under which
conditions sublinear expectations can be represented by linear expectations.
Theorem 4.2 (Representation of sublinear expectations)
Let (Ω,H, E) be a sublinear expectation space. Then there exists a family of linear
expectations {Eθ}θ∈Θ with Eθ : H → R, such that

E [X] = max
θ∈Θ

Eθ[X] for X ∈ H. (4.1.2)

Furthermore, for each X ∈ H there exists θX ∈ Θ such that E [X] = EθX [X].

Proof. Let X ∈ H and define L := {αX : α ∈ R}. Note, that L is clearly a
subspace of H, since 0 · X = 0 ∈ L, for all α ∈ R by definition αX ∈ L and
αX + βX = (α + β)X ∈ L. Then ` : L → R : αX 7→ αE [X] defines a linear
functional on L such that

∀x ∈ L : `(x) ≤ E(x).
Since E [·] is in particular subadditive and positive homogeneous we know by applying
the Hahn-Banach Theorem that there exists a linear functional E[·] on H extending
`[·] such that
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(i) E|Y = `

(ii) ∀X ∈ H : E[X] ≤ E [X]

Hence, this linear functional E is dominated by E . Thus we have E[X] = E [X]. Since
E is per definition monotone, we have for X ≥ 0

E[X] = −E[−X] ≥ −E [−X] ≥ 0.

And by the constant preserving property of E it follows that

−E[c] = E[−c] ≤ E [−c] and E[c] ≤ E [c] = c.

Hence, {Eθ}θ∈Θ is a family of linear expectations.

This result was first proved for finite Ω in Huber (1981). Since then, many authors
have established the theorem under different conditions.
Remark 4.1
The linear expectation in (4.1.2) is presumably with respect to a finitely additive
probability measure. To guarantee a σ-additive probability measure, we have to assume
E[Xn]→ 0 for n→∞ for {Xn}n∈N ∈ HN with Xn ↓ 0. For such representation w.r.t.
to σ-additive probability measure refer to Peng (2010, p. 7). See also later remarks on
uncertain probability measures associated with sublinear expectations.

Now that expectation spaces have been sufficiently motivated, elemental notions such
as distribution of random variables under sublinear expectations and independence must
be defined. Note that these terms are fundamentally different from the classical ones.
Definition 4.3 (Distribution under sublinear expectation)
Let (Ω,H, E) be a sublinear expectation space, andX ∈ H. Then we call the functional

FX : Cl.lip(Rn)→ R : φ 7→ FX [ψ] := E [ψ(X)]

distribution of X under the sublinear expectation E . Particularly (R, Cl.lip(R),FX) is
also a sublinear expectation space.
Let (Ω1,H1, E1) and (Ω2,H2, E2) be two sublinear expectation spaces. Two random
variables X, Y ∈ H are identically distributed, if

∀ψ ∈ Cl.lip(R) : E1[ψ(X1)] = E2[ψ(X2)],

denoted by X1
d∼ X2. More generally, we can replace sublinear with nonlinear in the

above definition. However, since we were mainly concerned with sublinear expectations,
this is always evident from the context.
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The distribution of a random variable X ∈ H under a sublinear expectation E is
typically characterized by the mean parameter µ

¯
:= −E [−X], µ̄ := E [X] and the

variance parameter σ
¯

2 := −E [−X2], σ̄2 := E [X2]. In fact, µ
¯
≤ µ̄ holds, since:

− E [X + (−X)] = −E [0] = 0 ≥ −E [−X]− E [X]

⇔ E [X] ≥ −E [−X]

⇔ µ̄ ≥ µ
¯
.

In the first inequality, we used the fact that −E [−(X + Y )] ≥ −E [−X] − E [−Y ],
which follows directly from the subadditivity property of sublinear expectations. Since
(R, Cl.lip(R),FX) is again a sublinear expectation space, the interesting question arises
whether probability measures can also represent the distribution of a random variable
under a sublinear expectation. The following two lemmas give an affirmative answer.
Lemma 4.1
Let (Ω,H, E) be a sublinear expectation space andX ∈ H. For any sequence {ψn}n∈N ⊂
Cl.lip(R) satisyfing ψn ↓ 0 for n→∞ we have E [ψn(X)] ↓ 0.

Proof. Let {ψn}n∈N ⊂ Cl.lip(R) be a sequence sucht that ψn ↓ 0 for n→∞. Define
kn,N := max|x|≤N for fixed N > 0. Then we have for all x ∈ R

ψn(x) ≤ kn,N + ψ1(x)1|x|>N ≤ kn,N + ψ1(x)|x|
N

.

This yields

E [ψn(X)] ≤ kn,N + 1
N
E [ψ1(X)|X|]

⇒ lim
n→∞

E [ψn(X)] ≤ 1
N
E [ψ1(X)|X|],

where the implication follows from ψn ↓ 0⇒ kn,N ↓ 0. For N large enough we get the
desired result. Thus, the proof is complete.

Lemma 4.2
Let (Ω,H, E) be a sublinear expectation space and FX [ψ] the distribution of X ∈ H.
Then there exists a family of probability measures {PX,θ}θ∈Θ defined on (R,B(R))
such that

FX [ψ] = sup
θ∈Θ

∫
R
ψ(x)dPX,θ(x), ψ ∈ Cl.lip(R). (4.1.3)

51



Proof. From Lemma 4.1 we know that a sequence {ψn}n∈N ⊂ Cl.lip(R) satisyfing
ψn ↓ 0 for n → ∞ yields FX [ψn] ↓ 0. Hence, applying Theorem 4.1 completes the
proof.

Since sublinear distributions play a crucial role in this framework, we will elaborate on
the meaning of such distributions and relate this to associated uncertainty measures.
These considerations are also highly related to some considerations in the section on
Choquet expectations.
Remark 4.2
For simplicity of techniques and illustration purposes, we restrict ourselves to finite Ω
and a convex, closed set of prior distributions P ⊆ W , whereW denotes the family of
all probability measures on the measurable space (Ω,F). Now, define the functional
E1[X] = supP∈P

∫
X dP . Then, by results obtained in Huber (1981), we know that

such a set of prior distributions can be represented by

P = {P ∈M : EP [X] ≤ E1[X] for allX} , (4.1.4)

where EP [·] denotes the classical expectation with respect to the probability measure
P . Hence, P can be interpreted as the uncertainty sets of distributions associated
with the sublinear expectation E1[·]. Now, we consider a second prior distribution
set Q ⊆ W and define similarly a sublinear expectation E2[X] = supQ∈Q

∫
X dQ.

Analogous argumentation yields the representation

Q = {Q ∈M : EQ[X] ≤ E2[X] for allX} . (4.1.5)

Hence, Q denotes the uncertainty sets associated with the sublinear expectation E2[·].
Thus, clearly E1[X] ≤ E2[X] implies P ⊆ Q. A stronger sublinear expectation (hence
distribution) accounts for a larger associated uncertainty set in sublinear expectation
spaces, i.e., for ψ ∈ Cl.lip(R) we have

FX1 [ψ] ≤ FX2 [ψ]⇒ {PX1,θ}θ∈Θ1 ⊆ {PX2,θ}θ∈Θ2 .

From Definition 4.3, a notion of convergence can be derived directly, which should be
understood analogously to the classical notion of convergence in distribution.
Definition 4.4 (Convergence in distribution)
Let (Ω,H, E) be a sublinear expectation space and {Xn}n∈N ⊂ H a sequence of
random variables. Then {Xn}n∈N converges in distribution to X ∈ H if

∀ψ ∈ Cl.lip(R) : lim
n→∞

FXn [ψ] = FX [ψ].

Note that FX [ψ] is a sublinear expectation on (R, Cl.lip(R)).
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Now we turn to another important aspect, the independence of random variables. We
will motivate the notion of independent random variables under sublinear expectation
by starting with a result regarding the usual notion of independence.
Proposition 4.1
Let (Ω,F , P ) be a probability space and X, Y : Ω→ R two random variables. If X, Y
are independent and E[|ψ(X, Y )|] <∞ we have

E[ψ(X, Y )|X] = E[ψ(x, Y )]x=X , (4.1.6)

or equivalently stated

E[ψ(X, Y )] = E[E[ψ(x, Y )]x=X ]. (4.1.7)

The last equations follows from the tower property of conditional expectations (see
respective Appendix).

Proof. Let h(x) = E[ψ(x, Y )] and σ(X) = {X−1(B) : B ∈ B(R)}, where σ(X) is
the σ-algebra generated by X. Since h(X) is σ(h(X))-measurable by definition, and
σ(h(X)) ⊂ σ(X), we know that h(X) is also σ(X)-measurable. Further, we know
that for any A ∈ σ(X) there exists B ∈ B(R) such that A = X−1(B). Thus, this
yields ∫

ψ(X, Y )1AdP =
∫
ψ(x, y)1B(x)dPX,Y (x, y)

=
∫ (∫

ψ(x, y)dPY (y)
)
1B(x)dPX(x)

=
∫

E[ψ(X, Y )]1AdP.

Hence, we conclude that E[ψ(x, Y )]x=X is the conditional expectation of ψ(X, Y )
given X. In the second equality, we used the independence assumption.

This observation will serve us as the definition of independence in the sublinear expec-
tation framework. However, in the sublinear case, one needs to pay attention since X
independent of Y does no more imply that Y is also independent of X.
Definition 4.5 (Independence)
Let (Ω,H, E) be a sublinear expectation space and X, Y ∈ H two random variables.
Then Y is independent of X (under the sublinear expectation E) if we have

∀ψ ∈ Cl.lip(R2) : E[ψ(X, Y )] = E[E[ψ(x, Y )]x=X ]. (4.1.8)

Two random variables X, Y ∈ H are called identical and independent (i.i.d) if X d∼ Y
and Y is independent of X.
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For further perspective on the independence in the G-Framework, the reader may
also refer to Hu and Li (2014). The following example based on Peng (2010, p. 11
ff.) illustrates the aforementioned specificity of the notion of independence in this
framework
Example 4.2
Let (Ω,H, E) be a sublinear expectation space and X, Y ∈ H two identically dis-
tributed random variables with E [X] = −E [−X] = 0 and σ̄2 := E [X2] ≥ σ

¯
2 :=

−E [−X2]. Now, we assume E [|X|] = E [X+ + X−] > 0, where we used |X| =
X+ + X−. This implies E [X+] = 1

2 E [[X| + X] = 1
2 E [|X|] > 0, where we used

X+ = |X|+X
2 in the first equation. Define ψ(x, y) = xy2.

Now, consider the following cases:

1.) Y is independent of X:

E [ψ(X, Y )] = E [E [ψ(x, Y )]x=X ]
= E [E [xY 2]x=X ]
= E [X+σ̄2 −X−σ

¯
2]

= E [X+](σ̄2 − σ
¯

2)
> 0

2.) X is independent of Y :

E [ψ(X, Y )] = E [E [ψ(X, y)]y=Y ]
= E [E [Xy2]y=Y ]
= E [Y 2 E [X]]
= 0

Hence Y independent of X is not equivalent to the converse statement.

Now that the notion of independence has also been established, it is natural to consider
product spaces.
Definition 4.6 (Product space)
Let (Ω1,H1, E1) and (Ω2,H2, E2) be two sublinear expectation spaces. Then we call
the sublinear expectation space (Ω1×Ω2,H1⊗H2, E1⊗E2) product space, where we
define

H1 ⊗H2 := {Z(ω1, ω2) = ψ(X(ω1), Y (ω2)) : (ω1, ω2) ∈ Ω1 × Ω2,
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X ∈ H1, Y ∈ H2, ψ ∈ Cl.lip(R2)}

and for Z ∈ H1⊗H2

(E1 ⊗ E2) [Z] := E1[E2[φ(X, Y )]].

Analogously we define (
n∏
i=1

Ωi,
n⊗
i=1
Hi,

n⊗
i=1
Ei
)
, n ∈ N.

If we have (Ωi,Hi, E i) = (Ω1,H1, E1) for i ∈ {1, . . . , n}, then we write(
Ωn

1 ,H⊗n1 , E⊗n1

)
.

Now, let (Ω1,H1, E1) be a sublinear expectation space, and X, Y ∈ H two identically
distributed random variables, i.e. X d∼ Y .
Then

(X, Y ) : Ω→ R2 : ω 7→ (X(ω), Y (ω))
is a random vecotor, and (R2, Cl.lip(R2),FX,Y ) a sublinear expectation space, where
FX,Y denotes the joint distribution of X and Y . If Y is independent of X, then we
have in terms of Definition 4.6 for ψ ∈ Cl.lip(R2)

FX,Y [ψ] = E⊗2
1 [ψ(X, Y )]

= E1[E1[ψ(X, Y )]]

= sup
θ1∈Θ

∫
R

[
sup
θ2∈Θ

∫
R
ψ(x, y)dPθ2(y)

]
dPθ1(x).

Where the last equality is a consequence of Lemma 4.2 and the assumption that X
and Y are identically distributed. The next proposition illustrates how to construct
independent random variables defined on sublinear expectation spaces.
Proposition 4.2
Let Xi be random variables on sublinear expectation spaces (Ωi,Hi, E i) for i ∈
{1, . . . n}. Now, define projections by

Yi : Ω1 × · · · × Ωn → R : (ω1, . . . , ωn) 7→ Xi(ωi).

Then Yi
d∼ Xi and Yi+1 is independent of (Y1, . . . , Yi) for all i ∈ {1, . . . , n −

1}. Further, Yi is for all i ∈ {1, . . . , n} a random vector on the product space
(∏n

i=1 Ωi,
⊗n
i=1Hi,

⊗n
i=1 Ei).
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Moreover, the proposition is easy to interpret since an analogous construction of in-
dependent random variables on a product space is possible in the classical case. We
conclude this first section on theG-Framework with an example that illustrates previous
concepts. This example is based on Peng (2010, p. 15 ff.).
Example 4.3
There are 100 balls in an urn, which are either black b1 or white w1. Now, define the
following random variable

X1 : {b1, w1} → {1,−1} : ω 7→ X1(ω) = 1{b1}(ω)− 1{w1}(ω). (4.1.9)

Let c ∈ [µ
¯
, µ̄] with 0 ≤ µ

¯
< µ̄ ≤ 1 denote the unknown proportion of black balls in

the urn, then the we have the following law

PX =
X 1 −1
P 1− c c

 .
This game is repeated, where c can be changed in each round within the above range
[µ
¯
, µ̄]. In this way, we now construct a sequence of random variables {Xi}i∈N. We

consider now the sublinear expectation

E [ψ(Xi)] = max
c∈[µ

¯
,µ̄]

[cψ(1) + (1− c)ψ(−1)] , (4.1.10)

where ψ can be thought of as a suitable loss function. Since for all i, j = 1, 2, . . . we
have E [ψ(Xi)] = E [ψ(Xj)], the sequence of random variables is identically distributed.
Further, Xi+1 is independent of (X1, . . . , Xi), since by definition (4.1.10) we know that

E[ψ(X1, . . . , Xi, Xi+1)] = E[E[ψ(x1, . . . , xi, Xi+1)]xj=Xj ,1≤j≤i].

The above sequence is a Bernoulli sequence under distributional uncertainty.
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4.2 (Viscosity) solutions of parabolic PDE
This section deals with the (viscosity) solution of a particular partial differential equa-
tion (PDE), the G-heat equation. PDEs rarely appear in classical literature on prob-
ability theory. However, for our purposes, it is particularly worthwhile to look at the
classical heat equation since we will see later that in the nonlinear case, there is a close
connection with the so-called G-normal distribution and G-heat equation, which is a
core utensil in the G-Framework. Although this section goes an extra step, understand-
ing this connection is worth the effort. For this purpose, it is inevitable to make a few
preparations regarding PDEs. Our presentation is mainly based on Evans (2010, 2012).
At the beginning of this thesis, we stated that ordinary differential equations relate a
real- or complex-valued function with its derivatives. Partial differential equations link
an unknown function of two or more variables with their partial derivatives.
Definition 4.7 (Partial differential equation)
For U ⊂ Rd open and given function

F : Rnk × Rnk−1 × · · · × Rn × R× U → R

the equation

F
(
Dku(x), Dk−1u(x), . . . , Du(x), u(x), x

)
= 0, x ∈ U (4.2.1)

with u : U → R unknown is called k-th order partial differential equation. A solution
of the PDE (4.2.1) consists of all functions u satisfying this equation.

We proceed now as follows: First, we will formulate the so-called heat equation and
derive the fundamental solution10. Then we will consider how we can study the heat
equation and its respective solution from a probabilistic point of view. The (homoge-
neous) heat equation (also called the diffusion equation)

ut = αuxx, α > 0 (Diffiusion constant) (4.2.2)

is of great interest in physics and many related areas of applied mathematics. The
heat equation describes the distribution of some quantity (like heat) in a given body.
In (4.2.2) we apply following notation

ut = ∂u

∂t
, uxx = ∂2u

∂x2 ,

where u : U ×R≥0 : (x, t) 7→ u(x, t) denotes the unknown function. If we now assume
that a function u(x, t) satisfies the heat equation (4.2.2), then necessarily u(

√
λx, λt)

10We will be concerned for simplicity reasons with one spatial dimension. See Evans (2010, p. 44
ff.) for a more general solution.
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must be a solution to this PDE. Hence, we would expect solutions of the form u( x√
t
).

In particular, we are now looking for a function of the form

u(x, t) = 1
tβ
v

(
x√
t

)
, x ∈ R, t > 0. (4.2.3)

Rougly speaking, the extra term in (4.2.3) reduces the PDE to an ODE in later steps.
Now, we plug (4.2.3) in the heat equation (4.2.2) and get

∂

∂t

(
t−βv

(
xt−1/2

))
= α

∂2

∂x2

(
t−βv

(
xt−1/2

))
.

Applying the product rule and simplifying yields

βv

(
x√
t

)
+ x/

√
t

2 v(1)
(
x√
t

)
+ αv(2)

(
x√
t

)
= 0, (4.2.4)

where we denote with v(1) (resp. v(2)) the derivative with respect to x√
t
. Hence by

substituting y = x√
t
we get from (4.2.4)

βv (y) + y

2v
(1) (y) + αv(2) (y) = 0. (4.2.5)

Thus, we have transformed the original PDE into an ODE. Now, fix β = 1
2 . Then we

get

1
2
(
v (y) + yv(1) (y)

)
+ αv(2) (y) = 0

⇒ αv(2) (y) + 1
2 (yv (y))(1) = 0

⇒
(
αv(1) (y) + 1

2yv (y)
)(1)

= 0

⇒ αv(1) (y) + 1
2yv (y) = C,

where C = constant. Hence the last equation is now a first order ODE. We fix now
C = 0 and get

v(1) (y)
v(y) = − y

2α

⇒ ln (|v(y)|)(1) = − y

2α
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⇒ ln (|v(y)|) = − y
2

4α + C̃,

where C̃ = constant. Solving for v(y) yields

v(y) = Ĉ exp
(
− y

2

4α

)
, (4.2.6)

where Ĉ = constant. Now, fixing Ĉ = 1√
4πα

and plugging (4.2.6) in (4.2.3) yields

u(x, t) = 1√
4παt

exp
{
−x2

4αt

}
. (4.2.7)

Cleary, u(x, t) is for t > 0 and α = D
2 the density of the N (0, Dt) distribution.

Definition 4.8 (Fundamental solution)
The function

f(x, t) :=


1√

4παt exp
{
−x2

4αt

}
, for x ∈ R, t > 0

0, for x ∈ R, t < 0

is called the fundamental solution of the heat equation (4.2.2). Compare also Figure 3.

Before turning to the probabilistic interpretation, we clarify what is meant by an initial-
value problem or Cauchy problem in terms of the heat equation.
Intial-value problem:
Let f be the fundamental solution of the heat eqaution (4.2.2). Then we callut = αuxx, on x ∈ R× (0,∞)

u = g, on x ∈ R× {t = 0}.
(4.2.8)

the initial-value problem of the heat equation. Then, without proof, we claim that the
convolution

u(x, t) = f ? g(x) :=
∫
R
f(x− y, t)g(y) dy

solves the initial-value problem (4.2.8), where f(x− y, t) is defined according to Def-
inition 4.8. For a rigorous proof the reader may refer to Evans (2010, p. 47 ff.). Now
we turn to the probabilistic interpretation of the heat equation and try to motivate
a probabilistic derivation. This approach is closely related to Einstein et al. (1905)
and Bachelier (1900). Now, let the real line be divided in intervals of the length 4x
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Figure 3: Visualization of the fundamental solution for fixed D = 2 and different t.

and consider time increments 4t. Hence, this setting can be thought of as a two-
dimensional lattice with a space and time component (see Figure 4 for a visualization
of this idea). We start at the initial point (x0, t0) = (0, 0) and in each time step we do
a fair Bernoulli experiment, such that with probability 1

2 we move 4x to the left and
with the same probabilty an amount 4x to the right. Now let {Xi}i∈N be a family of
random variables such that

P (Xi = 0) = P (Xi = 1) = 1
2 .

Based on this family of random variables, we define the number of total moves to right
in 4t = n4t time increments, i.e.,

Sn :=
n∑
i=1

Xi.

Hence, Sn is a Binomial distributed random variable. By denoting X(t) the posiiton
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Figure 4: Visualization of time-space lattice and an examplary realization of random
walk with initial point (0, 0).

at time n4t, we get

X(t) = Sn4x︸ ︷︷ ︸
number of moves to the right times 4x

+ (n− Sn)(−4x)︸ ︷︷ ︸
number of moves to the left times −4x

= (2Sn − n)4x. (4.2.9)

By assuming the time-space scaling D = (4x)2

4t and plugging in (4.2.9) we get

X(t) = (2Sn − n)4x =
Sn − n

2√
n
4

√tD.
Finally, applying the Central-Limit Theorem yields

lim
n→∞

P (a ≤ X(t) ≤ b) = lim
n→∞

 a√
tD
≤
Sn − n

2√
n
4

≤ b√
tD
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= 1√
2πDt

∫ b

a
exp

{
− x2

2Dt

}
.

This again gives us a N (0, Dt) distribution, whose density again solves the heat equa-
tion (4.2.2), where we set α = D

2 .
Remark 4.3
At this point, we make some technical remarks clarifying any ambiguities about the
terms involved so far in this section:

(i) A linear, second-order PDE with constant coefficients is of the form

auxx + 2buxy + cuyy + dux + euy + f = 0.

If b2−4ac = 0, we call the respective equation parabolic. Thus, the heat equation
(4.2.2) is a parabolic PDE.

(ii) In the context of nonlinear PDEs we will use the notion of viscosity solution.
However, to avoid getting lost in technical details, these should be understood
as classical solutions.

Now that the relationship between the heat equation and the Normal distribution has
been clarified, we formulate a nonlinear version of the heat equation. However, first, we
formulate a classical result concerning Normal distributed random variables to clarify
the latter definition of so-called G-normal distributed random variables.
Proposition 4.3
Let (Ω,F , P ) be a probability space, and X, Y two i.i.d (in the classical sense) real-
valued random variables. Then, X ∼ N (0, σ2) if and only if aX + bY and

√
a2 + b2X

are identically distributed, for a, b ≥ 0.

See also Mathai and Pederzoli (1977) for related charaterizations of the Normal dis-
tirbution. Analogously, this proposition serves as a definition of G-normal distributed
random variables in the sublinear case, hence:
Definition 4.9 (G-normal distribution)
Let (Ω,H, E) be a sublinear expectation space and X ∈ H a random variable with

σ̄2 = E [X2], σ
¯

2 = −E [−X2].

Then, X is G-normal distributed, denoted by X d∼ N (0, [σ
¯

2, σ̄2]), if for all Y ∈ H
independent of X and Y d∼ X we have

∀a, b ≥ 0 : aX + bY
d∼
√
a2 + b2X. (4.2.10)

The random variable X has no mean-uncertainty since from (4.2.10) we know that
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(i)
√

2 E [X] = E [X + Y ] = 2 E [X]⇒ E [X] = 0.

(ii)
√

2 E [−X] = E [−X − Y ] = 2 E [−X]⇒ E [−X] = 0.

Hence, X has no mean uncertainty. However, in the following section, when we look
at the Law of Large Numbers and the Central Limit Theorem, we will also consider
distributions with mean uncertainty.
Consider the sublinear expectation space (Ω,H, E) and a random variable X ∈ H.
Then we call ut = G(uxx), on x ∈ R× (0,∞)

u = ψ, on x ∈ R× {t = 0}
(4.2.11)

initial-value problem of the G-heat equation, where we refer to the nonlinear function

G(α) := 1
2 E [αX2] = 1

2(σ̄2α+ − σ
¯

2α−), α ∈ R (4.2.12)

as the generating-function of the nonlinear heat-equation, e.g. see Figure 5. This PDE
generates the G-normal distribution N (0, [σ

¯
2, σ̄2]). “Generating” can be understood

as already in the classical case of the heat equation: The solution of the nonlinear heat
equation is the G-normal distribution. We will now show that this statement is indeed
true. This is one of the few results we actually prove in this section since previous
concepts are directly involved in the proof.

−10 −5 5 10

−10

−5

5

10

α

G(α)

Figure 5: Example of a generating function G.
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Definition 4.10 (Sub- and supersolution)
Consider a real-valued function u ∈ C([0, T ]× R).

(i) If for all ψ ∈ C1,3
b ((0,∞)× R) and all minima (t, x) ∈ (0,∞)× R of ψ − u we

have

ψt −G(ψxx) ≤ 0

then we call u subsolution of the G-heat equation (4.2.11).
(ii) If for all ψ ∈ C1,3

b ((0,∞)×R) and all maxima (t, x) ∈ (0,∞)×R of ψ − u we
have

ψt −G(ψxx) ≥ 0

then we call u supersolution of the G-heat equation (4.2.11).
(iii) If u is a sub- and supersolution, then we call u a viscosity solution of the G-heat

equation.

Theorem 4.3
Let (Ω,H, E) be a sublinear expectation space and X a G-normal distributed random
variable. For all ψ ∈ Cl.lip(R) we define

u : [0,∞)× R→ R : (t, x) 7→ u(t, x) := E [ψ(x,
√
tX)].

Then we have:

(i) ∀s ≥ 0 : u(t+ s, x) = E [u(t, x+
√
sX)].

(ii) For all T > 0, there exist constants C, k > 0 such that, for all t, s ∈ [0, T ] and
x, y ∈ R we have

|u(t, x)− u(t, y)| ≤ C(1 + |x|k + |y|k)|x− y| (4.2.13)

|u(t, x)− u(t+ s, x)| ≤ C(1 + |x|k)|s|1/2 (4.2.14)

(iii) u is the unique viscosity solution of the G-heat equation (4.2.11).

Proof. For T > 0 and s, t ∈ [0, T ] we have

u(t, x)− u(t, y) = E [ψ(x+
√
tX)]− E [ψ(x+

√
tX)]

≤ E [ψ(x+
√
tX)− ψ(y +

√
tX)]

≤ E [C̃(1 + |X|k + |x|k + |y|k)|x− y|]
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≤ C(1 + |x|k + |y|k)|x− y|,

where the third inequality follows by the assumption ψ ∈ Cl.lip(R). Thus, (4.2.13)
follows. Let Y be independent of X, such that we have

u(t+ s, x) = E [ψ(x+
√
t+ sX)]

= E [ψ(x+
√
sX +

√
tY )]

= E [E [ψ(x+
√
sz +

√
tY )]z=X ]

= E [u(t, x+
√
sX)],

where the second equality follows since X is G-Normal distributed, see Definition 4.9.
Hence, (i) follows. With (i) we get

u(t+ s, x)− u(t, x) = E [u(t, x+
√
sX)− u(t, x)]

≤ E [C̃(1 + |x|k + |X|k)|s|1/2|X|]

≤ C(1 + |x|k)|s|1/2.

This yields (4.2.14). We now prove that u is a subsolution of the G-heat equation
(4.2.11). Now, let ψ ∈ C1,3

b ([0,∞) × R) such that ψ ≥ u and u(t, x) = ψ(t, x) for
fixed minima (t, x) ∈ (0,∞)× R. Then, we have for δ ∈ (0, t)

ψ(t, x) = ψ((t− δ) + δ, x) = u((t− δ) + δ, x)

(i)= E [u(t− δ,
√
δX)]

≤ E [ψ(t− δ,
√
δX)].

Thus, rearranging yields

0 ≤ E [ψ(t− δ,
√
δX)]− ψ(t, x)

⇒ 0 ≤ E [ψ(t− δ,
√
δX)− ψ(t, x)].

By Taylor expansion we get

0 ≤ E [ψ(t− δ,
√
δX)− ψ(t, x)]

(1)
≤ −ψt(t, x)δ + E [ψx(t, x)

√
δX + 1

2ψxx(t, x)δX2] + C̃δ3/2

= −ψt(t, x)δ + E [12ψxx(t, x)δX2] + C̃δ3/2
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= −ψt(t, x)δ + δG(ψxx(t, x)) + C̃δ3/2.

Thus, we conclude

ψt −G(ψxx) ≤ 0.

Similarly one shows, that u is a supersolution of the G-heat equation (4.2.11). Hence,
u is a viscosity solution. This completes the proof.

Remark 4.4
We see that the G-normal distribution N (0, [σ

¯
2, σ̄2]) is a sublinear distribution defined

on (R, Cl.lip(R)). Let X d∼ N (0, [σ
¯

2, σ̄2]), then by Lemma 4.2 we know that there
exists a family of probability measures {PX,θ}θ∈Θ defined on (R,B(R)) such that

FX [ψ] = sup
θ∈Θ

∫
R
ψ(x)dPX,θ(x). (4.2.15)

Now we could carelessly conclude that the uncertainty set associated with the G-normal
distribution corresponds to {N (0, σ2)|σ2 ∈ [σ

¯
2, σ̄2]}. However, this is not true since

the uncertainty set of the G-normal distribution is much larger.

The following proposition shows that the classical normal distribution is a special case
of the G-normal distribution.
Proposition 4.4
If σ
¯

2 = σ̄2, then the G-normal distribution N (0, [σ
¯

2, σ̄2]) reduces to the classical
normal distribution N (0, σ̄2).

Proof. Let σ
¯

2 = σ̄2, then the G-heat equation (4.2.11) becomes

ut = G(uxx)⇔ ut = 1
2(σ̄2u+

xx − σ¯
2u−xx)

⇔ ut = 1
2(σ̄2(u+

xx − u−xx))

⇔ ut = σ̄2

2 uxx

With α = σ̄2

2 we get the classical heat equation (4.2.2). Hence, u(t, x) is again the
Normal distribution. More precisely, we get

E [ψ(X)] = u(1, x) = 1√
2πσ̄2

∫ ∞
−∞

ψ(y) exp
{
− y2

2σ̄2

}
dy.

Clearly, X ∼ N (0, σ̄2).
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Finally, we consider two special cases of the G-normal distribution that are very in-
teresting, especially for possible applications. Now, let X be a G-normal distributed
random variable, then we have:
(i) If ψ ∈ Cl.lip(R) is convex, then

E [ψ(X)] = 1√
2πσ̄2

∫ ∞
−∞

ψ(y) exp
{
− y2

2σ̄2

}
dy. (4.2.16)

(ii) If ψ ∈ Cl.lip(R) is concave, then

E [ψ(X)] = 1√
2πσ

¯
2

∫ ∞
−∞

ψ(y) exp
{
− y2

2σ
¯

2

}
dy. (4.2.17)

Since we can prove both cases analogous, we now consider a convex ψ ∈ Cl.lip(R).
Then, we have for λ ∈ [0, 1]

u(t, λx+ (1− λ)y) = E [ψ(λx+ (1− λ)y +
√
tX)]

= λ E [ψ(x+
√
tX)] + (1− λ) E [ψ(x+

√
tX)]

= λu(t, x) + (1− λ)u(t, y),

where the convexity of ψ yields the second equality. Hence, u(t, x) is a convex func-
tion. Since the second derivative of a convex function is always non-negative we have
(uxx)− = max{0,−uxx} = 0 and thus the G-heat equation (4.2.11) reduces to

ut = G(uxx)⇔ ut = 1
2(σ̄2u+

xx − σ¯
2u−xx)

⇔ ut = σ̄2

2 uxx.

This completes the proof. Since we know that concave functions always yield negative
second derivatives, we can prove (ii) by analogous reasoning. These results might be
important for later investigations, especially in the convex optimization context of
Machine Learning.
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4.3 CLT and LLN under sublinear expectation
Finally, we present a version of the Central Limit Theorem (CLT) and the Law of Large
Numbers (LLN) in this sublinear expectation framework. These results originate in
Peng (2007b) and can also be found in further work of the same author under different
conditions. Before framing these theorems, we consider another crucial distribution in
the sublinear framework, the so-called Maximal distribution.
Definition 4.11 (Maximal distribution)
Let (Ω,H, E) be a sublinear expectation space and X ∈ H a random variable with

µ
¯

:= E [X] < −E [−X] =: µ̄.

Then, X is Maximal distributed, if for all Y ∈ H independent of X and Y d∼ X, we
have

∀a, b ≥ 0 : aX + bY
d∼ (a+ b)X. (4.3.1)

The Maximal distribution can also be characterized equivalently by: If X is Maximal
distributed, we have for ψ ∈ Cl.lip(R)

FX [ψ] = E [ψ(X)] = sup
µ
¯
≤y≤µ̄

ψ(y).

Thus, the Maximal distribution can be interpreted as “worst-case distribution”. We
denote a Maximal distributed random variable by X d∼ N ([µ

¯
, µ̄]× {0}) or byM[µ

¯
,µ̄].

Theorem 4.4 (Law of Large Numbers)
Let (Ω,H, E) be a sublinear expectation space and {Xi}i∈N an i.i.d 11 sequence of
random variables. Further, assume that the uniform integrability condition

lim
λ→∞
E [(|X1| − λ)+] = 0. (4.3.2)

is satisfied. Now, define

X̄n := 1
n

n∑
i=1

Xi.

Then Sn converges in distribution12 to a Maximal distributed random variable X, i.e.

lim
n→∞

E [ψ(X̄n)] = E [ψ(X)], (4.3.3)

where E [ψ(X)] = supµ
¯
≤y≤µ̄ ψ(y) with µ

¯
= −E [−X] < E [X] = µ̄, for all ψ ∈ C(R)

satisyfing the linear growth condition |ψ(x)| ≤ C(1 + |x|).
11Recall: {Xi}i∈N i.i.d means that Xi+1

d∼ Xi and Xi+1 independent of {X1, . . . , Xi} for all
i ∈ {1, 2, . . . }. See also Proposition 4.2.

12See Definition 4.4.
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Theorem 4.5 (Central Limit Theorem)
Let (Ω,H, E) be a sublinear expectation space and {Xi}i∈N an i.i.d sequence of random
variables with mean-certainty, i.e., E [X1] = −E [−X1] = 0. Further, assume that the
condition

lim
λ→∞
E [(|X1|2 − λ)+] = 0.

is satisfied. Now, define

X̄n := 1√
n

n∑
i=1

Xi.

Then Sn converges in distribution to a G-normal distributed random variable X, i.e.

lim
n→∞

E [ψ(X̄n)] = E [ψ(X)], (4.3.4)

for all ψ ∈ C(R) satisyfing the linear growth condition |ψ(x)| ≤ C(1 + |x|).

Remark 4.5
Some remarks on the assumptions in Theorem 4.4 and Theorem 4.5: The uniform
integrability condition (4.3.2) can be equivalently written by

lim
n→∞

E [|X1|1|X1|>n] = 0. (4.3.5)

The LLN and CLT was proved under different conditions, we refer to the notes in Peng
(2010, p. 44) and references therein.

Before we conclude this chapter with some references regarding related research, we
present an unbiased estimator for the parameters of the Maximal distribution (Jin and
Peng, 2016). This is especially important from a statistical perspective since just a
few statistical tools have been provided so far in the sublinear framework. For the rest
of this section, let (Ω,H, E) be a sublinear expectation space and {Xi}i∈N an i.i.d
sequence of Maximal distributed random variables with respective parameters µ

¯
≤ µ̄.

Definition 4.12 (Unbiased estimator)
Let ψn ∈ C(Rn) and −∞ < µ

¯
≤ µ̄ < ∞, then the statistic Tn = ψn(X1, . . . , Xn) is

called an unbiased estimator of

(i) µ̄, if E [ψ(X1, . . . , Xn)] = µ̄.

(ii) µ
¯
, if E [ψ(X1, . . . , Xn)] = µ

¯
.

Lemma 4.3
Let ψn ∈ Cl.lip(Rn). If the estimator Tn = ψn(X1, . . . , Xn) is unbiased for µ̄, then for
all µ

¯
≤ µ̄ we have

max
(x1,...,xn)∈[µ

¯
,µ̄]n

ψn(x1, . . . , xn) = µ̄, (4.3.6)
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min
(x1,...,xn)∈[µ

¯
,µ̄]n

ψn(x1, . . . , xn) = µ
¯
. (4.3.7)

Consequently (4.3.6) and (4.3.7) imply

fn(x1, . . . , xn) ≤ µ̄, (4.3.8)

fn(x1, . . . , xn) ≥ µ
¯
. (4.3.9)

Proof. For reasons of clarity we just prove the case n = 2. Thus, we have for ψ2 ∈
Clip(R2)

E [ψ2(X1, X2)] i.i.d= E [E [ψ2(x1, X2)]x1=X2 ]

= E [E [ max
µ
¯
≤x2≤µ̄

ψ2(x1, x2)]x1=X1 ]

= E [ max
µ
¯
≤x2≤µ̄

ψ2(X1, x2)]]

= max
µ
¯
≤x1≤µ̄

max
µ
¯
≤x2≤µ̄

ψ2(x1, x2)

= max
(x1,x2)∈[µ

¯
,µ̄]2

ψ2(x1, x2).

Since ψ2(X1, X2) is unbiased, this completes the proof. Clearly, this implies (4.3.8).
Analogously one shows (4.3.7) and (4.3.9). Note that, in the second equation, we used
the fact that the random variables are Maximal distributed. A more general proof can
be found in Jin and Peng (2016, p. 9 f.).

Theorem 4.6
Let X1, . . . , Xn be i.i.d. distributed random variables with Xi

d∼M[µ
¯
,µ̄], where µ

¯
≤ µ̄

are unknown parameters of the Maximal distribution. Now, we define the estimator for
the upper mean ˆ̄µ := max{X1(ω), . . . , Xn(ω)} and resp. µ̂

¯
:= min{X1(ω), . . . , Xn(ω)}.

Then, the following statements hold true:

(i) µ
¯
≤ µ̂
¯
≤ ˆ̄µ ≤ µ̄.

(ii) ˆ̄µ is the largest unbiased estimator for µ̄.

(iii) µ̂
¯

is the smallest unbiased estimator for µ
¯
.

Proof. The first statement (i) is by construction obvious. Again, we just consider the
case n = 2. It is clear, that µ̂

¯
and ˆ̄µ are unbiased, since X1 and X2 are i.i.d and
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Maximal distributed. Let T2 = ψn(X1, X2) be a given unbiased estimator of µ̄ and for
x1, x2 ∈ R set

¯̃µ = max{x1, x2}. (4.3.10)

According to Lemma 4.3 this yields

ψ2(x1, x2) ≤ ¯̃µ = max{x1, x2}. (4.3.11)

Since y1, y2 ∈ R were chosen arbitrarly, (ii) follows. Analogously one proves (iii). This
completes the proof.

For a more general estimator, asymptotic studies and further results see Jin and Peng
(2016). We conclude this section with some remarks on related work.

4.4 Remarks on related work
We complete this chapter by pointing out further work within the G-Framework. Since
our presentation was mainly focused on clarity, we only considered the most basic struc-
tures in more detail. In particular, so-called G-Brownian motions can be defined based
on the G-normal distribution. This allows, especially, to formulate many concepts pre-
sented in the first section of this thesis in a sublinear context, i.e., stochastic calculus
under sublinear expectations. We mainly refer to Peng (2010). Albeit our explanations
do not consider multidimensional cases, all concepts can also be stated for the multidi-
mensional case. From a statistical point of view, we point out Peng and Zhou (2020)
since the authors provide a hypothesis-testing perspective within the G-Framework.
Closely related to the aforementioned work, we also refer here to Sun and Ji (2016),
which is concerned with a generalized Neyman-Pearson lemma for sublinear expecta-
tions. A generalized Neyman-Pearson type lemma was previously studied also in the
context of g-probabilities by Ji and Zhou (2010) relying on concepts discussed in pre-
vious sections of this thesis. In particular, to better understand G-normal distributions
and also provide a means for simulations, Li et al. (2021) considers a bridging link
between normal distributions and G-normal distributions, called the Semi-G-normal
distribution. A Stein type characterization is proposed in Hu et al. (2017). Although
not in direct reference to the G-Framework, Cohen (2017) also considers nonlinear
expectations to express statistical uncertainty. Moreover, Nendel (2021) seeks to link
work among the communities of imprecise probabilities and mathematical finance. Fi-
nally, we note that these references are not exhaustive, and there is more existing work
related to the G-Framework, albeit the “classical” statistical work in this area is pretty
limited.
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5 Sublinear expectation regression
In this section, we motivate a possible application of sublinear expectations in the
context of regression models. The notion of sublinear expectation regression is based
on Lin et al. (2013). This section will show that the sublinear regression model is in
fact identifiable. At the end of section, we will state some further research questions to
be addressed in future work. First we recall the “classical” linear regression model, and
record where problems may arise in the respective specifications. We examine only the
simple linear regression model in this section for the sake of clarity, although a much
larger class of regression models can be considered under sublinear expectations.

(Simple) linear regression:
Let (Ω,F , P ) be a probability space and X, Y two real-valued random variables, where
we refer to Y as response variable and toX as covariate. Let E[Y |X] be the conditional
expectation of Y given X, then we consider

Y = E[Y |X] + ε, (5.0.1)

where ε defines an error term, yet to be specified. In the case of linear regression we
specify

E[Y |X] = f(X), f linear function of X. (5.0.2)

We usually have f(X) = β0 + β1X, where β0 is called intercept and βt = (β0, β1) is
the respective regression coefficient vector. Hence, we also write f(X) = X tβ, where
we define X t = (1, X). Since we are just interested in simple linear regression, we
do not state the case with multiple covariates here, and the reader may refer e.g. to
Fahrmeir et al. (2013). Additionally to the previous assumptions, we further consider
the conditional error variance

σ2(X) = Var(ε|X) = E[ε2|X]. (5.0.3)

By assuming homoskedasticity, we simply have E[ε2|X] = E[ε2] =: σ2. In the following,
we will stay with homoskedastic errors. We also know that E[ε2] = 0, since

E[ε|X] (5.0.1)= E[(Y − [E[Y |X]])|X] = E[Y |X]− E[E[Y |X]|X]

= 0.

Thus, E[ε] = E[E[ε|X]] = 0. It is also common to assume Normal distributed errors,
i.e., ε ∼ N (0, σ2). In the case where this assumption is violated, different methods
have evolved in statistics, but as noted in Lin et al. (2013, p. 3), these methods are
entirely unrelated to nonlinear expectations. This lack of attention is because the G-
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Framework and its theoretical foundations are widely unknown in statistics. We will
now discuss the sublinear counterpart of simple linear regression.

(Simple) sublinear expectation regression:
Relying on results from previous sections, let (Ω,H, E) be a sublinear expectation space
and X, Y two real-valued random variables. Again X will denote our covariate, Y the
response variable. If we assume E [Y |X] to be a sublinear expectation, then we know
from Lemma 4.2 that there exists a family of probability measures {PY |X,θ}θ∈Θ defined
on (R,B(R)) such that

E [Y |X] = sup
θ∈Θ

EPY |X,θ [Y |X].

Guided by our considerations regarding uncertainty in the introductory section, we state
the following simple regression model

Y = E [Y |X] + ε, (5.0.4)

where we assume ε d∼ N (0, [σ
¯

2, σ̄2]), i.e., the error ε is G-normal distributed (hence,
ε is mean certain, but variance uncertain).
Proposition 5.1
Let Y = E [Y |X] + ε, where ε d∼ N (0, [σ

¯
2, σ̄2]) and E [Y |X] = Xβ. Thus, we omit the

intercept term here. If E[X2] <∞, then β is identifiable by

β = (E[X2])−1 E[X E [Y |X]].

Proof. E [Y |X] = Xβ yields

X E [Y |X] = X2β

⇔ E[X E [Y |X]] = E[X2β]

⇔ E[X E [Y |X]] = E[X2]β

⇔ (E[X2])−1 E[X E [Y |X]] = β,

where E[·] denotes the classical expectation. This completes the proof.

This generally allows the formulation of regression models in a sublinear context. For
further details and considerations, see Lin et al. (2013). For some recent work on
regressions modeling under distribution uncertainty, the reader may refer to Yang and
Yao (2021). Finally, we state some further research questions in terms of regression
modeling under sublinear expectations. The author intends to deal with these explicitly
in further work. It seems that the sublinear expectation framework is particularly suited
to formulate imprecise regression models. In this sense, we make following remark:
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Remark 5.1
Is it possible to express “imprecise covariates” through sublinear distributions? Precisely,
let (Ω,H, E) be a sublinear expectation space and X, Y two random variables. Now,
consider the following regression model

Y = Xβ + ε, X
d∼M[µ

¯
,µ̄], ε|X ∼ N (0, σ2). (5.0.5)

Hence, the covariate X is assumed to be Maximal distributed with 0 < µ
¯
< µ̄. We

interpret this assumption as follows: Instead of X being a deteriministic covariate, X
can be seen as an imprecise covariate with lower mean −E [−X] = µ

¯
and E [X] = µ̄,

respectively upper mean. Hence, by (5.0.5) we expect

E [Y ] = E [Xβ + ε] ≤ E [Xβ] + E [ε]

= β+ E [X] + β− E [−X]

= β+µ̄− β−µ
¯
.

By assuming a multivariate Maximal distribution, this idea can be generalized to the
multiple covariate case. Since multivariate sublinear random variables were not consid-
ered in this thesis, we do not explicitly address this point here.
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6 Conclusion & Outlook
This thesis considered nonlinear expectations from different perspectives and their suit-
ability for decision-making under uncertainty in dynamic and non-dynamic situations.
For a compact summary of the notions presented in this thesis, the reader may re-
fer to Figure 6. A primary goal of this work was to invoke a nonlinear (probabilistic)
way of thinking and emphasize the potential applicability of nonlinear expectations
in statistics. Therefore, this illustration demands a translation of ideas from differ-
ent academic communities. First, we clarified the fundamental difference between risk
and uncertainty by entangling the notions of risk, probability, and uncertainty under a
historical perspective. Then, taking the Ellsberg experiment as an example, we took
a closer look at a typical decision situation under uncertainty. Next, we noted why
the expected utility theory is not suitable to explain the observed preferences in the
Ellsberg experiment. Finally, motivated by the fact that classical probability measures
are insufficient to model the underlying uncertainty in some situations, we discussed
integrals with respect to non-additive measures or capacities. However, these integrals
are nonlinear due to the lack of additivity of the underlying probability measure. We
refer to the nonlinear functional

Ec : L2
F → R : X 7→ Ec[X] =

∫ ∞
0

X+dµ−
∫
X−dµd (I)

as Choquet expectation. This nonlinear functional was used to define the so-called
Choquet expected utility and thus appropriately model the observed preferences in the
Ellsberg case. In addition, we noticed that Choquet expectations could be defined in
terms of linear expectations if certain conditions are satisfied. Further, we revisited a
nonlinear, filter-consistent expectation in the framework of so-called backward stochas-
tic differential equations. For this purpose, stochastic differential equations and thus
elementary concepts of stochastic calculus were first presented in more detail. If the
pair of processes (Yt, Zt)t∈[0,T ] ∈ L2

F([0, T ],R×Rn) is the unique solution of the BSDE−dYt = g(t, Yt, Zt)dt− ZtdBt, 0 ≤ t ≤ T,

YT = X,

we call the functional

Eg : L2
FT → R : X 7→ Eg[X] = Y0 (II)

g-expectation of the random variable X. It turns out that g-expectations and cor-
responding conditional g-expectations satisfy many properties of the classical expec-
tation. So far, g-expectations are mainly applied in mathematical finance. However,
g-expectations are also used to define recursive multiple priors utility, an intertemporal
counterpart to the multiple prior model. Based on (I) and (II), we record that in both
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non-dynamic and dynamic situations, nonlinear expectations are helpful for modeling
underlying uncertainty. This observation motivates a framework under nonlinear ex-
pectations, the G-Framework. It is worth mentioning that, especially in mathematical
finance, these results under nonlinear expectations are already well known but have only
been made available to a small audience among (applied) statisticians due to under-
lying theoretical requirements. This thesis considered a straightforward illustration of
the fundamental concepts in this nonlinear framework and tried to motivate theoretical
foundations in more detail. We shifted our focus from the usual probabilistic setting
(Ω,F , P ) to nonlinear (mostly sublinear) expectation spaces (Ω,H, E) and presented
crucial notions such as independence and distribution of random variables under sub-
linear expectations. Since the so-called G-normal distribution is characterized via the
G-heat equation ut = G(uxx), on x ∈ R× (0,∞)

u = ψ, on x ∈ R× {t = 0},

we explicitly exploited the relationship between the classical normal distribution and
the heat equation in a probabilistic and non-probabilistic setting. We note that this re-
lationship also holds in the nonlinear case. Of particular interest for later applications in
statistics are the versions of the Law of Large Numbers and the Central Limit Theorem
under sublinear expectations. Especially with the estimation of the mean parameters
of the Maximal distribution, we illustrated that nonlinear versions of classical estima-
tion and test theory could, or should, evolve in future work to increase applicability in
statistics. Furthermore, the identifiability of the sublinear expectation regression served
as another example of the potential applicability of this framework.
As increasing attention is being paid to potential uncertainty in many areas of statistics
and its applications, we believe that the G-Framework may have a notable role to play
in future applications. Future research will require statistical tools in the G-Framework
to guarantee applicability to real-life questions. Furthermore, nonlinear (resp. sublinear)
expectations have to be motivated and made available to a broad (applied) audience by
employing real-life applicability. Moreover, suitable numerical methods in this context
are also inevitable. In particular, it is worthwhile to examine the sublinear expectation
regression motivated in Section 5 and reflect whether a possible imprecise generaliza-
tion in this setting is possible, as proposed in the respective remark of the section. This
approach connects directly to ideas emerging from the imprecise probability community,
making a transfer of different concepts conceivable.
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<latexit sha1_base64="jiffP8NS/sSW1PyUN+qdmyhypwg=">AAAC9XichVHLTuNAECy8sDx3N8CRi0VYabWHyM5h4RiJh7gggUQAKYmi8WRIrPiFPeEV8Q/7A9wQV25c4TfgWzhQHgzSLkKMNe6e6uqa7mkvCfxMO87DiPVldOzr+MTk1PTMt+8/SrNze1k8SKWqyziI0wNPZCrwI1XXvg7UQZIqEXqB2vf6q3l8/1ilmR9Hu/osUa1QdCP/0JdCE2qXfq/24qOB0rY6TZTUBrWXmqHQPSmC4fpFWzaashPr1lK7VHYqjln2e8ctnDKKtR2XHtFEBzEkBgihEEHTDyCQ8WvAhYOEWAtDYik938QVLjDF3AFZigxBtM9/l6dGgUY855qZyZa8JeBOmWnjJ/eGUfTIzm9V9DPaJ+5zg3U/vGFolPMKz2g9Kk4axS3iGj0yPssMC+ZrLZ9n5l1pHGLFdOOzvsQgeZ/yTWeNkZRY30RsrBtmlxqeOR/zBSLaOivIX/lVwTYdd2iFscqoRIWioF5Km78+6+GY3f+H+t7Zq1bcPxV3p1quVYuBT2ABi/jFqS6jhk1ssw6Jv7jFHe6tE+vSurKuX6jWSJEzj3+WdfMMLcGgSA==</latexit>

Choquet expectation Ec[·]

<latexit sha1_base64="4JSG3LJdSzDIGou8om7dqxtO1es=">AAAC5HichVFNa9tAEH1Wv+z0I257KrmImEJPRvIh6dHgNuRScKF2Amkwkjy2F8uSIq1MXVPyB3ILufbWa/J72t/SQ562ciAJxStWM/vmzduZHT8JVaYd53fFevDw0eMn1drG02fPX2zWX77qZ3GeBtIL4jBOD30vk1BF0tNKh3KYpOLN/FAO/GmniB/MJc1UHH3Ri0SOZ944UiMVeJrQoP6mM4lPctG2fEsk0DK0c61CpRf2oN5wmo5Z9n3HLZ0GytWN63/wFUPECJBjBkEETT+Eh4zfEVw4SIgdY0kspadMXPADG8zNyRIyPKJT/sc8HZVoxHOhmZnsgLeE3Ckzbbzl3jOKPtnFrUI/o/3L/d1g4//esDTKRYULWp+KNaP4ibjGhIx1mbOSuaplfWbRlcYI7003ivUlBin6DG50PjCSEpuaiI2Phjmmhm/Oc75ARNtjBcUrrxRs0/GQ1jNWjEpUKnrUS2mL12c9HLN7d6j3nX6r6e403c+tRrtVDryKLWzjHae6izb20WUdAU7xC5e4skbWmXVuXfyjWpUy5zVuLevnNZPpmUU=</latexit>

Choquet expected utility

<latexit sha1_base64="skpGcxHCHh8SCIns3VlyGQA/yKs=">AAAC73ichVHLTttAFD0Y2gb6IMCSjUVSqZtGdhbQJRIPsakEEgGkJIrGk8FY8Qt7gggRP8APsENs2bEtfwLfwoLjwSC1qGKs8b333HvP3IeXhkGuHed+wpqc+vDxU2V65vOXr99mq3Pze3kyzKRqySRMsgNP5CoMYtXSgQ7VQZopEXmh2vcGa4V//0RleZDEu3qUqm4k/Dg4DKTQhHrVuv9TnaZKamPb9U4k9JEU4XjjvOe3O7Kf6G69V605Dccc+63ilkoN5dlOqg/ooI8EEkNEUIihqYcQyPm14cJBSqyLMbGMWmD8CueYYe6QUYoRguiAf59Wu0Rj2gVnbrIlXwl5M2ba+M67aRg9RhevKuo55SPvmcH8/74wNsxFhSNKj4zThvE3cY0jRryXGZWRL7W8n1l0pXGIX6abgPWlBin6lK886/RkxAbGY2PDRPrk8Ix9wgnElC1WUEz5hcE2HfcphZHKsMQloyBfRllMn/Vwze6/S32r7DUb7nLD3WnWVpvlwitYxBJ+cKsrWMUWtlmHxAVu8Qd31rF1aV1Z18+h1kSZs4C/jnXzBDfenas=</latexit>

g-expectation Eg[·]

<latexit sha1_base64="WqskmeruNV4yLs+9w8auUpJ6J14=">AAAC3XichVFNS8NAEH2Nn61ftR69BItQQUpSRL0Igh94ESpYFVRKEtcYmiYh2Rbb4tGbePXmVf+S/hYPvqxRUBE3bGb2zZu3Mzt25HuJNIyXnDY0PDI6Np4vTExOTc8UZ0tHSdiJHdFwQj+MT2wrEb4XiIb0pC9OolhYbdsXx3ZrK40fd0WceGFwKHuROG9bbuBdeo4lCTWLJbfSW9b7y7pc0jf0bkUu9ZvFslE11NJ/O2bmlJGtelh8xRkuEMJBB20IBJD0fVhI+J3ChIGI2DkGxGJ6nooL3KDA3A5ZggyLaIt/l6fTDA14TjUTle3wFp87ZqaORe5dpWiTnd4q6Ce0b9x9hbl/3jBQymmFPVqbinmluE9c4oqM/zLbGfOzlv8z064kLrGuuvFYX6SQtE/nS2ebkZhYS0V07CimSw1bnbt8gYC2wQrSV/5U0FXHF7SWskKpBJmiRb2YNn191sMxmz+H+ts5qlXN1ap5sFLerGUDH8c8FlDhVNewiT3UWYeDazziCc9aU7vV7rT7D6qWy3Lm8G1pD+/xl5RL</latexit>

g(y, z, t) = v(t)z

<latexit sha1_base64="qDveSnMgbibD0e4cz1BBR01jvUw=">AAAC5XichVFNS+RAEH1m/f7acb25l+AgeBqSObgeB1YXL4KKo8IoQ5Lpic10Pkg6A7Mi+Ae8LV69edW/o79lD/vSGwUVsUOnql+9el3V5adK5tpxHsesL+MTk1PTM7Nz8wuLX2tL347ypMgC0Q4SlWQnvpcLJWPR1lIrcZJmwot8JY79wc8yfjwUWS6T+FCPUnEWeWEs+zLwNKFubeVABAXDQ2FHhdIyVcIutFR6ZHdrdafhmGW/d9zKqaNae0ntCafoIUGAAhEEYmj6Ch5yfh24cJASO8MFsYyeNHGBS8wytyBLkOERHfAf8tSp0JjnUjM32QFvUdwZM22scf8yij7Z5a2Cfk77l/u3wcIPb7gwymWFI1qfijNGcZe4xjkZn2VGFfO5ls8zy640+tg03UjWlxqk7DN40dliJCM2MBEb24YZUsM35yFfIKZts4LylZ8VbNNxj9YzVhiVuFL0qJfRlq/Pejhm9+1Q3ztHzYa70XD3m/VWsxr4NL5jFeuc6g+0sIM91hHgCne4x4MVWtfWH+vmP9Uaq3KW8WpZt/8AIHWZ3w==</latexit>

Recursive multiple utilty

<latexit sha1_base64="cap4zGlbSzHBKEF9QnhaPpBe518=">AAACzXichVHJTgJBEC3GDXBDPXqZSEw8kRkO6pEoGC9GjLIkSEzP0GCH2TILCaJevXnVX9Nv8eDrdjBRYuxJT1W/evW6qssKHBHFhvGW0ebmFxaXsrn88srq2nphY7MZ+Ulo84btO37YtljEHeHxRixih7eDkDPXcnjLGh7LeGvEw0j43lU8DnjXZQNP9IXNYgkdXVZrN4WiUTLU0mcdM3WKlK66X3ina+qRTzYl5BInj2L4DjGK8HXIJIMCYF2aAAvhCRXn9EB55CZgcTAY0CH+A5w6KerhLDUjlW3jFgc7RKZOu9gnStECW97K4UewH9h3Chv8ecNEKcsKx7AWFHNK8Qx4TLdg/JfppsxpLf9nyq5i6tOh6kagvkAhsk/7W6eKSAhsqCI61RRzAA1LnUd4AQ+2gQrkK08VdNVxD5Ypy5WKlyoy6IWw8vVRD8Zs/h7qrNMsl8z9knlRLlbK6cCztE07tIepHlCFTqmOOmx0/Uwv9Kqda4l2rz1+UbVMmrNFP5b29AkK1Y/B</latexit>

BSDE
<latexit sha1_base64="3XLfzw3qTVAPqPMQgTsaTqv150Q=">AAAC0nichVFLS8NAEJ7GV1tfVY9egq3gqSQ9qBeh4AMvQoU+qaVs0m0MzYskLbTFg3j15lV/mP4WD367poIW6YbNzH7zzbczO0bg2FGsae8pZWl5ZXUtncmub2xubed2duuRPwxNXjN9xw+bBou4Y3u8Ftuxw5tByJlrOLxhDM5FvDHiYWT7XjUeB7zjMsuz+7bJYkCtQqtbVc/UZqGby2tFTS513tETJ0/Jqvi5D7qjHvlk0pBc4uRRDN8hRhG+NumkUQCsQ1NgITxbxjk9UBa5Q7A4GAzoAH8Lp3aCejgLzUhmm7jFwQ6RqdIh9pVUNMAWt3L4Eewn9kRi1r83TKWyqHAMa0AxIxVvgMd0D8aiTDdhzmpZnCm6iqlPp7IbG/UFEhF9mj86F4iEwAYyotKlZFrQMOR5hBfwYGuoQLzyTEGVHfdgmbRcqniJIoNeCCteH/VgzPrfoc479VJRPy7qt6V8uZQMPE37dEBHmOoJlemaKqjDRCUv9EpvSlWZKI/K0zdVSSU5e/RrKc9fUACQ/g==</latexit>

YT = X
<latexit sha1_base64="D3IUC3W+blwHiLaa8KjR9536RmE=">AAAC0nichVFLS8NAEJ7GV1tfVY9egq3gqSQ9qBeh4AMvQoU+qaUk6TYuzYtNWmiLB/Hqzav+MP0tHvyypoIW6YbNzH7zzbczO2bg8DDStPeUsrS8srqWzmTXNza3tnM7u/XQHwqL1Szf8UXTNELmcI/VIh45rBkIZrimwxrm4DyON0ZMhNz3qtE4YB3XsD3e55YRAWoVWl1NPVObhW4urxU1udR5R0+cPCWr4uc+6I565JNFQ3KJkUcRfIcMCvG1SSeNAmAdmgIT8LiMM3qgLHKHYDEwDKAD/G2c2gnq4RxrhjLbwi0OtkCmSofYV1LRBDu+lcEPYT+xJxKz/71hKpXjCsewJhQzUvEGeET3YCzKdBPmrJbFmXFXEfXpVHbDUV8gkbhP60fnAhEBbCAjKl1Kpg0NU55HeAEPtoYK4leeKaiy4x6sIS2TKl6iaEBPwMavj3owZv3vUOedeqmoHxf121K+XEoGnqZ9OqAjTPWEynRNFdRhoZIXeqU3papMlEfl6ZuqpJKcPfq1lOcv+OWQ2g==</latexit>

Y0 = X

<latexit sha1_base64="P7JtDuqvBL+GC+MHt98nY7r9n3Y=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaDeiQRjBcNBnkkSExbltrQV7YLCRKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR079r1EGMZ7RltZXVvfyObym1vbO7uFvf1WEo24w5pO5Ee8Y1sJ872QNYUnfNaJObMC22dte3gh4+0x44kXhXdiErNeYLmhN/AcSwBqNKq1h0LRKBlq6YuOmTpFSlc9KnzQPfUpIodGFBCjkAR8nyxK8HXJJINiYD2aAuPwPBVnNKM8ckdgMTAsoEP8XZy6KRriLDUTle3gFh+bI1OnY+xLpWiDLW9l8BPYT+wnhbn/3jBVyrLCCawNxZxSvAYu6BGMZZlBypzXsjxTdiVoQOeqGw/1xQqRfTo/OlVEOLChiuhUU0wXGrY6j/ECIWwTFchXnivoquM+rKUsUyphqmhBj8PK10c9GLP5d6iLTqtcMk9L5m25WCmnA8/SIR3RCaZ6RhW6ojrqcFDdC73Sm3ajCW2qzb6pWibNOaBfS3v+AkXqj3U=</latexit>

SDE
<latexit sha1_base64="O2N5RhP1Pauhi79VwA6kHMKZyjI=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaDeiQRjBcVozwSJKYtS93QV7YLCRKu3rzqb9Pf4sGvazFRYthmO7PffPPtzI4deTyWhvGe0ZaWV1bXsrn8+sbm1nZhZ7cZh0PhsIYTeqFo21bMPB6whuTSY+1IMMu3PdayB2dJvDViIuZhcCfHEev6lhvwPncsCej2ulp7KBSNkqGWPu+YqVOkdNXDwgfdU49CcmhIPjEKSML3yKIYX4dMMigC1qUJMAGPqzijKeWROwSLgWEBHeDv4tRJ0QDnRDNW2Q5u8bAFMnU6xD5XijbYya0Mfgz7if2kMPffGyZKOalwDGtDMacUL4FLegRjUaafMme1LM5MupLUp1PVDUd9kUKSPp0fnSoiAthARXSqKaYLDVudR3iBALaBCpJXninoquMerKUsUypBqmhBT8Amr496MGbz71DnnWa5ZB6XzJtysVJOB56lfTqgI0z1hCp0QXXU4aC6F3qlN+1Kk9pEm35TtUyas0e/lvb8BTxKj3E=</latexit>

ODE

<latexit sha1_base64="cGscmxlfrcDfwmnyBPXutBHX5Y0=">AAAC33ichVFLS8NAEB7jsz7j4+YlWARPJelBPRZ84EVQtCpUkc26bZduk5DdFFQ8exOv3rzqP9Lf4sEvaypoESdsZvabmW/nESZKauP7b0PO8Mjo2PhEaXJqemZ2zp1fONFxlnJR57GK07OQaaFkJOpGGiXOklSwbqjEadjZyv2nPZFqGUfH5joRF13WimRTcmYAXbpLRybmbaaN5B5nimcq096lW/YrvhVv0AgKo0yFHMTuO53TFcXEKaMuCYrIwFbESONrUEA+JcAu6BZYCktav6A7mkRuhiiBCAa0g38Lt0aBRrjnnNpmc7yicFJkerSKs2sZQ0TnrwrYGvoD58ZirT9fuLXMeYXX0CEYS5ZxH7ihNiL+y+wWkf1a/s/MuzLUpE3bjUR9iUXyPvk3zzY8KbCO9Xi0YyNb4AjtvYcJRNB1VJBPuc/g2Y6voJnVwrJEBSMDXwqdTx/1YM3B76UOGifVSrBeCQ6r5Vq1WPgELdMKrWGrG1SjPTpAHRzTfqYXenWYc+88OI9foc5QkbNIP8R5+gQK65cl</latexit>

Stochastic calculus
<latexit sha1_base64="RolNS6V7HQvtzNIrsdTihdHy8j0=">AAAC1nichVFNS8NAEH3G7/pV9eglWARPJRFRj+IXXoQKVgu1lCRd69J8mWyFWvQmXr151Z+lv8WDL2sqqIgbNjP75s3bmR039mWqLOt1yBgeGR0bn5gsTE3PzM4V5xdO06ibeKLqRX6U1FwnFb4MRVVJ5YtanAgncH1x5nZ2s/jZtUhSGYUnqheLRuC0Q3khPUcRapzLUJm1pjJbO03VLJassqWX+duxc6eEfFWi4hvO0UIED10EEAih6PtwkPKrw4aFmFgDfWIJPanjArcoMLdLliDDIdrhv81TPUdDnjPNVGd7vMXnTphpYoX7QCu6ZGe3Cvop7Tv3jcbaf97Q18pZhT1al4qTWvGIuMIlGf9lBjlzUMv/mVlXChfY0t1I1hdrJOvT+9LZYyQh1tERE/ua2aaGq8/XfIGQtsoKslceKJi64xato63QKmGu6FAvoc1en/VwzPbPof52TtfK9kbZPl4vba/lA5/AEpaxyqluYhuHqLAOD1d4wjNejJpxZ9wbD59UYyjPWcS3ZTx+ALHWk4o=</latexit>Z

XtdBt

<latexit sha1_base64="JaRfj440aOgpuR/MK/8YxsGkn30=">AAACznichVFLS8NAEJ7GV1tfVY9egkXwVJIi6rHgAy9CBdMW2iKbdBuX5kWyLdRSvHrzqj9Nf4sHv6ypoEW6YTOz33zz7cyOHXkikYbxntOWlldW1/KF4vrG5tZ2aWe3kYTD2OGWE3ph3LJZwj0RcEsK6fFWFHPm2x5v2oPzNN4c8TgRYXAnxxHv+swNRF84TAKyOr1QJvelslEx1NLnHTNzypStelj6oA71KCSHhuQTp4AkfI8YJfjaZJJBEbAuTYDF8ISKc5pSEblDsDgYDOgAfxendoYGOKeaicp2cIuHHSNTp0PsK6Vog53eyuEnsJ/Yjwpz/71hopTTCsewNhQLSvEGuKQHMBZl+hlzVsvizLQrSX06U90I1BcpJO3T+dG5QCQGNlARnS4V04WGrc4jvEAAa6GC9JVnCrrquAfLlOVKJcgUGfRi2PT1UQ/GbP4d6rzTqFbMk4p5e1yuVbOB52mfDugIUz2lGl1THXU40HyhV3rT6tpIm2pP31Qtl+Xs0a+lPX8Bhm2QxQ==</latexit>. . . <latexit sha1_base64="JaRfj440aOgpuR/MK/8YxsGkn30=">AAACznichVFLS8NAEJ7GV1tfVY9egkXwVJIi6rHgAy9CBdMW2iKbdBuX5kWyLdRSvHrzqj9Nf4sHv6ypoEW6YTOz33zz7cyOHXkikYbxntOWlldW1/KF4vrG5tZ2aWe3kYTD2OGWE3ph3LJZwj0RcEsK6fFWFHPm2x5v2oPzNN4c8TgRYXAnxxHv+swNRF84TAKyOr1QJvelslEx1NLnHTNzypStelj6oA71KCSHhuQTp4AkfI8YJfjaZJJBEbAuTYDF8ISKc5pSEblDsDgYDOgAfxendoYGOKeaicp2cIuHHSNTp0PsK6Vog53eyuEnsJ/Yjwpz/71hopTTCsewNhQLSvEGuKQHMBZl+hlzVsvizLQrSX06U90I1BcpJO3T+dG5QCQGNlARnS4V04WGrc4jvEAAa6GC9JVnCrrquAfLlOVKJcgUGfRi2PT1UQ/GbP4d6rzTqFbMk4p5e1yuVbOB52mfDugIUz2lGl1THXU40HyhV3rT6tpIm2pP31Qtl+Xs0a+lPX8Bhm2QxQ==</latexit>. . .

<latexit sha1_base64="t7cIJcP+9vycosR8O2ZcaBA0aog=">AAACzHichVFNT8JAEB3qF+AX6tFLIzHxRFoO6pFEMF40GAVJkJi2LHVDaZvtQoKEqzev+tv0t3jw7VpMlBi22c7smzdvZ3bcOOCJtKz3jLG0vLK6ls3l1zc2t7YLO7vNJBoKjzW8KIhEy3USFvCQNSSXAWvFgjkDN2B3bv9Mxe9GTCQ8Cm/lOGadgeOHvMc9RwK6qVdrD4WiVbL0MucdO3WKlK56VPige+pSRB4NaUCMQpLwA3IowdcmmyyKgXVoAkzA4zrOaEp55A7BYmA4QPv4+zi1UzTEWWkmOtvDLQG2QKZJh9jnWtEFW93K4Cewn9hPGvP/vWGilVWFY1gXijmteAlc0iMYizIHKXNWy+JM1ZWkHp3qbjjqizWi+vR+dKqICGB9HTGpppk+NFx9HuEFQtgGKlCvPFMwdcddWEdbplXCVNGBnoBVr496MGb771DnnWa5ZB+X7OtysVJOB56lfTqgI0z1hCp0QXXU4aG6F3qlN+PKkMbEmH5TjUyas0e/lvH8BT6yj3I=</latexit>

PDE

<latexit sha1_base64="FlFIBNAeAJvILXAStTGWIX8F1+E=">AAAC3HichVG7TsNAEBzM+51ASWORINEQ2SmAMhLPBgkkAkjhobNzBCuObewLCBAdHaKlo4Vvgm+hYHw4SBChnHXevdnZud1bJ/K9RFnWe5/RPzA4NDwyOjY+MTk1ncvPHCRhO3Zl1Q39MD5yRCJ9L5BV5SlfHkWxFC3Hl4dOcy2NH17JOPHCYF/dRPKkJRqBd+65QhE6y+WLW8WlCymUKS/bGVawSpZeZrdjZ04B2doNcx84Rh0hXLTRgkQARd+HQMKvBhsWImInuCMW0/N0XOIeY8xtkyXJEESb/Dd4qmVowHOqmehsl7f43DEzTSxwb2pFh+z0Vkk/of3kvtVY498b7rRyWuENrUPFUa24Q1zhgoxema2M2amld2balcI5VnU3HuuLNJL26f7orDMSE2vqiIkNzWxQw9HnK75AQFtlBekrdxRM3XGdVmgrtUqQKQrqxbTp67Mejtn+O9Ru56BcspdL9l65UClnAx/BHOaxyKmuoIJt7LIOF9d4wSvejFPjwXg0nr6pRl+WM4tfy3j+AiS2lTo=</latexit>

G-heat equation

<latexit sha1_base64="akBor5TBKVDvh+vhbl85y86YBZk=">AAAC93ichVHJbhNBEH0ZlixsDhy5jHCQOCBrxoeQY6SEiAtSUOLEkm1Z3eOO0/Js6umJ5Fj5CX6AG8o1N67wF/AtHHjdTJAgQulRT1W/qnq1yTLVlY2i70vBnbv37i+vrK49ePjo8ZPW+tOjqqhNonpJkRamL0WlUp2rntU2Vf3SKJHJVB3L2Y6zH58pU+kiP7TzUo0yMc31iU6EJTRuvT6opYsVJpwwm9GydoZwY5gJeyrlYu9i3B8Mk0lhRxvjVjvqRP6EN5W4Udpozn7R+oEhJiiQoEYGhRyWegqBit8AMSKUxEZYEDPUtLcrXGCNsTW9FD0E0Rn/U74GDZrz7TgrH50wS8prGBniJe+eZ5T0dlkV9YryJ++5x6b/zbDwzK7COaUk46pnfE/c4pQet0Vmjed1LbdHuq4sTrDlu9Gsr/SI6zP5w7NLiyE285YQb73nlBzSv884gZyyxwrclK8ZQt/xhFJ4qTxL3jAK8hlKN33WwzXH/y71pnLU7cSbnfhDt73dbRa+gud4gVfc6hts4x32WUeCj/iCr/gWzINPwefg8rdrsNTEPMNfJ7j6BZY7oS4=</latexit>

Sublinear distribution FX [·]

<latexit sha1_base64="RfsA8NbL53bLhkQbMsFCmlJmJNo=">AAAC4nichVE7SwNBEJ6cryS+ohYWNodRsDHcpVDLgM9GiGBMQEX2Lmtcci/2LoEY/AN2Ymtnqz9If4uF324uggbJHnsz+83MNy8n8kScWNZHxpiYnJqeyebys3PzC4uFpeWLOOxIl9fc0Atlw2Ex90TAa4lIPN6IJGe+4/G6095X9nqXy1iEwXnSi/i1z1qBuBUuSwDdFFY3jje2g1D6zDObSCeF0xlYilbJ0sccVexUKVJ6qmHhk66oSSG51CGfOAWUQPeIUYzvkmyyKAJ2TX1gEprQdk4PlEdsB14cHgxoG/8WXpcpGuCtOGMd7SKLhysRadIm7pFmdOCtsnLoMeQX7r3GWv9m6GtmVWEP0gFjTjOeAk/oDh7jIv3Uc1jL+EjVVUK3tKe7Eagv0ojq0/3hOYBFAmtri0mH2rMFDke/u5hAAFlDBWrKQwZTd9yEZFpyzRKkjAx8ElJNH/VgzfbfpY4qF+WSvVOyz8rFSjldeJbWaJ22sNVdqtAJVVGHqv2V3ujdaBqPxpPxPHA1MmnMCv06xss3gumYFw==</latexit>

G-normal distribution
<latexit sha1_base64="NCOHzVhCGJ6dMJykylogBOAIf0U=">AAADJHichVFNTxRBEC1GQVj5WPXoZeJiAgnZzGyIcCTxI140mLCA2VlId28zdHamZ9LTi+Jk/o5/wz/gjXDQgzev+gc88KYdTJAQetJT1a9eva7q4nmiChsE36a8O3enZ+7NzrXuzy8sLrUfPNwtsokRsi+yJDP7nBUyUVr2rbKJ3M+NZClP5B4fP6/jeyfSFCrTO/Y0l8OUxVodKcEsoMP2+0jLDyJLU6ZHZTThzFSDcFhGVn60ZcTL5U64XFVVy49SZo8FS8q31Uqw5g8ct4wKFaesOuit+dGV83D1sN0JuoFb/nUnbJwONWs7a3+niEaUkaAJpSRJk4WfEKMC34BCCigHNqQSmIGnXFxSRS3kTsCSYDCgY/xjnAYNqnGuNQuXLXBLgm2Q6dNT7FdOkYNd3yrhF7B/sD85LL7xhtIp1xWewnIozjnFN8AtHYNxW2baMC9ruT2z7srSEW26bhTqyx1S9yn+6bxAxAAbu4hPLx0zhgZ35xO8gIbto4L6lS8VfNfxCJY5K52KbhQZ9Axs/fqoB2MO/x/qdWe31w2fdcN3652tXjPwWXpMT2gFU92gLXpN26hD0Bf6Sb/ot/fZ++qdeed/qd5Uk/OIrizvxwUJH7Lv</latexit>

N (0, [�
¯

2, �̄2])

<latexit sha1_base64="pTEsIz4LrZjG56AkMfNYasrooKg=">AAAC33ichVFJS8NAFH6NW1u3uty8BIvgqSQ9qMeCC14KFewCtcgkHevQbEySYi2evYlXb171H+lv8eCXaSpokU6YvDffe+97mxU4IowM4yOjzc0vLC5lc/nlldW19cLGZiP0Y2nzuu07vmxZLOSO8Hg9EpHDW4HkzLUc3rT6x4m9OeAyFL53GQ0D3nFZzxM3wmYRoOvCdpXdCZc5ehe5pLDiMVw0SoY6+rRipkqR0lPzC590RV3yyaaYXOLkUQTdIUYhvjaZZFAArEMjYBKaUHZOD5RHbAwvDg8GtI9/D692inp4J5yhiraRxcGViNRpD/dMMVrwTrJy6CHkF+69wnr/Zhgp5qTCIaQFxpxirAKP6BYesyLd1HNSy+zIpKuIbuhIdSNQX6CQpE/7h+cEFgmsryw6nSrPHjgs9R5gAh5kHRUkU54w6KrjLiRTkisWL2Vk4JOQyfRRD9Zs/l3qtNIol8yDknlRLlbK6cKztEO7tI+tHlKFzqmGOmxM+5Xe6F1j2qP2pD2PXbVMGrNFv4728g3dAJd9</latexit>

Maximal distribution
<latexit sha1_base64="tfMTOyntUevP7BPJVK1E2yQFaRA=">AAADF3ichVFNT9wwEB1CW2Dpx1KOvURdkDhUqwShwhGpBfUAEpW6gLRZrWyvWaJNnMhx+KiVH9K/0T/QW9Urt7Y3+B099MXNVmoRwpEz4zdvnmc8PE/iwgTBjxlv9sHDR3PzC63Fx0+ePmsvPT8sslIL2RNZkuljzgqZxEr2TGwSeZxryVKeyCM+eVPHj86kLuJMfTCXuRykbKzik1gwA2jY3ouUPBdZmjI1slHJma764cBGRl4YG3G70glXqqpqRSkzp4Ildr8a2r4j2igtq1d+NHUH1bDdCbqBW/5tJ2ycDjXrIGv/pIhGlJGgklKSpMjAT4hRga9PIQWUAxuQBabhxS4uqaIWckuwJBgM6AT/MU79BlU415qFyxa4JcHWyPRpFXvXKXKw61sl/AL2F/ZHh43vvME65brCS1gOxQWnuA/c0CkY92WmDXNay/2ZdVeGTmjLdROjvtwhdZ/ir85bRDSwiYv4tOOYY2hwdz7DCyjYHiqoX3mq4LuOR7DMWelUVKPIoKdh69dHPRhz+P9QbzuH693wdTd8v9HZXm8GPk8v6CWtYaqbtE3v6AB1CPpM3+mabrxP3hfvq/ftD9WbaXKW6Z/lXf0GQ72vWA==</latexit>M[µ

¯
,µ̄]

<latexit sha1_base64="Sysypu9rlubG5dGHKP7Blxcndpk=">AAAC63ichVFNSxxBEH2OiVlNNKs55jLsIuS0zOxBcxRixIuwQlYFFeke27XZ+aJnVlDJ1T/gTbx685r8l/hbcsjryhhIJNhDT1W9qnpV1aXL1FZ1FP2YCqZfvJx51Zqde/1mfuFte3FppyomLjHDpEgLt6dVZVKbm2Ft69Tslc6oTKdmV48/ef/umXGVLfIv9XlpDjM1yu2JTVRN6Kgdlq7QSltfyiZhZ5JXRXkqhkR0jtrdqBfJCZ8qcaN00ZxB0X7AAY5RIMEEGQxy1NRTKFT89hEjQknsEJfEHDUrfoOvmGPuhFGGEYromP8Rrf0GzWl7zkqyE1ZJeR0zQyzzbgijZrSvaqhXlD95LwQb/bfCpTD7Ds8pNRlnhXGLeI1TRjyXmTWRj708n+mnqnGCjzKNZX+lIH7O5A/POj2O2Fg8IT5L5IgcWuwzvkBOOWQH/pUfGUKZ+JhSiTTCkjeMinyO0r8+++Ga43+X+lTZ6ffilV683e+u9ZuFt/AeHXzgVlexhk0M2EeCK9zjG74HWXAd3AS3v0ODqSbnHf46wd0vIySciw==</latexit>

probabilistic ”unsophistication”

<latexit sha1_base64="tC1swkxdxOAoFN8Xhc9XnkiNWOg=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaDeiRBjQc1GHklSExblrqhr7QLCRKu3rzqb9Pf4sFv12KixLDNdma/+ebbmR078ngiDOM9oy0tr6yuZXP59Y3Nre3Czm4zCYexwxpO6IVx27YS5vGANQQXHmtHMbN822Mte1CV8daIxQkPg7oYR6zrW27A+9yxBKC76lX9oVA0SoZa+rxjpk6R0lULCx90Tz0KyaEh+cQoIAHfI4sSfB0yyaAIWJcmwGJ4XMUZTSmP3CFYDAwL6AB/F6dOigY4S81EZTu4xcOOkanTIfaFUrTBlrcy+AnsJ/aTwtx/b5goZVnhGNaGYk4pXgMX9AjGokw/Zc5qWZwpuxLUp1PVDUd9kUJkn86PzhkiMbCBiuh0rpguNGx1HuEFAtgGKpCvPFPQVcc9WEtZplSCVNGCXgwrXx/1YMzm36HOO81yyTwumbflYqWcDjxL+3RAR5jqCVXokmqow0F1L/RKb9qNJrSJNv2mapk0Z49+Le35C1acj3w=</latexit>

CLT
<latexit sha1_base64="VefzYdbPGyPo1Obf3YJiRN018vk=">AAACzHichVFLT8JAEB7qC/CFevTSSEw8kZaDeiTxEQ9IMMojQWLastQNfaVdSJBw9eZVf5v+Fg9+uxYTJYZttjP7zTffzuzYkccTYRjvGW1peWV1LZvLr29sbm0XdnabSTiMHdZwQi+M27aVMI8HrCG48Fg7ipnl2x5r2YMzGW+NWJzwMLgT44h1fcsNeJ87lgB0W63WHgpFo2Sopc87ZuoUKV31sPBB99SjkBwakk+MAhLwPbIowdchkwyKgHVpAiyGx1Wc0ZTyyB2CxcCwgA7wd3HqpGiAs9RMVLaDWzzsGJk6HWJfKkUbbHkrg5/AfmI/Kcz994aJUpYVjmFtKOaU4jVwQY9gLMr0U+aslsWZsitBfTpV3XDUFylE9un86JwjEgMbqIhOF4rpQsNW5xFeIIBtoAL5yjMFXXXcg7WUZUolSBUt6MWw8vVRD8Zs/h3qvNMsl8zjknlTLlbK6cCztE8HdISpnlCFrqiOOhxU90Kv9KbVNKFNtOk3VcukOXv0a2nPX13gj38=</latexit>

LLN

<latexit sha1_base64="dkVv3BNI4RP6gA/hOMVLK1QXkoM=">AAAC33ichVHJSgNBEK2MWxK3uNy8DAbBU5jJQT0GXPAiRDALxCA9k05sMhs9nUAMnr2JV29e9Y/0Wzz4pp0IGiQ19FT1q6rXtTiRJ2JlWe8ZY25+YXEpm8svr6yurRc2NutxOJAur7mhF8qmw2LuiYDXlFAeb0aSM9/xeMPpHyf+xpDLWITBlRpFvO2zXiC6wmUK0E1hu8ok87ni0uSxEn4KF62SpcWcNuzUKFIq1bDwQdfUoZBcGpBPnAJSsD1iFONrkU0WRcDaNAYmYQnt53RPeeQOEMURwYD28e/h1krRAPeEM9bZLl7xcCQyTdrDOdOMDqKTVznsGPoT505jvX9fGGvmpMIRtAPGnGa8AK7oFhGzMv00clLL7MykK0VdOtLdCNQXaSTp0/3hOYFHAutrj0mnOrIHDkffh5hAAF1DBcmUJwym7rgDzbTmmiVIGRn4JHQyfdSDNdt/lzpt1Msl+6BkX5aLlXK68Czt0C7tY6uHVKFzqqIOF9N+oVd6M5jxYDwaT9+hRibN2aJfYjx/AcL8l3I=</latexit>

Parameter estimation

<latexit sha1_base64="PHhCH5Ncn/ZdWwQQJUAeTgKbt8U=">AAAC53ichVFNTxsxEH1sW8pHC6E90sOKCKmnaDcH6K1IbREXEEgNIIUo8m6cxMp+yesgBdRL/wA3xJVbr/TftL+lB57dpVKJULzyzvjNm+cZT1QkqjRB8GvOe/b8xfzLhcWl5VevV1Zra2+Oy3ysY9mK8yTXp5EoZaIy2TLKJPK00FKkUSJPotEnGz85l7pUefbVTArZScUgU30VC0OoW3t3kGc2V2hflkalDvbNUOZ68rFbqweNwC1/2gkrp45qHea13zhDDzlijJFCIoOhn0Cg5NdGiAAFsQ4uiWl6ysUlvmGJuWOyJBmC6Ij/AU/tCs14tpqly455S8Ktmeljk3vXKUZk21sl/ZL2D/eFwwZP3nDplG2FE9qIiotOcZ+4wZCMWZlpxXyoZXam7cqgjw+uG8X6CofYPuN/Op8Z0cRGLuLji2MOqBG58zlfIKNtsQL7yg8Kvuu4RyuclU4lqxQF9TStfX3WwzGHj4c67Rw3G+FWIzxq1nea1cAXsI4NvOdUt7GDPRyyjhjf8QN3+Okp78q79m7+Ur25Kuct/lve7T1uNJrB</latexit>

Nonlinear estimation theory?

<latexit sha1_base64="AGsE1TQROURzZL8c5nLYjh52kgc=">AAAC63ichVFNTxRBEH2MqIBfqx69TNiYeNrM7EE9kvgRLyQYWSBBYnqGYpzsfKW7l4jEq3/Am+HKjav+F/0tHHhdDCZKDD3pqepXr15XdWVdVTqfJL/momvz12/cXFhcunX7zt17g/sPNlw7s7lM8rZq7VZmnFRlIxNf+kq2OiumzirZzKYvQnxzX6wr22bdH3SyU5uiKffK3HhCHwbxu1kWco2N5VMnuVc8tlJYcU4pw2SU6IovO2nvDNGvtXbwG++xixY5ZqghaODpVzBw/LaRIkFHbAeHxCy9UuOCL1hi7owsIcMQnfJf8LTdow3PQdNpds5bKm7LzBiPuV+rYkZ2uFXoO9pT7s+KFf+94VCVQ4UHtBkVF1VxlbjHRzKuyqx75kUtV2eGrjz28Fy7KVlfp0joM/+j85IRS2yqkRivlFlQI9PzPl+goZ2wgvDKFwqxdrxLa9SKqjS9oqGepQ2vz3o45vTfoV52Nsaj9OkofTseroz7gS/gEZbxhFN9hhW8wRrryPEVJ/iBn1EdfYu+R0fn1Giuz3mIv1Z0fAaHV5y2</latexit>

Sublinear expectation regression

<latexit sha1_base64="JaRfj440aOgpuR/MK/8YxsGkn30=">AAACznichVFLS8NAEJ7GV1tfVY9egkXwVJIi6rHgAy9CBdMW2iKbdBuX5kWyLdRSvHrzqj9Nf4sHv6ypoEW6YTOz33zz7cyOHXkikYbxntOWlldW1/KF4vrG5tZ2aWe3kYTD2OGWE3ph3LJZwj0RcEsK6fFWFHPm2x5v2oPzNN4c8TgRYXAnxxHv+swNRF84TAKyOr1QJvelslEx1NLnHTNzypStelj6oA71KCSHhuQTp4AkfI8YJfjaZJJBEbAuTYDF8ISKc5pSEblDsDgYDOgAfxendoYGOKeaicp2cIuHHSNTp0PsK6Vog53eyuEnsJ/Yjwpz/71hopTTCsewNhQLSvEGuKQHMBZl+hlzVsvizLQrSX06U90I1BcpJO3T+dG5QCQGNlARnS4V04WGrc4jvEAAa6GC9JVnCrrquAfLlOVKJcgUGfRi2PT1UQ/GbP4d6rzTqFbMk4p5e1yuVbOB52mfDugIUz2lGl1THXU40HyhV3rT6tpIm2pP31Qtl+Xs0a+lPX8Bhm2QxQ==</latexit>. . .

<latexit sha1_base64="JaRfj440aOgpuR/MK/8YxsGkn30=">AAACznichVFLS8NAEJ7GV1tfVY9egkXwVJIi6rHgAy9CBdMW2iKbdBuX5kWyLdRSvHrzqj9Nf4sHv6ypoEW6YTOz33zz7cyOHXkikYbxntOWlldW1/KF4vrG5tZ2aWe3kYTD2OGWE3ph3LJZwj0RcEsK6fFWFHPm2x5v2oPzNN4c8TgRYXAnxxHv+swNRF84TAKyOr1QJvelslEx1NLnHTNzypStelj6oA71KCSHhuQTp4AkfI8YJfjaZJJBEbAuTYDF8ISKc5pSEblDsDgYDOgAfxendoYGOKeaicp2cIuHHSNTp0PsK6Vog53eyuEnsJ/Yjwpz/71hopTTCsewNhQLSvEGuKQHMBZl+hlzVsvizLQrSX06U90I1BcpJO3T+dG5QCQGNlARnS4V04WGrc4jvEAAa6GC9JVnCrrquAfLlOVKJcgUGfRi2PT1UQ/GbP4d6rzTqFbMk4p5e1yuVbOB52mfDugIUz2lGl1THXU40HyhV3rT6tpIm2pP31Qtl+Xs0a+lPX8Bhm2QxQ==</latexit>. . .

<latexit sha1_base64="VDhQ5P/Lf5uLGXEibTlcmbBcWjo=">AAADEHichVFNTxRBEC3GL8CvVY9cOm5MvLiZ2YN6JFEMFxMwLJAgIT2ztUtne7vH7h4MEP6Ef4M/wI149eZR/CsefN0MJEgMPemp6ldVr191lbVWPuT5r5ns1u07d+/Nzs3ff/Dw0ePOk6fr3jau4kFltXWbpfSsleFBUEHzZu1YTkvNG+XkXYxv7LHzypq1sF/z9lSOjRqpSgZAO52lT/ylUY69MNZEEulEZRsT2NXSBS/sSHxlrV+xD7KEoF0eCrgB0kCiRbBW+51ON+/laYnrTtE6XWrXiu2c0WcakqWKGpoSk6EAX5Mkj2+LCsqpBrZNh8AcPJXiTEc0j9oGWYwMCXSC/xinrRY1OEdOn6or3KKxHSoFvcD+kBhLZMdbGb6H/YN9kLDxf284TMxR4T5sCca5xPgReKBdZNxUOW0zL7TcXBm7CjSit6kbBX11QmKf1SXPe0QcsEmKCFpKmWNwlOm8hxcwsAMoiK98wSBSx0NYmSwnFtMySvA52Pj60IMxF/8O9bqz3u8Vr3vFar+72G8HPksL9JxeYqpvaJGWaQU6Kjqmn3RGv7Nv2Ul2mn0/T81m2ppndGVlP/4CK6yscg==</latexit>

Requires nonlinear counterparts of well-established statistical tools

Figure 6: Visuzalisation of key elements in this thesis.
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A Probability Theory
The material in this section can be found in any introductory book on Measure and
Probability Theory, e.g. consider Bauer (2011).
Definition A.1 (σ-algebra)
Let Ω be a given set and A ⊆ 2Ω a family of subsets. Then A is called a σ-algebra, if

(i) ∅,Ω ∈ A

(ii) A ∈ A =⇒ Ac ∈ A

(iii) I countable, (Ai)i∈I ∈ AI =⇒ ⋃
i∈I
Ai ∈ A

The pair (Ω,A) is called a measurable space.

Given any family U of subsets of Ω there is always a smallest σ-Algebra containing U ,
namely the σ-algebra generated by U , i.e.

σ(U) :=
⋂
{H : H is σ-algebra on Ω, U ⊂ H} .

Definition A.2 (Measure)
A set-function µ : A −→ [0,∞] is called measure, if A is a σ-algebra and

(i) ∀A ∈ A : µ(A) ≥ 0

(ii) µ(∅) = 0

(iii) For (Ak)k∈N ∈ AN pairwise disjunct, we have:

µ

 ⋃̇
k∈N

Ak

 =
∑
k∈N

µ(Ak)

The tripel (Ω,A, µ) is called measure space.
Example A.1

1. (Rd,A) with A = B(Rd) Borel-σ-algebra, is the smallest σ-algebra containing
all open (resp. closed) sets.

∃! measure µ : A → [0,∞] :


µ([0, 1]d) = 1

∀A ∈ A ∀x ∈ Rd : µ(x+ A) = µ(A)

This measure µ is called Borel-measure.
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2. (Rd,A) with A = L(Rd) Lebesgue-σ-algebra, is the smallest σ-algebra contain-
ing all open (resp. closed) sets and all nullsets.

∃! measure µ : A → [0,∞] :


µ([0, 1]d) = 1

∀A ∈ A ∀x ∈ Rd : µ(x+ A) = µ(A)

This measure µ is called Lebesgue-measure.

Definition A.3 (σ-finite measure)
Let (Ω,F , µ) be a measure space.

(i) µ is finite, if µ(Ω) <∞.

(ii) µ is σ-finite, if there is a sequence (An)n∈N ∈ FN such that ⋃n∈NAn = Ω and
µ(An) <∞ for all n ∈ N.

Definition A.4 (µ-null set)
Let (Ω,F , µ) be a measure space. Sets A ∈ F with µ(A) = 0 are called µ-null-sets
or just null-sets.

Definition A.5 (Complete measure space)
A measure space (Ω,A, µ) is called complete, if every subset of a nullset A ∈ A also
belongs to A (and is therefore itself a nullset). In this case we also say that the measure
µ is complete.

Definition A.6 (Measurable mapping)
Let (Ω,F) and (Ω′,F ′) be two measurable spaces. A mapping X : Ω −→ Ω′ is
called A−A′-measurable, if every A′-measurable set B has a A-measurable preimage
X−1(B), i.e.

∀B ∈ A′ : X−1(B) ∈ A .

A measurable mapping is often referred to as a random variable and denoted by capital
letters, e.g. X, Y .
Definition A.7 (Conditional expectation)
Let (Ω,F , P ) be a probability space andX a real-valued random variable with E[|X|] <
∞ and Σ ⊆ F a sub-σ-algebra. Then E[X|Σ] : Ω→ R is called conditional expectation
of X given Σ if

(i) E[X|Σ] is Σ-measurable.

(ii) ∀A ∈ Σ : E[E[X|Σ]1A] = E[X1A].
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The conditional expectation is almost surely unique, hence all statements regarding
the condtional expectations should be understood up to a null-set.

Theorem A.1 (Properties of conditional expectation)
Let X, Y be two random variables on the probabilty space (Ω,F , P ) and a, b ∈ R.
Then the conditional expectation has following properties:

(i) If X is Σ-measurable, then E[X|Σ] = X.

(ii) E[aX + bY |Σ] = aE[X|Σ] + bE[X|Σ].

(iii) E[E[X|Σ]] = X.

(iv) E[X|Σ] = E[X], if X is independent of Σ.

(v) E[Y ·X|Σ] = Y · E[X|Σ], if Y is Σ-measurable.

(vi) For Σ1 ⊆ Σ2 ⊆ F we have

E[E[X|Σ2]|Σ1] = E[X|Σ1].

Theorem A.2 (Borel-Cantelli Lemma)
Let (Ω,F , P ) be a probability space and {An}n∈N ⊆ F a sequence of events. Then
we have

∞∑
i=0

P (Ai) <∞⇒ P

( ∞∑
i=0

1Ai <∞
)

= 1.

If {Bn}n∈N ⊆ F is now a sequence of independent events, then

∞∑
i=0

P (Bi) =∞⇒ P

( ∞∑
i=0

1Bi =∞
)

= 1.

Theorem A.3 (Fubini-Tonelli)
Let (Ω1,F1, µ1) and (Ω2,F2, µ2) be two σ-finite measure spaces. Further, let f :
Ω1 × Ω2 → R be a F1⊗F2−B(R)-measurable function. If f is non-negative or
µ1 ⊗ µ2 integrable, then there is a µ2-nullset N ⊆ Ω2, such that for ω2 ∈ Ω2\N the
function

f(·, ω2) : Ω1 → R : ω1 7→ f(ω1, ω2)

is integrable with respect to µ1.
Further, with

fΩ1 : Ω2\N → R : ω2 7→
∫
f(·, ω2)dµ1
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we have∫
Ω1×Ω2

f(ω1, ω2)d(µ1 ⊗ µ2)(ω1, ω2) =
∫

Ω2\N

(∫
Ω1
f(ω1, ω2)dµ1(ω1)

)
dµ2|Ω2\N

(ω2).

(A.0.1)

Theorem A.4 (Dominated convergence theorem)
Let (Ω,F , P ) be a probability space and {Xn}n∈N a sequence of random variables
such that

P
(

lim
n→∞

Xn = X
)

= 1

where X is a random variable. If there exists a random variable Y such that∫
Y dP <∞ and |Xn(ω)| ≤ Y (ω)

for every n ∈ N and almost all ω ∈ Ω, then

lim
n→∞

∫
XndP =

∫
XdP.

Definition A.8 (Stochastic process)
The quadruple (Ω,F , P, {Xt}t∈I), where (Ω,F , P ) is a probability space and {Xt}t∈I
a family of random variables with values in a measurable space (E, E), is called a
stochastic process. For each ω ∈ Ω the mapping of I into E defined by t 7→ Xt(ω) is
called a path of the process. Instead of the quadruple notation we denote {Xt}t∈I as
a stochastic process. Usually (E, E) = (R,B(R)) and I = R≥0.

Definition A.9 (Stationary process)
A stochastic process {Xt}t∈I is called stationary if the respective joint distributions of
Xt1+s, . . . , Xtn+s are independent of s for all t1, . . . , tn and n ≥ 1.

Definition A.10 (Brownian motion)
A stochastic process {Bt}t∈I with I = R≥0 is called (standard) Brownian motion, if it
satisfies:

(i) B0 = 0 a.s.

(ii) For all t > s ≥ 0, we have

Bt −Bs ∼ N (0, t− s).

(iii) For all n ≥ 2 and tn > tn−1 > · · · > t0 ≥ 0, the random variables

Bti −Bti−1 , i = 1, . . . , n

are independent.
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(iv) {Bt}t≥0 has a.s. continuous samples paths.

Definition A.11 (Filtration)
Let (Ω,F) be a measurable space. A family of σ-algebras F t ⊆ F is called filtration if

∀s, t : s ≤ t⇒ F s ⊂ F t .

If P defines a probability measure on (Ω,F), then we call (Ω,F , P, {F t}t∈I) a filtered
probability space.

Definition A.12 (Brownian filtration)
Let {Bt}t∈I be the Brownian motion. Then we call the filtration F := {F t}t∈I Brownian
filtration (or filtration generated by the Brownian motion), if

F t = σ(Bs : s ≤ t).

Definition A.13 (Augmented filtration)
Let {Xt}t∈I be a stochastic process on the probability space (Ω,F , P ). Then we call
F := {Ft}t∈I the respective augmented filtration with F t := σ{Xs ∪N : 0 ≤ s ≤ t},
where N := {A ⊆ Ω| ∃B ∈ F , B ⊂ A,P (B) = 0} denotes the collection of respective
P -null sets.

Definition A.14 (Martingale)
Let (Ω,F , P ) be a probability space and {F t}t∈I a filtration. A stochastic process
{Mt}t∈I on (Ω,F , P ) is called martingale w.r.t. to the filtration {F t}t∈I if

(i) ∀t ∈ I : Mt ∈ L1(Ω,F , P ).

(ii) Mt is F t-measurable for all t ∈ I.

(iii) For all s, t ∈ I with s ≤ t we have

E[Mt| F s] = Ms a.s.

Definition A.15 (Sub- and supermartingale)
Let (Ω,F , P, {F t}t∈I) be a filtered probability space. An adapted stochastic process
{Xt}t∈I is called

(i) Submartingal, if

∀s, t ∈ I : s ≤ t⇒ Xs ≤ E[Xt| F s] a.s.
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(ii) Supermartingal, if

∀s, t ∈ I : s ≤ t⇒ Xs ≥ E[Xt| F s] a.s.

Theorem A.5 (Doob’s maximal inequality)
Let {Mn} be a non-negative submartingale and define M̄n := sup0≤m≤nMm. For
λ > 0, we have

λP (M̄n ≥ λ) ≤ E[Mn1M̄n≥λ] ≤ E[Mn].

Theorem A.6 (Law of Large Numbers)
Let (Ω,F , P ) a probability space and {Xn}n∈N a family of pairwise independent and
identicaly distributed random variables with E[|X1|] <∞. Then, we have

Sn := 1
n

n∑
i=1

Xn
a.s.−→ E[X1] for n→∞.

Theorem A.7 (Central Limit Theorem)
Let (Ω,F , P ) a probability space and {Xn}n∈N a family of i.i.d random variables with
E[|X1|] = µ <∞ and Var[X1] = σ2 <∞.
Define

Sn :=
∑n
i=1Xi − nµ
σ
√
n

.

Then, Sn converges in distribution to a standard-normal distributed random variable.
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B Functional Analysis
All results stated here can be found e.g. in Brezis (2011) or in similar introductory
books on functional analysis.
Definition B.1 (Lp spaces)
Let (Ω,F , µ) be a measure space and 1 ≤ p <∞. Then, we call

LpF =
{
f : Ω→ Rmeasurable ,

∫
|f |p dµ <∞

}
Lp space equipped with the Lp norm

‖f‖Lp =
( ∫

Ω
|f |p dµ

) 1
p

.

Further, for p =∞ we set

L∞F =

f : Ω→ R

∣∣∣∣∣∣ f is measurable and exists a constant C
such that |f(x)| ≤ C a.e. on Ω


with

‖f‖L∞ = inf{C : |f(x)| ≤ C a.e. on Ω}.

Theorem B.1 (Hahn-Banach)
Let X be a R-vector space and p be a real-valued function on X with the following
properties:

(i) Positive homogeneity,

p(λx) = λp(x) for all λ > 0

for all x ∈ X.

(ii) Subadditivity,
p(x+ y) ≤ p(x) + p(y)

for all x, y ∈ X.

Let Y now denote a subspace of X on which a linear functional l dominated by p is
defined, i.e.

∀y ∈ Y : l(y) ≤ p(y)

Then, there exists a linear extension L : X → R such that:

(i) L|Y = l

(ii) ∀x ∈ X : L(x) ≤ p(x)
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