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ABSTRACT
Digital archives that document real-world events provide new opportunities 
for large-scale analyses of how news coverage represents reality. We present 
a method and open-source tool for linking event data to news articles, and 
demonstrate its application with an analysis of event and country level 
predictors of terrorism coverage in The Guardian from 2006 to 2018, using 
event data from the Global Terrorism Database (GTD). Our method builds on 
established techniques for calculating document similarity, and we propose 
a novel strategy for fine-tuning parameters of the event matching algorithm 
that requires no manual coding. An online appendix is provided that docu-
ments all code to replicate our analysis and reuse our tools.

Introduction

Of all real-world events, the news only covers those that are believed to be the most important and 
interesting for the audience (Galtung & Ruge, 1965; Harcup & O’neill, 2017; Shoemaker & Vos, 2009). 
This selection process serves a critical social purpose, because it reduces a vast and complex reality into 
a small number of bite-sized stories that people are capable and willing to consume. However, the 
distorted picture of reality in the news can also distort citizens' worldviews, with potentially harmful 
consequences (Gadarian, 2010; Iyengar, 1990; Lewis, 2012). In this paper, we propose and validate 
a computational method and tool that enables a large-scale analysis of this distortion at the level of 
specific news events.

In order to accurately understand the factors that cause certain events to be covered and others to 
be ignored, we need to relate news coverage to information regarding the real-world occurrence of 
events (Rosengren, 1970). Today, there are various data sources that document individual events on 
topics such as disasters, crime and terrorism. These databases typically report various features that 
would be reported in news coverage, most importantly the type of event, location, and the people and 
organizations that are involved. Using computational text analysis, we can use these textual descrip-
tions and the time of the event to link individual events to individual news articles. We propose 
a method and tool for performing this task, which we demonstrate by linking 112,091 events from the 
Global Terrorism Database (GTD) to 446,612 articles from The Guardian between 2006 and 2018. We 
then show how these linked event-article data can be used to analyze news selection in a way that 
aligns closely with the conceptual model underlying gatekeeping theory, building on Soroka’s (2012) 
conceptualization of gatekeeping as a function.
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Our method builds on established techniques for measuring the similarity of texts, but is specialized 
for the application of matching event data to news content. We also propose a novel technique for 
estimating parameters for the matching algorithm. Specifically, we demonstrate that this can be used 
to determine a good threshold for how similar an event and news article need to be in order to 
consider them a match. Normally, determining this threshold requires hard to obtain gold standard 
data (see, e.g., Burggraaff & Trilling, 2020; Linder et al., 2018; Welbers et al., 2018), but our fully 
automated technique shows promising results as an alternative or complementary approach. To 
validate our method and analysis, we manually coded a gold standard of 500 news articles for 
references to GTD events, and performed an additional manual validation of the precision of 100 
matches. Our tools are published in an R package,1 and an online appendix is provided that contains 
code for replicating our analyses.2

Analyzing the Gatekeeping Function with Event Data

Even the thickest newspaper can contain only a very limited perspective on a very specific selection of 
real-world events. The process through which reality is transformed into this set of messages has been 
conceptualized as gatekeeping (Lewin, 1947; Shoemaker et al., 2001). In its simplest form, this process 
involves a single gatekeeper that, given a certain information input, produces a certain output. In the 
seminal gatekeeping study by David Manning White (1950), the gatekeeping choices of a single editor 
are studied by analyzing which of the news stories are selected to be “in” or “out.” However, this is still 
only a single gate. The full gatekeeping process involves many interdependent gatekeepers, whose 
selection choices are affected by a diversity of values, routines, and organizational and institutional 
constraints (Shoemaker & Vos, 2009).

Empirically analyzing every gate and how the gatekeepers act in concert is practically infeasible. 
Yet, we can study the outcome of this complicated process by comparing the picture of reality in the 
media to real-world data (Rosengren, 1970). This type of analysis cannot directly tell us why specific 
events are reported, but it can tell us what types of events are more likely to become news. In other 
words, we can see which events are “in” or “out,” but we don’t know the selection criteria of each 
individual gatekeeper involved in this selection. One of the first explorations of how certain types of 
“world events” are more likely to pass through a chain of gatekeepers and become part of the “media 
image” was the paper by Galtung and Ruge (1965) on the structure of foreign news coverage. As 
scholars pursued this line of inquiry, they identified various elements that determine the newsworthi-
ness of events, often referred to as news values (Harcup & O’neill, 2017; Schultz, 2007).

A novel conceptual framework for comparing news content to real-world data was proposed by 
Soroka (2012). Soroka conceptualized gatekeeping as a function, that takes an information distribution 
in reality as input, and outputs the information distribution of news reports. As an example, Soroka 
compares the distribution of real-world monthly unemployment rate to the distribution of monthly 
sentiment (i.e., a scale of negative to positive) scores in news about employment. By obtaining data 
about these two distributions, we can understand the gatekeeping process by estimating the function 
that transforms the former into the latter. Soroka coined this as a “distributional perspective” (p. 516) 
to gatekeeping.

The greatest strength of this distributional perspective is that it makes a clear and elegant connec-
tion between gatekeeping theory and analysis. It sticks close to the definition and metaphor of the 
gatekeeper, but “provides a model that can in principle be applied to real data, in a roughly comparable 
way across media outlets and countries and policy domains” (Soroka, 2012, p. 518). The idea of 
conceptualizing the gatekeeping process as a function that transforms input into output is not new, but 
by measuring reality and news coverage as distributions it becomes possible to actually calculate the 
gatekeeping function. Hypotheses regarding the gatekeeping process can then be expressed unam-
biguously in terms of the parameters of this function.

In this paper, we propose an extension of this approach that identifies the gatekeeping function 
based on an event perspective. Instead of distributions as input and output, the input is a set of real- 
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world events, and the output is a subset of these events reported in the news. This perspective aligns 
closely with the classic definition and metaphor of gatekeeping as a process that determines what 
information passes through a gate (Shoemaker & Vos, 2009; White, 1950). Our contribution lies in 
showing how we can obtain the data about the input and output events that are required to 
approximate this gatekeeping function.

Linking Event Databases to News Articles

Our method leverages the fact that today various types of events are documented in large digital 
archives. There are multiple databases for different types of events, and these are often maintained 
with active assistance of scholars and organizations that go through great lengths to standardize 
compilation and validation. These databases are generally not designed with news research in mind, 
but many do strive to provide a complete overview of all events of a particular type with consistent and 
well-documented criteria for inclusion.

For example, the International Disaster Database (EM-DAT) reports over 21.000 international 
disasters since 1900, and is actively maintained and documented by the Center for Research on the 
Epidemiology of Disasters (Guha-Sapir et al., 2014). For terrorism research, many studies rely on the 
RAND database of Worldwide Terrorism Incidents, the International Terrorism: Attributes of 
Terrorist Events (ITERATE) and the Global Terrorism Database (GTD). The GTD, which is used 
for the example analysis in this paper, currently documents over 200.000 terrorist events since 1970 
(LaFree, 2019). Furthermore, communicative actions such as social media messages, speeches and 
press releases can also be considered events, and many of these can now be obtained from online 
platforms. Although these databases will only ever provide an approximate account of all events of 
a particular type, it is often our best approximation of the real-world set of events. This can be of 
tremendous value for gatekeeping research, where the lack of knowledge about the real-world set of 
events has long been a blind spot.

The main challenge is to link these event data to news articles. Depending on the number of unique 
events and news articles, the number of potential matches can be huge, and only a very small 
percentage of these will be an actual match.3 Performing this task manually is extremely time- 
consuming while requiring high cognitive load, which makes it prone to human error. For these 
types of coding tasks, computational methods can often achieve or at least approach human level 
accuracy (King & Lowe, 2003).

Several studies have indeed used computational techniques to (partially) automate this coding task. 
Gruenewald et al. (2009) linked homicide events from the Newark Police Department investigation 
files to news articles by using information, such as names of victims and offenders, as keywords that 
were entered into a searchable database. This can certainly be a viable strategy, but it can only be used 
under certain conditions. The event information should be cleanly organized, or the number of events 
should be small enough for humans to extract the keywords. Moreover, it relies on the news database 
not only for what articles it contains but also for its search functionalities. Sui et al. (2017) conducted 
an analysis of news coverage in the United States about global terrorist incidents, for which they linked 
the GTD to news articles. To perform this analysis, the authors wrote an algorithm to link a GTD event 
to a news article if (1) the article was published within 7 days after the event, and (2) the city and attack 
type documented in the GTD event description were mentioned in the article. While this strategy 
might give results that can be used for certain types of analysis, it only makes little use of the textual 
information from the event description and news text. Although city and attack type are important 
information for distinguishing events, the specific words used in the GTD will often not match the 
words used in the news article.

The fields of computer science and computational linguistics provide refined techniques for 
matching event descriptions to news articles based on (latent) textual similarities (Mozer et al., 
2020). Although these fields seem to have focused little on the specific task of analyzing event selection 
bias (Hamborg et al., 2019) the task of linking events to news is strongly related to techniques for 
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information retrieval and document clustering. In the field of communication science, scholars have 
also started adopting these techniques for linking news articles based on similarities in what events are 
covered (Trilling & Van Hoof, 2020; Welbers et al., 2018). The current study builds on and contributes 
to these approaches, but with a specialized application for the task of matching event databases to 
news. We also propose a novel method for using strong assumptions that can be made about the 
temporal order and distance of events and news coverage.

It should be noted that, for certain event databases and news sources, readily available linkage data 
can also be obtained from news databases, such as the Global Database of Events, Language and Tone 
(GDELT). GDELT documents events with aggregated data from news articles, and since the 2.0 update 
in 2015 also records individual mentions of events across news articles. The database is built by experts 
and uses powerful resources (Leetaru & Schrodt, 2013), so if it provides the data that a researcher 
needs, the accuracy could be higher than one might achieve by performing the linking oneself. The 
main limitations of using this type of off-the-shelf data are that it limits control over the data, and the 
algorithms used are often black boxes (Van Atteveldt & Peng, 2018). As we discuss in our analysis, one 
of the benefits of the approach used in this paper is that it allows the researcher to adjust parameters 
that affect precision and recall, to test for robustness and to choose which is more important for a given 
use case. Still, using GDELT is a viable option if the data are available, and researcher can validate the 
linkage data to determine whether they are appropriate for their study. For an excellent application of 
using GDELT for using events in news analysis, we refer to Hopp et al. (2020). The authors of this 
study also published an article that presents an interface for working with GDELT for communication 
research, and that discusses the promises and pitfalls of using GDELT (Hopp et al., 2019).

The analysis presented in this paper demonstrates how linking an event archive to news articles can 
be used to analyze the journalistic gatekeeping process We show that the gatekeeping function can be 
approximated with a (multilevel) logistic regression model. Hypotheses regarding the event charac-
teristics that increase the probability of the event being covered in the news can then be formulated 
unambiguously in terms of odds ratios. Thus, we can perform a fine-grained event-level analysis of the 
gatekeeping process using an established statistical model while maintaining the elegant connection 
between theory and empirical analysis in Soroka’s (2012) gatekeeping function approach.

Predictors of Terrorism Coverage

Our analysis of terrorism coverage serves as a demonstration of how our method can be applied to test 
relevant hypotheses pertaining to news selection. To contextualize this example, we provide a brief 
introduction of research on news selection of terrorist events.

The investigation of news values in the context of terrorism coverage reveals a complicated 
symbiotic relation between journalism and terrorism (Farnen, 1990; Weimann & Winn, 1994). 
Terrorists have a communicative goal (Hoffman, 2017), and to achieve this goal they parasitically 
exploit journalistic selection by constructing a package so spectacular and violent that journalists can 
hardly ignore it (Bell, 1978). For journalists, this results in an unfortunate intersection of news 
selection criteria and terrorist motives. Their role as gatekeepers compels them to cover these attacks 
on society but doing so may cause them to inadvertently amplify terrorists’ messaging. Abubakar 
(2020) interviewed journalists to investigate this dilemma, and concluded that while journalist’s ethics 
do play a role, newsworthiness is indeed “the driving force in news media’s extensive coverage of 
violent extremism” (p. 293).

Given the methodological goal of this paper, we narrow our substantive focus to a selection of 
important news values for terrorism coverage. Firstly, we will focus on news values that intersect with 
the communication strategy of terrorists, which Bell (1978) describes as constructing spectacular and 
violent packages that media would find hard to ignore. We focus on two event characteristics 
documented in the GTD that reflect these values: the number of fatal victims (bad news, magnitude), 
and whether or not it was a suicide attack (drama). A positive effect of the number of fatal victims on 
the likelihood of coverage has been found in U.S. coverage of international terrorism (Sui et al., 2017) 
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and terrorist attack on U.S. soil (Kearns et al., 2019). Interestingly, Zhang et al. (2013) also observed 
a positive effect of the number of victims in U.S. newspapers on the prominence of terrorism coverage, 
but found no such effect in Chinese newspapers. In contrast, the effect of a suicide attack on likelihood 
of coverage is not strongly corroborated. In the study by Sui et al. (2017) the effect of suicide attacks 
was also hypothesized but not supported (though some indication of an effect was found in the 
robustness check). 

H1a: Terrorist attacks with more fatal victims are more likely to be covered.

H1b: Terrorist attacks where a perpetrator committed suicide are more likely to be covered.

Secondly, we will investigate how the country in which the event occurred affects coverage. 
Research into international news flows has shown that, controlled by event level characteristics, the 
location of an event often greatly affects the likelihood that it is covered (Van Belle, 2000; Wu, 2000). 
As a general rule of thumb, distance has a negative relation with coverage. For terrorist attacks, Sui 
et al. (2017) found support that geographical distance between the U.S. and other countries indeed has 
a negative effect on coverage. However, distance does not have to be geographical, but can also be 
cultural (Chang et al., 1987; Galtung & Ruge, 1965; Sheafer et al., 2014). For people in the United 
Kingdom – The Guardian’s home market – we expect that attacks in countries that are more culturally 
distant are less likely to be covered. Prior support for this hypothesis was also found in the U.S. by Sui 
et al. (2017), and reflected in the finding of Elmasry and El Nawawy (2020) that American papers 
covered terrorist attacks in non-Muslim countries much more prominently compared to attacks in 
Muslim countries. 

H2a: Terrorist attacks in countries that are more geographically distant from the United Kingdom are 
less likely to be covered.

H2b: Terrorist attacks in countries that are more culturally distant from the United Kingdom are less 
likely to be covered.

Method

We build on recent work in the field of communication that uses document similarity calculations to 
study news flows (Boumans et al., 2018; Mozer et al., 2020; Nicholls, 2019; Trilling & Van Hoof, 2020; 
Welbers et al., 2018). Events and news articles are transformed to sparse weighted vectors, and whether 
an event is likely to be covered in a news articles is then measured based on the similarity of these 
vectors and the time between the event and the news article publication. In this section, we first 
describe the data and methods for calculating document similarity. Then we address the problem of 
determining a suitable similarity threshold, for which we propose a novel approach. Finally, we use 
a manually coded gold standard to validate our measurements for the example analysis, and to 
evaluate our method for estimating the similarity threshold.

Data

For our analysis, we use all GTD events (N = 112,091) and all coverage of violent events in The 
Guardian (N = 446,612) over a period of 13 years, from 2006 to 2018. We chose the time period from 
2006 to 2018 because before 2006 the number of newspaper articles available via the API from The 
Guardian was very inconsistent, and the GTD data were at the time of data collection available until 
December 2018.
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The GTD is one of the largest databases of terrorist events that has commonly been used for 
research (LaFree, 2019). Each event is documented according to a range of standardized fields, 
including location, type of attack, weapons used, targets, victims, terrorist group and a summary. 
Our method is designed to enable the use of all relevant textual features of the event description as 
information for matching news articles. We therefore combined all textual features from the GTD data 
with information about the event (e.g., summary, attack type, city) into a single textual 
representation.4 For non-textual features, such as the number of victims, textual descriptions can be 
added for additional information. In our case, the GTD includes the number of killed and wounded 
victims, so we included common words to describe this (e.g., killed, injured, casualties) if these 
numbers are non-zero. Examples of GTD events can immediately be viewed on the GTD website.5 

The whole GTD database is available on request.6

The Guardian is a highly influential elite news outlet, with many readers both within the UK and 
across the globe. An important advantage of focusing on The Guardian for the methodological 
contribution of this paper is that all data can be searched and obtained for free via the Open 
Platform API.7 Our online appendix provides scripts for downloading the data used in our analysis, 
which we will maintain as long as these conditions do not change. We used a broad query8 to collect all 
articles that potentially cover a terrorist attack. We used all newspaper articles provided by the API, 
which includes the UK and International sections of the website and the Sunday newspaper The 
Observer. For all articles, we only used the first 200 words. News articles typically have an inversed- 
pyramid structure, where the who, what, when, where and why questions are presented first (Christian 
et al., 2014; Hamborg et al., 2018). Focusing on the first 200 words is a simple but effective way to focus 
the textual similarity measurement on the most relevant content.

Calculating Document Similarity

Calculating the document similarities covers two general steps. First, the documents are preprocessed 
to transform them into vector representations. Second, the similarity of documents is measured by 
calculating the similarity between document vectors. There are various choices to make in each of 
these steps, and which choices work best for what tasks are still an active area of research (Mozer et al., 
2020). Here we describe some key considerations for calculating document similarities for the purpose 
of linking events to news articles.

From Text to Vector
A broad distinction can be made between two common types of vector representations of documents. 
One is the bag-of-words (BOW), in which the vector elements are words or short sequences of words 
(Boumans et al., 2018; Nicholls, 2019; Welbers et al., 2018). This works well for finding document 
matches on specific content elements, because information about specific words (e.g., people, organi-
zation, locations) is maintained. An implication is that words in two texts need to be identical in order 
to contribute to the similarity score. For preprocessing, it is therefore recommended to apply low-
ercasing and stemming (or lemmatization) to remove insignificant differences between words due to 
capitalization, singular-plural and verb conjugations (e.g., President versus president, attack versus 
attacked).

The alternative is to use lower-dimensional vectors that represent more latent topical information 
about documents, that can for instance, be obtained via topic modeling, word embeddings or factor 
analysis (Blei et al., 2003; Mikolov et al., 2013). The strength of this approach is that it can find 
semantic similarities even if the specific words are different. For instance, that “London bombings” is 
similar to “Paris shootings.” Conversely, by focusing more on topical similarity between documents, 
the discriminative value of specific keywords is diminished. For matching event data, we do not 
actually want “London” to be considered similar to “Paris.”

As a general guideline, a lower-dimensional representation works well for matching documents on 
topical content, but for more specific matches where specific keywords matter, a BOW approach can 
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be more appropriate (Mozer et al., 2020; Trilling & Van Hoof, 2020). For matching many events to 
many news articles, keywords pertaining to who, what and where are particularly important, so we 
used a BOW approach. For our example analysis, we used standard preprocessing techniques for 
English language data (lowercasing and stemming). Although more advanced techniques, such as 
lemmatization might give better results, for English language data the difference would be minor, and 
the simple preprocessing techniques make our analysis easier to replicate.9 The preprocessed texts are 
then represented as a Document Term Matrix (DTM).

We also applied two additional preprocessing steps, for which we provide code in our online 
appendix. Firstly, terms with similar spellings (e.g., Bogota, Bogotã) are merged together as single 
columns in the DTM. To determine whether terms had similar spelling we used overlapping character 
tri-grams.10 Fixing minor spelling differences is particularly important for the data in our example 
analysis, because the proper nouns that are key for identifying terrorist events often have different 
spelling variants. Also, the GTD contains fairly many spelling mistakes. It does sometimes occur that 
words with similar spelling but different meanings are incidentally merged, but this is much less 
harmful for accuracy than failing to merge slightly different words with the same meaning.

Secondly, we combine terms to add more informative features. Some terms, such as “London” and 
“bomb,” are not very informative on their own in our data, but very informative combined. This step 
basically adds more and more specific content elements to our document vectors. It is comparable to 
adding bi-grams (i.e., sequences of two terms) to a DTM to add more information, but without the 
strict condition of term order. It matters for the calculation of document similarity because measures 
based on the dot product only sum the products of individual terms and do not consider their 
interactions. Applying this technique does come with two caveats. Firstly, it requires some criteria 
for deciding which combinations are included in the vector, because including all combinations (a 
quadratic increase of vector length) would impose memory issues. In short, we only keep combina-
tions that occur at least once in the GTD data, that occur in less than 1% of all articles, and of which the 
observed frequency is less than 1.2 times the expected frequency. The function to compute these 
combinations, and more information on this technique, is provided in the online appendix. Secondly, 
this step greatly increases the vector magnitude, which needs to be taken into account in deciding the 
measure for vector similarity, as discussed in the next section.

A final step for preparing the document vectors is to weight the terms. We use the tf-idf weighting 
scheme (Sparck Jones, 1972), that weights down terms (and term combinations) that occur in many 
documents by multiplying the term frequency (tf) by the inverse document frequency (idf). We only 
look at whether or not a query occurs in a news article (i.e., tf is binary), so the term score is effectively 
the idf. We calculate the idf scores based only on term frequencies in the news articles, because 
including the GTD scores would weight down the importance of terms that occur in many terrorist 
events.11

Examples of elements of our vector after merging terms with similar spelling (the OR operators) 
and combining terms (the AND operator) are given in Table 1. Here we for instance, see that “fire 
AND al-sattar” is a highly informative-term combination, and that some spelling variations of the 
term “pro-government” have been merged together.

Table 1. DTM columns after lowercasing, stemming, merging words with 
similar spelling and adding term combinations.

Weight Column

1 fire AND al-sattar
0.959 iraq AND (al-sukkariyah OR al-sukkariya)
0.724 iraq AND (archbishop OR archbish OR arch-bishop OR)
0.588 pro-govern OR pro-government OR pro-governemnt
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Calculating the Similarity of Vectors
A common recommendation for calculating document similarity is to calculate the cosine similarity of 
the document vectors (Trilling & Van Hoof, 2020). However, for matching short event descriptions to 
news articles the regular dot product can be a good alternative, and is used in our example analysis. 
Cosine similarity is equivalent to the dot product after normalizing the vector magnitudes. This can be 
nice because it bounds the dot product between 0 and 1, which can intuitively be interpreted as the 
proportion of similarity. However, for matching event data to news, we are actually not interested in 
the proportion of similarity. We only want to know whether there is sufficient reference to the event in 
the news article, regardless of the other information in the news article. For example, say we have the 
event description “Bomb in London,” and there are two news articles: “Bomb in London under-
ground” and “The impact of 9–11 and the London Bombings.” The dot products of the event 
description (after prepossessing) with the two news articles would be identical, but the cosine 
similarity for the second news article would be lower because of the larger vector magnitude. To 
determine whether a news article mentions an event, we use the dot product because we are interested 
in the scores of terms they have in common, regardless of any additional terms. Note that this is 
particularly important if preprocessing techniques are used that inflate the amount of information in 
document vectors, such as adding bi-grams or tri-grams, or our technique for adding term combina-
tions. Our R package provides a specialized implementation of matrix multiplication for efficiently 
computing the dot products (and other similarity measures) of all events and news articles within 
a given time window with the option to only store results above a given similarity threshold, making 
this analysis feasible even on current-generation personal computers.

Determining the Similarity Threshold

The document comparison procedure gives us similarity scores, so to obtain discrete matches of events 
to news articles we need to use a threshold (Mozer et al., 2020). The higher the similarity score of an 
event-article pair, the more likely it is that the article actually covers the event. Accordingly, a higher 
threshold gives better precision (fewer false positives) but if the threshold is too high it harms the recall 
(more false negatives). A common approach to determine a good threshold is to develop a gold 
standard based on manual coding (see, e.g., Burggraaff & Trilling, 2020; Linder et al., 2018; Welbers 
et al., 2018). The precision and recall can then be calculated for the discrete matches obtained with 
different thresholds to see which threshold gives the best results. The drawback of this approach is that 
it requires a difficult manual coding task to get even a small gold standard. For the specific task of 
matching event data to news, we propose a novel approach that can be used to estimate a good 
threshold if gold standard data are not or not sufficiently available. In the next section, we explain and 
apply this approach, and then we use a manually coded gold standard to show that our estimation 
gives a similar suggested threshold.

Let us first be very specific about how we measure the validity of discrete matches. We define 
a match as a document pair, in our case, a GTD event paired with a news article, for which the 
similarity score is above a certain threshold. A match is a true positive (TP) if the news article actually 
covers to the GTD event, and a false positives (FP) if it does not. A false negative (FN) means that we 
did not find a match between an event and a news article even though the news article actually does 
cover the event. Given these numbers, we can calculate validity in terms of the precision (P) and recall 
(R), and their harmonic mean (F1).

Estimating Precision and Recall
The gist of our technique is that we estimate the precision, recall and F1 score by making the 
assumption that the false-positive rate (FPR) is constant over time. To show the intuition behind 
this approach, Figure 1 presents three bar charts that show how many matches were found over time 
with different similarity thresholds (2, 7 and 14), where the x-axis represents how many days a news 
article was published after the event. For the analysis, we are only interested in the matches with 
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a positive time difference, for which the bars are colored black. After all, we can be certain that matches 
with a negative time difference are false positives, because there cannot be news coverage of an event 
that has not yet happened. Yet, this does give us an estimate of the rate of finding false positives. 
Assuming this rate is constant, we can estimate how many of the matches with a positive time 
difference are true positives.

This appears to be a fairly strong assumption. In case of a false positive, the article does not 
cover the event, so whether the article was published before or after the event is irrelevant. But 
the assumption does rely on the independence of events, and this can be violated in the case of 
chains of terrorist attacks. In these cases, new events are more likely to be similar to news 
articles covering the previous attacks. This can be seen in the small rises in Figure 1 just before 
the zero-day difference point in the second and third histogram. More sophisticated variations of 
this estimation might correct for this, but for the current application, the impact of violating the 
assumption appears to be minor.

Roughly speaking, the average height of the white bars indicates the false-positive rate.12 If the 
algorithm works, the black bars should be higher, because these can contain true positives on top of the 
false positives. This is especially the case for 1 or 2 days after the event, because this is when most news 
coverage should occur. As we increase the threshold, the proportion of the black bars that is higher 
than the false-positive rate increases, indicating higher precision. However, the absolute number by 
which the black bars are higher decreases, indicating that we might now have more false negatives. By 
more formally putting numbers to these estimates, we can calculate an F1 score that balances precision 
and recall. Details on how to perform the calculation are provided in the online appendix13

Figure 2 shows the estimated precision, recall, and the corresponding estimated F1 score, for 
a range of similarity thresholds. The vertical line, which indicates where the estimated F1 score is 
highest, shows that the suggested weight threshold is 6.54.

Validation 1

We first created a gold standard by manually coding which GTD events are referred to in 500 random 
news articles. A single expert coder followed a standardized procedure. In the first stage, the news 
article is scanned for whether it covers a violent attack (or multiple attacks) that occurred in the past 7 
days. Any type of attack is used at this point, so the coder does not have to interpret whether the attack 
should be defined as terrorism. For each attack, the coder used a script to filter the GTD data by date 
and country for a list of potential matches. In the second stage, the coder reads the event information 
for all of the potential matches to determine whether it is mentioned in the article. We found 113 
event-article pairs, for 27 articles that matched one or more GTD events.

To verify that the judgment of the expert coder in the second stage is reproducible, we conducted an 
inter-rater reliability (IRR) test with two additional coders. The IRR test set was sampled from the gold 
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Figure 1. Frequency of matches with news articles published before (white) and after (black) events for similarity thresholds 2, 7 and 
14.
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standard so that approximately one out of four potential event-article pairs was coded as true in the 
gold standard, and so that for all included articles all possible matches need to be coded (identical to 
the original task). This yielded 26 articles with 142 possible matches that all three coders rated, on 
which they achieved a Krippendorf’s alpha of 0.775. This is an acceptable reliability given that 
references to events in news are often ambiguous.14

Figure 3 reports the precision, recall and F1 scores for different weight thresholds, given separately 
for the article and match level. The match level represents the accuracy of the specific event-article 
pairs, as also discussed above. By article level, we refer to the precision and recall of identifying which 
news articles cover at least one GTD event. We included this as additional proof of the validity of the 
matching algorithm and to show how aggregating matches to the article (or event) level generally 
improves accuracy.

The highest F1 score (65%) is obtained with a threshold of 5.96, at which point the precision is 
54.5%, and the recall is 80.53%. For the article level, the highest F1 score is much better, mainly 
because recall decays less steeply, allowing a higher threshold to be used to increase precision. This 
makes sense, because aggregating event-article pairs to binary measures of whether an article covers at 

Figure 2. The threshold that optimizes the estimated F1 (left, vertical line) and the matches for this threshold (6.54) over time (right).

Figure 3. Precision, recall and F1 scores for different threshold values based on gold standard.
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least one terrorist attack makes it easier to obtain high-recall. The same should apply to measuring 
whether or not an event is covered in at least one article, meaning that the match level validity is likely 
to underestimate the validity of our data as used in the analysis. However, we cannot verify whether 
this is truly the case with these validation data.

Validation 2

In addition to the gold standard, we also performed a manual precision measurement for 100 event- 
article pairs that according to the algorithm are matched if we use a threshold of 6.54 (as used in our 
analysis). Where the gold standard was carefully designed to enable a proper measurement of recall by 
coding all possible event-article pairs for 500 articles, the rareness of an actual match resulted in only 
113 matches for 27 articles. This additional validation provides a complementary measurement of the 
precision score if a threshold of 6.54 is used, based on 100 unique articles and events. The validation set 
is also included in the online appendix, and contains comments from the coder for all cases where the 
reference to the GTD event was ambiguous, and urls for viewing The Guardian article and GTD item. 
This makes the strengths and weaknesses of the algorithm more transparent.

The most important finding is that this validation indicates that the gold standard validation does 
not overestimate the precision, and even slightly underestimates it. At a threshold of 6.54 the precision 
in the gold standard is 57.4%, and 64% in this additional precision measurement.

Comparison of Estimation Method and Gold Standard

Our threshold estimation technique provides a cheap and fast measure that can be used to see if 
changes in the parameters of the matching algorithm, such as the similarity threshold, are likely to 
improve the validity. For our method to be useful, the parameters of the matching algorithm that 
optimize the estimated F1 score should be close to the parameters that optimize the real F1 score.

In Figure 4 we compare our estimated F1 score with the gold standard F1 score for different 
similarity thresholds. Here we see that the scores are clearly correlated, and that the thresholds that 
optimize the scores are indeed close. For the match level, the highest F1 score is found at a weight 
threshold of 5.96, which is quite close to the threshold of 6.54 for the estimated F1 score. Also, note 

Figure 4. Relation between the similarity threshold and F1 score for both the automated estimation and gold standard validation.
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that for both validation approaches the F1 score does not vary much within the range from 5.96 to 
6.54. In the analysis, we show that choosing one or the other makes no difference to the conclusions 
from our analysis.

We also used both the gold standard and the estimation method to compare the results with and 
without the two additional preprocessing techniques that we proposed. The results are presented in 
Table 2. The two preprocessing techniques, summarized as merged and combined, refer to the step of 
merging terms with similar spellings to a single column, and adding columns with combinations of 
terms. The similarity threshold column reports the recommended threshold for both the gold standard 
and our estimation method. The highlighted row is the combination with the best performance, where 
we used both preprocessing techniques. This table mainly shows two things. Firstly, it provides 
evidence that the combination of these choices is important. This was our expectation, because 
merging terms with similar spelling mainly serves to improve recall by avoiding ’missing’ terms that 
match, and combining terms serves to improve precision by adding more weight to rare combinations. 
The second observation is that the estimated similarity threshold stays close to the gold standard 
threshold even as the threshold varies wildly. This provides additional support for the usefulness of the 
estimation procedure.

Analysis

For our analysis, we use the results of the matching algorithm with a time window of 7 days after the 
event, using a similarity threshold of 6.54. For this analysis, we only use GTD events in which at least 
one fatal casualty was reported (N = 56,359). This narrows our focus to the subset of fatal terrorist 
attacks, which has the benefit of reducing ambiguity in the GTD data regarding at what point of impact 
an attack warrants documentation and can be defined as a terrorist attack. Also, this makes the test of 
H1a more appropriate, because we focus on the effect of more fatal victims.15

To better understand the multilevel structure of our data, we first visualize country-level differences 
in media coverage. In absolute numbers, by far most event-article pairs are found for countries with 
a high frequency of terrorist attacks, such as Iraq and Afghanistan. But when we look at the relative 
news coverage, the picture emerges that countries that are geographically and culturally closest to the 
United Kingdom are over-represented. Figure 5 shows the average number of news articles per event 
per country, which higher scoring countries colored black. This number is much higher in countries, 
such as France, Norway, the USA and Australia (where The Guardian has sister outlets) and the UK 
itself. While this aligns with the news values underlying H2a and H2b, the total number of attacks in 
these countries is also a factor. In Norway, in particular, the number of fatal attacks is very low, but the 
massacre of 77 people by Anders Breivic in 2011 dominated the news.

We use a multilevel logistic regression model (Bates et al., 2015) to investigate the predictors of 
which events are (1) or are not (0) covered by The Guardian, with events nested in countries. This 
model serves as an approximation of the gatekeeping function from an event perspective.16 The effects 
of event characteristics on the probability that an event is covered are then expressed clearly in terms 
of the odds ratios.

Table 2. Effect of preprocessing steps on optimal thresholds.

Preprocessing Similarity threshold Performance*

Merged** Combined*** Gold standard Estimated F1 P R

No No 17.55 20.39 55.94 49.32 64.60
Yes No 17.71 19.35 57.49 52.99 62.83
No Yes 12.82 12.62 55.28 63.95 48.67
Yes Yes 5.96 6.54 65.00 54.49 80.53

* Based on gold standard using the threshold that optimizes F1. 
** Have terms with similar spelling been merged? 
*** Have term combinations been added?
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We include the following independent variables, corresponding to our hypotheses: 

H1a: fatal victims (log). The number of people killed in the attack, using a natural log transformation 
to account for heavy skew.

H1b: suicide attack. Binary value for whether or not a perpetrator committed suicide.

H2a: geographical distance. Country-level variable for distance of the UK (London) to other 
countries. For the specific coordinates the center point of terrorist attacks in a country is used. 
Distance is transformed to z-scores for more interpretable odds ratios and model convergence.

H2b: cultural distance. Country-level variables for cultural distance, measured as the difference in 
cultural values and political decisions (see, e.g., Sheafer et al., 2014). We do not make a single score out 
of these variables because they represent different cultural dimensions that are only moderately 
correlated (r(38) = 0.358, p < .05).

● Cultural values distance Euclidean distance of countries on the Traditional versus Secular- 
Rational and Survival-Self Expression scales (Inglehart & Welzel, 2005). The scales are calculated 
using data from Wave 5 (2005–2009) of the World Values Survey (Inglehart et al., 2005).17

● UN voting difference Percentage of votes in the United Nations general assembly where 
a country voted different from the UK. Calculated over all votes with yes or no answers from 
both countries since 2000.

For the full analysis, we can only include countries for which we could calculate the cultural 
distance values (i.e., UN countries that participated in the WVS wave 5). The results presented in 
Table 3 are based on this selection (Nevents= 7,606; Ncountries= 38). For comparison, we also include the 
results for a model with all countries (Nevents= 56,171; Ncountries= 131). The coefficients are reported as 
odds ratios, with standard errors for the log odds ratios, and the level 1 error variance is fixed to π2/3. 
Starting from a base model with only random intercepts (1), we add the event level predictors (2), 
geographical distance (3) and cultural distance (4). We evaluate our hypotheses based on the full 
model (4), and in addition report the findings for the data including all countries to show how our 
findings are robust in this larger and more diverse set of events.

The first two hypotheses are clearly supported. For every unit increase on the natural log scale of the 
number of fatal victims, the odds increase by a factor of 1.77 (95% CI = 1.64–1.92, p < .001), meaning 
that the events with more fatal victims are more likely to be covered (H1a). Suicide attacks (H1b) have 
6.59 times the odds of non-suicide attacks (95% CI = 4.76–9.14, p < .001). The all countries model 

Figure 5. Average number of news articles for every fatal GTD event per country.
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shows similar results that also support H1a (odds ratio = 1.46, 95% CI = 1.43–1.49, p < .001) and H1b 
(odds ratio = 8.03, 95% CI = 7.53–8.57, p < .001).

Our findings for the hypotheses regarding the news values of geographical proximity (H2a) and 
cultural proximity (H2b) have an interesting implication for news values theory. If we do not take the 
cultural distance into account, as in model 3, we do find support for H2a, confirming that events 
physically close to home are generally more newsworthy. For every standard deviation that a country is 
further away, the odds decrease by a factor of 0.67 (95% CI = 0.48–0.94, p < .05). This hypothesis is also 
supported by the all countries model (odds ratio = 0.77, 95% CI = 0.66–0.91, p < .001). However, when 
we include cultural distance in the model, the effect of geographical distance disappears (odds 
ratio = 0.98, 95% CI = 0.74–1.30, p = .895). For reference, geographical distance is moderately 
correlated with UN voting difference (r(38) = 0.496, p < .001) and is not correlated with cultural 
values distance (r(38) = −0.110, p = .471). Instead, we now see negative effects of both cultural values 
distance (odds ratio = 0.06, 95% CI = 0.02–0.23, p < .001) and UN voting difference (odds ratio = 0.01, 
95% CI = 0.00–0.12, p < .01). Thus, based on the full model, we reject H2a and accept H2b.

Effect of Threshold on Results

Given the difficulty of determining the best possible threshold to use, it is important to confirm 
whether using a slightly different threshold would change the conclusions. In Figure 6 we present the 
results of the full model (model 4 in Table 3) for different similarity thresholds. The odds ratios 
(y-axis) for each independent variable are plotted for similarity thresholds ranging from 1 to 20 
(x-axis). The whiskers indicate the 95% confidence interval, and dotted horizontal lines are drawn at 
y = 1 (equal odds) to more clearly show the direction and significance of effects.

The results show that the odds ratios are remarkably robust for changes in the similarity threshold. 
Within a wide range of thresholds surrounding the threshold that optimizes the F1 score (6.54) the 
odds ratios are very similar, and conclusions based on the direction and statistical reliability of effects 
would have been identical. It is mainly for very low thresholds, where the precision gets very weak that 
we get different results.18 For higher thresholds, the recall decreases and only events with at least one 
very high similarity score remain. This mainly widens the confidence intervals, but also slightly affects 
the odds ratios.

Table 3. Multilevel logistic regression analysis, predicting news coverage of fatal GTD events nested in countries.

Fatal terrorist attack (GTD) covered in The Guardian

UN countries that participated in WVS All countries
1 2 3 4

Fixed effects Odds Ratios (SE log OR
1)

Constant 0.50 (0.28)* 0.29 (0.28)*** 0.23 (0.27)*** 5.05 (0.51)** 0.19 (0.12)***
H1a: fatal victims (log) 1.76 (0.04)*** 1.76 (0.04)*** 1.77 (0.04)*** 1.46 (0.01)***
H1b: suicide attack 6.57 (0.17)*** 6.54 (0.17)*** 6.59 (0.17)*** 8.03 (0.03)***
H2a: geographical distance (z) 0.67 (0.17)* 0.98 (0.14) 0.77 (0.08)**
H2b: cultural values distance 0.06 (0.70)***
H2b: UN voting difference 0.01 (1.43)**
Random Effects
σ2

event 3.29 3.29 3.29 3.29 3.29
τcountry 2.16 1.99 1.63 0.47 1.16
Deviance 5972.1 5590.9 5585.8 5556.8 51,657
χ2 381.2*** 5.1* 29.0***
AIC 5,976.1 5,598.9 5,595.8 5,570.8 51,667
BIC 5,990.0 5,626.7 5,630.5 5,619.4 51,711
Nevents 7,608 7,608 7,608 7,608 56,175
Ncountries 38 38 38 38 131

* p < 0.05; ** p < 0.01; *** p < 0.001. 
aCoefficients are transformed to odds ratios, but SE reported for log odds ratios.
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For our best approximation of the true gatekeeping function, it makes sense to use the threshold 
that optimizes the F1 score of the event matches. However, it is also interesting to see that the results 
are mostly the same if we would have used a much higher threshold, where we sacrifice recall for better 
precision. Overall, this indicates that the results of the matching algorithm, even with imperfect 
accuracy and using our weakly supervised method for determining the threshold, can reliably be 
used to estimate the gatekeeping function. Note that for other data and predictors of coverage, 
changing the threshold might have a stronger impact on odds ratios, so for other studies we 
recommend performing the same comparison of statistical models for different thresholds as shown 
in Figure 6.

Discussion

We presented a computational method for linking event data to news articles, and demonstrated how 
this method can be used to investigate news selection. Our validity tests suggest that the method 
performs good enough to use the linked data directly in an analysis, and our example analysis 
demonstrates how these data can be used to analyze the journalistic gatekeeping process on a large 
scale. We conclude that this method enables the conceptual gatekeeping model to be formalized as 
a statistical model, similar to the method proposed by (Soroka, 2012) but from an event perspective. 

Figure 6. Odds ratios of full model with 95% CI for different similarity thresholds.
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Hypotheses concerning multiple event level predictors of coverage can then be tested in a multivariate 
analysis.

The example analysis presented in this paper demonstrated a simple case where we only investi-
gated event-level predictors of whether an event is covered. Beyond this classic gatekeeping question, 
the linked event-article data can be used to combine event-level data with a content analysis of the 
news message to also investigate how an event is covered. For example, a sentiment analysis could 
reveal whether certain types of terrorist attacks are covered with different emotions, and we could 
analyze which attacks are actually labeled as “terrorism” by journalists. Furthermore, data about news 
outlet and time could be included, which could be used to investigate organizational level factors and 
institutional level shifts. By leveraging event databases and computational techniques for linking them 
to news articles, large-scale event-level analysis can allow us to ask new questions, and approach old 
questions from a different perspective.

A novel methodological contribution of this study is the method for estimating a good similarity 
threshold without relying on a gold standard. Based on the fact that news coverage of an event is most 
likely to follow shortly after it occurs, and can never precede it, we can estimate a precision and recall 
score, and their harmonic mean (F1). We found that the similarity threshold in the algorithm that 
optimizes this estimated F1 score lies close to the threshold that optimize the ’real’ F1 score. This 
should be tested on more cases, because if it holds true within a passable margin of error, it could be 
used to determine good parameters for event-to-news matching tasks in cases where extensive gold 
standards are not easily available. The parameter estimation technique might also be generalized to 
other tasks where document similarity is used to study news coverage. In this paper, we proposed 
a simple implementation of the idea that we can use time to estimate a false-positive rate based on 
matches that are impossible, but this idea can be generalized to matches that are less plausible. For 
example, for the task of identifying whether different news articles cover the same event, it is safe to 
assume that these news articles should be published around the same time. By fitting the observed 
matches to an expected probability distribution of the time differences of news article pairs, we can 
calculate which settings of the matching algorithm optimize this fit. Thus, this idea might more 
broadly have applications in the study of news flows and text reuse.

An important practical observation is that the results of the statistical analysis are remarkably 
robust for small to moderate changes in the threshold. This suggests that for statistically investigating 
the effects of event characteristics on the odds of news coverage, when using this event matching 
approach on a sufficiently large scale, it is good enough to use an approximately good threshold. As 
a pragmatic first step for this type of analysis, one could use our parameter estimation technique for 
determining a good threshold value, and then perform the analysis for a range of thresholds around 
this value, as we did in Figure 6.

Regarding the limitations of the event matching approach, it should be assumed that large event 
archives are never completely accurate, and that the criteria for including certain events and excluding 
others can be inconsistent (for a discussion of terrorism archives, see LaFree, 2019). Since news data 
are often an important information source for the creation of event databases, distortions in the news 
coverage can also spill over, thus confounding our real-world input. This can also lead to differences 
between countries due to different media systems and press freedom, which affects the supply of 
information based on which event databases are often maintained. There can also be structural biases 
in the matching data, because different types of events and countries tend to be covered in different 
ways. This can affect the accuracy of a matching algorithm based on text similarity, because certain 
ways of covering events might be less similar to how events are described in the database.

A key avenue for progress is to pursue higher precision and recall. Using the threshold with the 
highest F1 score (F1 = 65%), the recall was good (80.53%), but the precision was on the low side 
(54.49%). In other words, the algorithm managed to find about four out of five of the actual event- 
news pairs, but almost one out of two matches was a false positive. This is not bad for this type of 
extreme rare event problem, but it does mean that there is still much noise in our analysis, and likely 
also structural bias. We identify two main ways in which our current approach can contribute toward 
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further development. Firstly, it can be used as a preparatory step to cull the vast majority of irrelevant 
event-article pairs. With a recall of 80.53%, over 99.943% of all possible matches (i.e., news articles 
within 7 days after the event) could be removed. Another method, possibly involving more compu-
tationally demanding techniques, could then be used to improve precision with less harm to recall. 
Secondly, this preparatory step also makes manual content analysis of the remaining article pairs 
feasible. With minor concessions to recall, this could be used to overcome human limitations in 
developing gold standards and training data for machine learning approaches.

We have argued that linking event archives to news articles can be a powerful method for analyzing 
the gatekeeping process. The tool provided with this paper can be used to perform this type of analysis 
or as a starting point for improving the method and creating better gold standards. To accommodate 
a closer investigation of improvements or flaws in our code and method, the online appendix makes 
our analysis fully replicable and has detailed documentation. The open-source software will actively be 
maintained, and relevant new developments will be integrated.

Notes

1. The RNewsflow package, available on CRAN: https://cran.r-project.org/web/packages/RNewsflow/index.html
2. https://github.com/kasperwelbers/gtdnews
3. In our data, the 446,612 news articles and 112,019 events yielded 86,274,229 possible matches within a 7 day time 

window, and only 49,079 of these were actual matches (according to our results using a threshold of 6.54).
4. Specifically, we used the fields: summary, city, country_txt, attacktype_txt, targtype_txt and targsubtype_txt 

(target type), natlty_txt (target nationality), gname (terrorist group name), gsubname, weapptype_txt and weapde-
tail (weapon type and detail), and victims. For numbered fields (weaptype1_txt, weaptype2_txt, etc.) all fields were 
included.

5. Example of a GTD event: https://www.start.umd.edu/gtd/search/IncidentSummary.aspx?gtdid=201911290008
6. https://www.start.umd.edu/gtd/
7. https://open-platform.theguardian.com/
8. Our population query contained 165 terms such as “dead”, “attack”, “bomb” and “kidnapped”. The full query is 

available in the online appendix
9. Note that certain languages it is generally better to use lemmatization instead of stemming. In R this is supported 

for some languages in the udpipe (Wijffels, 2019) and spacyr (Benoit & Matsuo, 2020) packages.
10. Specifically, we merged terms that (1) start with the same character, (2) at least 2/3 character tri-grams were 

identical, and (3) no more than 4 tri-grams were different
11. We also divided the idf scores by the highest possible idf score so that values are bounded between 0 and 1. This 

division by a constant does not at all affect the analysis, but makes interpretation easier.
12. Our actual calculation is different, because we calculate the rate of matches over the total number of event-article 

comparisons, instead of the rate over time
13. https://github.com/kasperwelbers/gtdnews/blob/master/online_appendix/threshold_estimation.pdf
14. To illustrate this, the second validation set includes comments about ambiguous cases
15. The analysis using all data is available in the online appendix. The only notable difference in findings is that the 

effect of cultural values distance – one of the two cultural distance variables – disappeared.
16. We also fit a multilevel negative binomial model using the number of articles per event as the response, to test 

whether analyzing the amount of articles rather than whether or not an event is covered would have changed the 
conclusions. The incidence rate ratios were very similar to the odds ratios of the logistic regression, and the 
substantive conclusions would have been the same. However, the assumption that incidents (i.e., the articles to 
which an event is linked) are independent is clearly violated, and the model also failed to converge. Since most 
variance is in whether or not an event is covered, we reported the simpler and more reliable logistic model.

17. Wave 6 (2010-2014) is available, but without the UK. We assume that these values changed little within the period 
of our study, which is consistent with comparisons based on previous waves.

18. This lowest threshold is already fairly high. Of all comparisons between events and news articles published within 
7 days after the event, only 0.71% pass this threshold.
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