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#### Abstract

High-speed scanning tunneling microscopy (STM) data have become available that provide movies of time-dependent surface processes. To track adsorbed atoms and molecules in such data automatic routines are required. We introduce a multiresolution wavelet particle detection algorithm for this purpose. To identify the particles, the images are decomposed by means of a discrete wavelet transform into wavelet planes of different resolutions. An 'à trous' low-pass filter is applied. The coefficients from the wavelet planes are filtered to remove noise. Wavelet planes with significant coefficients from the particles are multiplied, and the product is transformed into a binary particle mask. The precision of the method is tested with data sets of adsorbed CO molecules and O atoms on a $\mathrm{Ru}(0001)$ surface. The algorithm can safely detect and localize these particles with high precision, even in the presence of the enhanced noise characteristic for high-speed, constant-height STM data. By linking the particle positions, we obtain extended trajectories with a resolution of $\sim 0.5 \AA$ or better allowing us to investigate the detailed motion of single atoms on a surface.


## 1. Introduction

There is an increasing number of scanning tunneling microscopy (STM) studies in which much higher recording speeds than in standard setups have been achieved. Based on several instrumental improvements and by operating the STM in the constant height mode, rates of up to 100 images per second have been reached [1-5]. This is a considerable advance with respect to the minutes timescale on which images are usually recorded by STM. Atomically resolved movies have become accessible that provide insight into the dynamics of surface processes. For example, experiments performed in electrolyte solutions, showed that the hopping rates of adsorbed particles on an electrode surface are strongly affected by the electrical potential [6, 7]. And recently, it was observed that adsorbed atoms on a catalyst surface move through a dense adsorption layer at a surprising speed that is almost as high as on an empty surface [8].

The analysis of such data, which may consist of several thousand frames, requires algorithms that can automatically detect the adsorbed atoms and molecules, localize their positions with a sufficient precision to attribute them to the lattice sites of the single-crystal surfaces, and track their paths in successive images. Because of the characteristics of high-speed STM data, this is not a trivial task:

- The tunneling current preamplifier has to have a much higher band width than preamplifiers used in the slow, constant current mode. This condition is necessarily connected with an enhanced noise of the current signal.
- Images containing the additional, STM-typical line noise that is mainly caused by uncontrolled changes of the tunneling tip structure during scanning can be manually sorted out from the small data sets obtained by slow STM. For extended movies this is no longer feasible.
- The pixel resolution in STM movie data is usually low. In the $x$ direction, along the line scan direction, this results from the limited digital sampling rate. In the $y$ direction, the pixel resolution is given by the number of scan lines. This number is limited because the minimal time for one scan line is limited by the mechanical resonances of the STM. Hence, when a high frame rate is intended, the number of scan lines has to be low.
- The images are usually distorted by the use of sinusoidal or other non-linear piezo driving voltages $[1,3,5]$. The linear, saw-tooth driving voltages used in ordinary slow, constant-current STM contain higher harmonics that lead to mechanical vibrations and thus make imaging at higher scan rates impossibile.
- Atomic steps or the tilted background from a not perfectly horizontal sample may be more prominent than the atomic or molecular features to be tracked. This is problematic when a single threshold is used to recognize the features to be tracked and exists in standard as well as in high-speed STM.
- Also not restricted to high-speed STM is the problem that adsorbed atoms and molecules usually do not display simple Gaussian shapes. Localization methods based on a Gaussian profile can therefore not be used in general [9, 10].
- Thermal drift and piezo creep make it difficult to allocate atomic positions with respect to a lattice.

An early idea for atom tracking by STM that avoided several of these problems was to dispense with scanning altogether and keep the tip horizontally positioned over an adsorbed atom by means of a feedback controller $[11,12]$. When the atom moved, the tip followed the atom and thereby determined the trajectory of the atom. However, because images were no longer generated, the environment of the moving atom was not visible and effects of neighboring atoms on the trajectories could not be studied. In other publications that dealt with ordinary 2D image sets, applications of pattern recognition techniques have been mentioned, but not described in detail [13, 14]. One detailed publication describes a tracking routine based on intensity thresholding, i.e., a feature in an image was identified as an adsorbed atom when the tunneling current in several neighboring pixels was higher than a defined threshold [15]. This relatively simple method works well as long as the signal from the adsorbed atoms is sufficiently strong but molecules that only weakly influence the tunneling current are probably difficult to analyze. Another atomic tracking method used a convolution of the STM images with a target image of a model atom [16]. This fast-Fourier transform (FFT)-based procedure, performed by calculating the cross-correlation of an image with a target image, is used in standard image processing methods for locating objects. With STM data, this approach worked well but, to discriminate between atomic features and noise, it required iterative construction of the model atom. It is also not clear how well it would work with data containing a lower signal-to-noise ratio or low pixel resolution. However, cross-correlation-based methods have successfully been applied for high-speed atomic force microscopy (AFM) movies of protein diffusion [17-19]. Target images were constructed by averaging over several molecules from the molecular ensembles in the movie data.

Here, we describe a method for particle tracking in video-rate STM movies consisting of several hundred to several thousand images based on a wavelet approach. The algorithm detects particles of various shapes in an environment of high noise and localizes their positions on the underlying single crystal surface. The particle positions are then linked in consecutive frames to generate trajectories. In a previous study, we have applied the algorithm to video-rate STM movies in order to track diffusing O atoms on a CO-covered $\mathrm{Ru}(0001)$ surface [8]. Here, we present a detailed description of the method.

## 2. The tracking algorithm

Before beginning with the tracking analysis, the data need to be prepared for tracking by first correcting the recorded images for the above mentioned distortions from the non-linear driving voltages. In the present case, where sinusoidal voltages were used, the method described in reference [5] is applied. The STMtypical line noise could also be removed first, at least partially, by applying filter routines [8,20]. However, as we are interested in investigating the performance of the algorithm in the presence of this type of noise, we did not prefilter the data. Furthermore, the data were exclusively recorded on atomically flat terraces so that steps do not interfere with the analysis. We expect that the algorithm still works reasonably well in the presence of steps but have so far not studied such data in detail. One could also first remove steps from the images, e.g., by applying the method described in reference [15]. For the experiments presented here, the background from a tilted sample was already corrected during recording of the raw data by adding a fraction of the $x$ driving voltage to the voltage controlling the vertical $(z)$ direction in such a way that the scan lines were exactly horizontal [5].

When performing a single particle tracking (SPT) analysis ex post facto, typically two steps are required. The first step is the identification and localization of the individual particles in all images. In the second
step, the positions of the individual particles between the different images are connected. To improve particle detection, we used a wavelet approach.

### 2.1. Wavelet decomposition

There are several ways of acquiring or enhancing objects in an image. A simple way to enhance the contrast of objects in a noisy environment is to convolute the image with a 2D Gaussian function. The Gaussian function averages pixels in a certain area, reducing the variance between neighboring pixels and resulting in a smoothed image. In this way, the Gaussian acts as a low-pass filter, eliminating high spatial frequencies in the image caused by noise. The width of the Gaussian filter determines up to which scale objects are smoothed out and thus removed from the image.

More generally, other filters are available. Here, we do not use Gaussian functions but wavelets (an English/French composite for 'small waves'). Wavelets, commonly designated by $\psi$, are certain oscillatory functions that display a few oscillations in a limited time or space interval and quickly decay outside this interval [21, 22]. The local frequency of the oscillations, which is linked to the width of the interval, defines the size of features in the image that are enhanced. In wavelet terminology, the frequency and the related interval are referred to as the scale of the wavelet. By convoluting a wavelet with a signal $I$

$$
\begin{equation*}
\psi * I=W, \tag{1}
\end{equation*}
$$

where the asterisk, $*$, is used to signify the convolution, a wavelet transform, $W$, is generated that contains the coefficients of the wavelet. In the continuous wavelet transform, $W$ is a continuous function of the scale. Because of the localized nature of wavelets, the maxima in $W$, which occur at a certain scale, are correlated with the positions of features of similar sizes in the signal. In contrast to a Fourier transformation, a wavelet transformation can therefore be used to analyze signals both in the frequency and time domain, and can be used to investigate heterogeneous, dynamic systems [23]. These properties have been used for the analysis of seismic signals [24-26], and also for detecting and localizing objects in spatial data, e.g., in astronomical images [27] and in fluorescence microscopy images of biological samples [28]. Wavelet-based methods are also widely applied for image denoising [29-31] and compression [32].

In a discrete wavelet transform (DWT), a signal is decomposed into a finite number of wavelet transforms [33, 34]. The DWT replaces the convolution with continuous wavelet functions by a series of filters, each stage consisting of a pair of high and low-pass filters. Mathematically, the application of the high-pass filter is a convolution of the signal with a high-pass filter function $g$. In the present case, where the signal is a 2D STM image, $A_{0}(x, y)$, application of the first high-pass filter:

$$
\begin{equation*}
g * A_{0}=W_{1} \tag{2}
\end{equation*}
$$

gives a transform $W_{1}(x, y)$, the so-called wavelet plane of detail level 1. It contains the fine details of the image, i.e., features appearing at (spatial) frequencies between the filter frequency and the maximum frequency given by the pixels of the image. The high-pass filtering corresponds to a wavelet transformation across this frequency band.

Application of the low-pass filter is a convolution with a low-pass filter function $h$. Its convolution with $A_{0}$ gives a low-pass-filtered image $A_{1}(x, y)$, the first, so-called approximation:

$$
\begin{equation*}
h * A_{0}=A_{1} . \tag{3}
\end{equation*}
$$

The approximation $A_{1}$ is then treated by the second pair of high and low-pass filters at half of the cut-off frequency of the first filter stage:

$$
\begin{align*}
& g * A_{1}=W_{2}  \tag{4}\\
& h * A_{1}=A_{2} \tag{5}
\end{align*}
$$

The resulting wavelet plane $W_{2}(x, y)$ highlights features of larger size than in $W_{1}$ and the approximation $A_{2}(x, y)$ is a more strongly low-passed filtered image than $A_{1}$. Halving of the frequency is usually realized by dyadic downsampling of the image. This procedure is repeated recursively. After $j$ recursion steps, a set of wavelet planes $\left\{W_{1}, \ldots, W_{j}\right\}$ has been generated, each of which shows objects of different sizes at a different resolution. One therefore speaks of a multiresolution decomposition [33]. [When the filter functions are correctly chosen, the DWT preserves all information in the image and, from the set of wavelet planes together with the last approximation, $\left\{W_{1}, \ldots, W_{j}, A_{j}\right\}$, one can reconstruct the original image $A_{0}$. We do not use this property in the present application, which aims at the identification of particles in the $W_{i}$ planes.]

### 2.2. The 'à trous' wavelet transform

From the available DWT algorithms [22,34, 35], we adopt the 'à trous' (with holes) wavelet transform, which has been shown to be suitable for fast and robust particle detection in 2D imaging data [27]. In contrast to standard methods, it provides an efficient downsampling of relevant frequencies in an image without decreasing the image size.

For the first low-pass filter, the row vector $h_{1}=\left[\frac{1}{16}, \frac{1}{4}, \frac{3}{8}, \frac{1}{4}, \frac{1}{16}\right]$ is used [27]. For computational efficiency, this 1D filter is applied consecutively to the two dimensions of the images, i.e., first a row by row convolution is performed, and then a column by column convolution with the corresponding column vector $h_{1}{ }^{\text {T }}$. The orange box in figure 1 (top panel) shows the full, 2D shape of this filter function. To avoid discontinuities at the edges, the images are first symmetrically mirrored at the borders. Application of the first filter $h_{1}$ to $A_{0}$ :

$$
\begin{equation*}
h_{1}^{\mathrm{T}} *\left(h_{1} * A_{0}\right)=A_{1} \tag{6}
\end{equation*}
$$

where $h_{1}{ }^{\mathrm{T}}$ is the matrix transpose of $h_{1}$, gives the first approximation $A_{1}$ (figure 1, red box, top panel). Because the à trous filter preserves the image size, the first detail level $W_{1}$ can be obtained without explicit high-pass filtering, simply by taking the difference between the original image and the first approximation:

$$
\begin{equation*}
A_{0}-A_{1}=W_{1} \tag{7}
\end{equation*}
$$

(figure 1, blue box, top panel). In the next step, the low-pass filter is expanded by inserting a zero (for $j=2$ ) or, in general, $2^{j-1}-1$ zeros, between the entries in the filter $h_{j}$ for each detail level $j \in \mathbb{N}$ (hence the name 'à trous') [27, 34]. Expanding the filter has the advantage over image downsampling that the pixel sizes of the approximations and detail levels are preserved. Pixel positions therefore remain constant and the wavelet transform is translationally invariant. Both features are crucial for localizing the positions of particles in addition to their mere detection. The detail levels are obtained recursively by applying the expanded low-pass filter to the previous approximation and taking the difference to the current approximation:

$$
\begin{gather*}
h_{j}^{\mathrm{T}} *\left(h_{j} * A_{j-1}\right)=A_{j},  \tag{8}\\
A_{j-1}-A_{j}=W_{j}, \quad \forall j \in \mathbb{N} . \tag{9}
\end{gather*}
$$

The procedure is illustrated in figure 1. The original STM image, $A_{0}$, shows ten oxygen atoms (bright spots) adsorbed on a $\mathrm{Ru}(0001)$ surface and forming a cluster with a local $(2 \times 2)$ structure. The image is a small section from a larger image (figure 3), and it shows the relatively high noise and low pixel resolution often characteristic for video STM data. Better data can be obtained but, for the present purpose, we intentionally chose an example with only moderate quality. Figure 1 shows how the approximations and detail levels (red and blue frames, respectively) develop as the size of the filter (orange frame) is increased from $j=1$ to $j=4$. The number of reasonable detail levels is determined by the finite size of the images. For the 200 pixel $\times 200$ pixel images usually analyzed in this work, detail levels are calculated up to $j=6$, for which the size of the filter ( 129 pixels) almost reaches the number of pixels in one dimension.

### 2.3. Particle detection

The elegance of the method is that the wavelet coefficients in each detail level $W_{j}$ are correlated to the actual size of an object localized at a certain pixel position. In a noise-free environment, all coefficients at positions without a particle would remain zero as no frequency components would be present. In the presence of noise, there is an uncorrelated carpet of non-zero values especially, but not exclusively, in the detail levels containing high frequencies (e.g. $W_{1}$, figure 1, blue frame, top panel). As outlined in the introduction, the two major sources of noise are the tunneling current pre-amplifier and intermittent structure changes of the tip. For our data, we treat all noise as additive, uncorrelated white noise. Most of this additive noise can be filtered out by applying a threshold on the coefficients in the wavelet planes $W_{j}$ based on their median absolute deviation (MAD) $\bar{\sigma}_{j}$ [28]:

$$
W_{j}^{\text {thr }}(x, y)= \begin{cases}W_{j}(x, y) & W_{j}(x, y) \geqslant 2 \bar{\sigma}_{j}  \tag{10}\\ 0 & \text { otherwise }\end{cases}
$$

The result is shown in the green frame in figure 1 . We use the MAD instead of the standard deviation because it is more robust against outliers. Note that the coefficients in a wavelet plane do not necessarily follow a single type of distribution. In contrast to previous approaches for astronomical and biological images [27, 28], we obtain good results with a less harsh threshold of $2 \bar{\sigma}_{j}$ as we use an additional selection step discussed next.


Figure 1. Schematic of the multiresolution wavelet tracking algorithm. Convolution of the first low-pass filter function $h_{1}$ (orange frame, top) with the original image $A_{0}$ gives the first approximation $A_{1}$ (red frame, top) and the difference between $A_{0}$ and $A_{1}$ gives the first detail level $W_{1}$ (blue frame, top). The process is recursively iterated by applying the increasingly expanded low-pass filter function (orange frame) to the previous approximation $A_{j}$ (red frame). By taking consecutive differences $A_{j-1}-A_{j}$, the detail levels $W_{j}$ are obtained (blue frame). The detail levels are then filtered for significant coefficients (green frame, $\left.W_{j}^{\text {thr }}\right)$. The particle mask PM (right, binary image) is obtained by multiplying the detail levels containing significant information (here $W_{2}$ and $W_{3}$ ) and applying a second thresholding step. The multiplication enhances the separation of neighboring particles (red arrows) and reduces the effect of noise. All images have individually been scaled for maximum contrast. (The original image $A_{0}$ is taken from the red highlighted region in figure 3(a).)

It has been suggested that the effects of the particles with respect to noise can be enhanced by calculating the product of the wavelet planes of all scales [28]. The idea is that particles should have non-zero coefficients on all detail levels, whereas this should not be the case for noise. The product should therefore only be significant at positions $(x, y)$ where particles are localized. We use a modification of this approach because, in our case, the data may contain several types of particles, e.g. adsorbed O atoms and CO molecules [8], and these contribute differently to the different wavelet planes. Instead of multiplying all wavelet planes, we only utilize a subset $j=\{a, \ldots, b\}$ :

$$
\begin{equation*}
M_{a, b}(x, y)=\prod_{j=a}^{b} W_{j}^{\mathrm{thr}}(x, y) \tag{11}
\end{equation*}
$$

Selection of the detail levels to be included is done manually based on the visual appearance of the images and no a priori knowledge about the exact sizes of the particles is needed. This is normally done only once for a full data set with the same resolution and similar particle size. For the example in figure 1 , it is obvious that the detail level $W_{1}^{\text {thr }}$ only shows residual high-frequency noise not completely removed by the preceding thresholding. In detail levels $W_{2}^{\text {thr }}$ and $W_{3}^{\text {thr }}$, the individual oxygen atoms are clearly visible. Toward higher $j$ 's, the detail levels no longer show individual atoms but an object the size of the entire cluster of atoms, as shown for $W_{4}^{\text {thr }} . M_{a, b}(x, y)$ is therefore only calculated with the two intermediate detail levels $j=\{2,3\}$.

The resulting product is then transformed into a binary particle mask, PM. This is achieved by applying a threshold to $M_{a, b}$ such that all pixels with coefficients higher than the threshold are set to one and all
pixels with lower coefficients are set to zero.

$$
\operatorname{PM}(x, y)= \begin{cases}1 & M_{a, b}(x, y) \geqslant \text { threshold }  \tag{12}\\ 0 & \text { otherwise } .\end{cases}
$$

This second threshold is set manually in one or a few images of a movie and then applied to the entire movie for consistency. It is chosen such that it leads to sufficiently large coherent arrays of unity-valued pixels at the positions of the particles but, at the same time, avoids overlaps between neighboring particles. This is demonstrated for the binary particle mask for the subimage shown in figure 1. One can see that the product formation of $W_{2}^{\text {thr }}$ and $W_{3}^{\text {thr }}$ along with a careful setting of the threshold for the mask has created ten separate arrays for the ten atoms and has removed the critical intensity bridging between two neighboring O atoms in $W_{3}^{\text {thr }}$ (red arrow).

### 2.4. Particle localization

After all particles in an image have been detected, their positions are determined. For this purpose, a morphological closing operation is first applied to the arrays of unity-valued pixels in the particle mask, PM. Single enclosed zero-valued pixels are set to unity by this operation. The resulting arrays represent the individual particles. Arrays with less than five pixels are discarded. This limit was found suitable for the data sets analyzed here and in reference [8]. In the case of considerably smaller or larger STM images, it may need to be adjusted. The exact particle positions are then determined by calculating the centers of mass of all pixels in the arrays belonging to the individual particles, resulting in a sub-pixel localization. There are more advanced techniques for particle localization utilized for fluorescence microscopy data [36, 37] but we find that these approaches work less well here due to the fact that they are based on having diffractionlimited particles and can therefore make use of the symmetry of the point-spread function. As visible in figure 1, the atomic features in STM data generally differ from that of an optical point-spread-function.

### 2.5. Particle linking

The next step in SPT is the linking of particles between neighboring frames of the movie, which allows trajectories of moving atoms or molecules to be extracted from STM movies. For the type of data analyzed in reference [8]-images containing a few, typically well-separated particles that usually move by short distances between two consecutive frames-this is relatively straightforward. Particles rarely come close to each other, and it is infrequent that a particle leaves or enters a frame or is intermittently lost because of an uncontrolled change in the tip structure during imaging.

For these conditions, a simple nearest-neighbor approach is appropriate and sufficient. To find the same particles in two successive frames, the distances between all particle positions in the current and the previous frame are calculated, resulting in a distance matrix of all possible connections. When the lateral distances have local minima in this matrix and do not exceed a defined tolerance radius, the positions of the particles in the current frame are linked to the positions in the former frame. (The tolerance radius depends on the data set; for the present data, values of around $7 \AA$ are typically used.) When a second particle appears within the tolerance radius of a particle from the previous frame, the trajectory of this original particle is no longer unique and the trajectory is closed. When no particle is within the tolerance radius in the previous frame, the particle in the current frame is marked as new and a new trajectory is opened. When a particle in a former frame has disappeared in the current frame, its last position is kept for up to five frames and, when a particle is detected within the tolerance radius of this position within these five frames, its position is linked to the previous position. Otherwise, the trajectory is closed, and a particle appearing later at this position will be treated as a new particle. Such interrupted trajectories can result from a structural change to the tip. When this becomes obvious by a later manual examination of the data, two consecutive trajectories can be merged together into one coherent trajectory. At higher particle densities, linking becomes, of course, much more challenging and more advanced linking approaches can be applied [38].

### 2.6. Drift correction

In the last step, the trajectories are corrected for thermal drift and drift from piezo creep. Drift causes a slow shift of the imaged area with respect to the sample surface, adding a further translation vector to the actual movements of the particles. Signs for drift are unidirectional or even bent trajectories (when the drift changes with time). Therefore, drift has to be removed prior to a statistical analysis of the particle trajectories.

Drift can be removed by calculating the 2D cross-correlations between pairs of images, a method that has been successfully applied for AFM movies [39, 40]. In conventional, slow measurements, the drift would
usually be determined from the cross-correlation between consecutive images. The displacement at which the two images match best, given by the maximum in the correlation map, gives the drift vector in the $x$ and $y$ directions in units of integer pixels. In the present high-speed data, the drift between two consecutive images is always much lower than one pixel (typically of the order of $1 / 100$ of a pixel), so that this method has to be modified. This is achieved by splitting the STM movies into several intervals and calculating the 2 D cross-correlations between the first and last images of the intervals. The drift between two consecutive images within an interval is then evaluated by linearly interpolating between the first and last images in this interval. The lengths of the intervals are manually adjusted according to the respective form of the drift. Variable drift requires short intervals whereas a low constant drift can be more accurately corrected with longer intervals. The method works as long as there is one immobile atom or island in the interval, or when there are several atoms which only jump rarely.

## 3. Results and discussion

### 3.1. Particle localization in a hexagonal layer of CO molecules on $\mathrm{Ru}(0001)$

To test the performance of the algorithm, two data sets were analyzed, both of them from STM movies collected in the constant height mode at high speed. The first data set is from a $\mathrm{Ru}(0001)$ surface with a full layer of CO molecules and a low concentration of embedded O atoms. The second set is from the $\mathrm{Ru}(0001)$ surface with a low coverage of adsorbed O atoms. We first focus on particles that do not move, which enables us to characterize the localization precision of the algorithm. Figure 2(a) is a frame from the first data set, one of the movies analyzed in reference [8] but displayed here with inverted contrast. It shows a hexagonal pattern where the bright spots represent the CO molecules. The molecules form an ordered $(\sqrt{3} \times \sqrt{3}) \mathrm{R} 30^{\circ}$ structure (see the structure model in figure 2(e)) [41]. There is one dark site in the layer (figure 2(a), red arrow) where the CO layer has a vacancy which is occupied by a single O atom; these features are dynamic and will be analyzed further below. The ordered CO structure can, for the present purpose, be regarded as unchanging (in reality, there are fast fluctuations in the CO layer but these occur at a much higher rate than the time resolution of the STM, which shows time averaged positions of the CO molecules) [8, 42].

Figure 2(b) shows the center-of-mass positions (gray) of the CO molecules obtained by the wavelet localization algorithm from 532 successively recorded images. The averaged positions are marked by black crosses. The scatter of the positions is low and hardly visible on this scale. Figure 2(c) shows an expansion of the marked section (figure 2(b), red frame), where one can see the individual data points (gray areas around the crosses).

As a first check, we analyzed how well the average CO positions fall on a $(\sqrt{3} \times \sqrt{3}) \mathrm{R} 30^{\circ}$ lattice. For this purpose, the area of figure 2(c) was superimposed with a perfect hexagonal lattice (figure 2(d), blue dots), but leaving the exact lattice constant variable. This takes the fact into account that the pixel-to- $\AA$ calibration may vary somewhat between experiments. With these boundary conditions, the constructed lattice describes the averaged CO positions very well (figure 2(d), crosses). Of course, when the length calibration is performed in this way-using the crystallographic lattice constant of the $(\sqrt{3} \times \sqrt{3}) \mathrm{R} 30^{\circ} \mathrm{CO}$ structure of $4.685 \AA$-the accuracy of the localization, i.e., the deviation between the average positions and the true lattice points cannot be quantified. However, the precision of the localization, i.e., the width of the distribution around the average positions, can be used as a quality measure. Figure 2(f) shows a 2D histogram of all determined CO positions with respect to their mean positions in the entire series and the cumulative distances in $x$ and $y$ direction. The precisions obtained from the FWHM of the normal distribution fits are $0.53 \AA$ in $x$ and $0.54 \AA$ in $y$ direction (table 1). The slightly elongated shape of the histogram results from residual drift that was not fully removed by the drift correction routine.

As another measure of the localization precision, we used the distribution of distances between adjacent CO molecules (figure 2(g)). The distribution is quite narrow and a fit to a normal distribution gives a FWHM of $0.22 \AA$. Assuming that the uncertainties in the positions of the individual particles are independent of each other, the distance distribution is a convolution of two normal distributions. Therefore, the FWHM has to be divided by $\sqrt{2}$, giving a value for the precision of $0.16 \AA$. As a third measure, we use the Euclidean distances between the mean CO positions and the lattice points of the $(\sqrt{3} \times \sqrt{3}) \mathrm{R} 30^{\circ}$ lattice constructed above (figure 2(h)). The mean deviation of $0.20 \AA$ between the real and ideal positions is in good agreement with the precision determined from the intermolecular distances.

Hence, depending on which quality measure is used, the localization precision is between ca. 0.2 and $0.5 \AA$, with distances determined from neighboring molecules being approximately a factor 2 better. The precision is thus close to or even better than the pixel resolution of $0.4 \AA$ per pixel in this particular experiment. The better precision determined from the molecular distances might be explained when some


Figure 2. Position localization for a layer of adsorbed CO molecules. (a) Part of a single frame from an STM movie showing the region used for analysis from a layer of adsorbed CO molecules (bright spots) on a $\mathrm{Ru}(0001)$ surface. The dark site is a CO vacancy occupied by an O atom (red arrow). The region of the image analyzed in figure 4 is highlighted in green. Experimental conditions and parameters: constant height mode, 532 frames, imaging rate: 12 Hz , tunneling voltage: $V_{\mathrm{t}}=-0.7 \mathrm{~V}$, mean tunneling current: $I_{\mathrm{t}}=3 \mathrm{nA}, T=267 \mathrm{~K}$, inverted contrast. (b) All localized CO positions (gray) and mean positions (black crosses) identified by the algorithm. (c) A detail from the region in panel (b) highlighted in red. (d) The overlay of an ideal $(\sqrt{3} \times \sqrt{3})$ R30 lattice (blue dots) on the mean positions from (c) (crosses). The rotation, translation, and exact lattice constant of the $(\sqrt{3} \times \sqrt{3})$ R30 $0^{\circ}$ lattice have been fitted to the mean positions in (b). (e) Model of the $(\sqrt{3} \times \sqrt{3}) \mathrm{R} 30^{\circ}$ structure, with CO molecules depicted in blue, Ru atoms in gray and a unit cell in black. (f) Localization precision of all detected CO molecules relative to their mean positions in the whole data set. The distributions in $x$ and $y$ and fits to normal distributions (red) are indicated. (g) The distribution of intermolecular distances and fit to a normal distribution (red). (h) A histogram of the absolute Euclidean distances between the mean positions of the molecules and the nearest lattice points of a perfect $(\sqrt{3} \times \sqrt{3}) \mathrm{R} 30^{\circ}$ structure.
of the uncertainty in the particle positions was caused by variations of entire frames, e.g., by an imperfectly corrected drift or longer-lasting tip structure changes. In this case, the distances between the molecules within the individual frames would be less affected than the overall localizations over the full movie. However, even an overall precision of $0.5 \AA$ is still a factor of 5 better than the lattice constant of $\mathrm{Ru}(0001)$ of $2.705 \AA$.

### 3.2. Particle localization at a low coverage of oxygen atoms on $\mathrm{Ru}(0001)$

The same analysis was performed with the second data set, a movie of adsorbed O atoms (figure 3(a), bright spots) on an otherwise uncovered $\mathrm{Ru}(0001)$ surface. There are attractive interactions between the O atoms that, at the low coverage of this experiment, lead to small clusters with a local $(2 \times 2)$ structure. The O atoms appear roughly triangular, reflecting their threefold adsorption sites [43]. A structural model is shown in figure 3(b). The slight asymmetry of the triangles is an artifact from the tip shape.

To test the precision of the particle localization, a sequence of 1073 frames was analyzed. In a few frames in this series, which has been taken at 262 K , one of the O atoms jumped to a neighboring adsorption site. Because we are interested, at this point, in the positions of immobile atoms, these events were discarded. Figure 3(c) shows the resulting center of mass positions from the atoms in the cluster marked in figure 3(a). The scatter of the positions around the average positions is, again, quite low. This is also reflected by the 2D histogram of the positions of all O atoms in the area with respect to their mean positions in the series (figure $3(\mathrm{~d})$ ). Normal distributions fitted to the data along $x$ and $y$ give a FWHM of $0.62 \AA$ and $0.63 \AA$, respectively, representing the localization precision for this example (table 1). In this case, the histogram is almost circular, indicating that the drift correction worked well. As in the CO case, the distribution of distances between the atoms was also evaluated, although here the result is less significant because of the low number of neighbors. A value of $0.25 \AA$ was obtained for this second precision measure. Overall, the positions of the O atoms are localized with similar precision as in the case of the CO molecules.

### 3.3. Limitations for the particle localization in the STM data

As outlined in the introduction, a localization algorithm applied to high-speed STM data has to deal with several specific problems. One is the enhanced noise. For comparison, we show an STM image of CO

Table 1. Data evaluation of the wavelet algorithm with respect to the localization precision and to the precision from interparticle distances.

|  | Precision with respect to average positions |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Particle | $x$ | $y$ |  | Precision from interparticle distances |
| CO | $0.53 \AA$ | $0.54 \AA$ | $0.42 \AA^{*}$ | $0.16 \AA$ |
| O | $0.62 \AA$ | $0.63 \AA$ |  | $0.25 \AA$ |

*FWHM perpendicular to the direction of drift.


Figure 3. Position localization for adsorbed $O$ atoms. (a) A single frame from an STM movie of adsorbed O atoms (bright) on a $\mathrm{Ru}(0001)$ surface. Experimental conditions and parameters: constant height mode, 1073 frames, imaging rate: 10 Hz , tunneling voltage: $V_{\mathrm{t}}=+0.03 \mathrm{~V}$, mean tunneling current: $I_{\mathrm{t}}=3 \mathrm{nA}, T=262 \mathrm{~K}$, inverted contrast. (b) Model of the structure of the O atom cluster highlighted in red in (a). Red spheres represent the adsorbed O atoms, gray spheres the Ru atoms. (c) Localized positions of the O atoms (gray) and mean positions (crosses) identified by the algorithm in the highlighted area in (a). The black diamond depicts a unit cell of the $(2 \times 2) \mathrm{O}$ structure. (d) Histogram of the detected positions relative to the mean positions in the data set and 1D distributions along $x$ and $y$ dimensions with a fit to a normal distribution (red).
molecules on a $\mathrm{Ru}(0001)$ surface (similar to figure 2$)$ recorded in the standard slow, constant current mode (supporting information (https://stacks.iop.org/NJP/24/033016/mmedia), figure S1). The noise level in the high-speed data is much higher, as expected. Nevertheless, from the two examples above, we show that the precision of the method is sufficient to localize the particles with a precision considerably better than the lattice constant of the Ru surface.

In addition to the average noise, we occasionally observe perturbations in single frames, mainly due to line artifacts from tip structure changes. These effects can be considerably stronger than the average noise and can be problematic for the tracking of moving particles. This is particularly true when the residence time of an atom at a given adsorption site is only one or a few frames before it moves to a neighboring site. We investigate how well our algorithm can deal with line artifacts. Three examples are shown in supporting information, figure S2, where line artifacts occur right at the position of a particle under study. With one exception, the wavelet algorithm was still able to localize the particles satisfactorily.

Another potential problem in high-speed STM imaging is the distortion from the non-linear driving voltage of the scanning piezo. In the present case where a sinusoidal voltage has been applied, this distortion was rectified in a relatively simple way by applying a recalibration function to the $x$ axis [5]. Visually, the corrected images no longer appear distorted, as one can see, e.g., for the $(\sqrt{3} \times \sqrt{3}) R 30^{\circ}$ structure in figure 2(a). To investigate whether the localization precision is still affected despite the rectification process, the data points of figure 2(b) are divided into five parallel stripes along the $y$ axis and the precisions were determined separately (supporting information, figure S3). No clear trend was detected. The precision at the outmost stripes, where one expects the strongest effect, is not significantly different from the middle positions.


Figure 4. Tracking of a moving oxygen atom in a CO layer on $\mathrm{Ru}(0001)$. (a) Model showing an O atom (red) in a vacancy of the layer of CO molecules (blue). The O atom occupies one of three possible threefold-coordinated sites with a Ru atom of the second layer underneath (hcp sites) (the dashed circles mark the two other, equivalent adsorption sites that can be occupied by the O atom). (b) An STM image showing the O atom (bright) and the neighboring CO molecules (dark). The image is a detail from one of the frames from the data set of figure 2 (highlighted in figure 2 in green); same tunneling parameters as in figure 2, but normal contrast. A mov movie of the series is available (supporting information, movie), in which the time-dependent position of the O atom is marked by a red dot. (c) Trajectory of the O atom in the movie of 532 frames; frame numbers are color-coded. Red circles mark the positions identified as outliers. The trajectory is corrected for the drift visible in the mov movie. (d) The same trajectory superimposed on the STM image, showing the correlation of the triangles in the trajectory with the three possible positions of the O atom in the CO vacancy. Experimental conditions and parameters: constant height mode, 532 frames, imaging rate: 12 Hz , tunneling voltage: $V_{\mathrm{t}}=-0.7 \mathrm{~V}$, mean tunneling current: $I_{\mathrm{t}}=3 \mathrm{nA}, T=267 \mathrm{~K}$.

Regarding drift, the slight distortion of the histogram of figure 2(f) along the diagonal (which is the direction of the drift in this movie) from residual uncorrected drift has already been mentioned. When we take the FWHM of a cross section perpendicular to the drift vector instead of the cardinal directions, the precision improves from 0.53 and $0.54 \AA$ to $0.42 \AA$. The non-perfectly compensated drift makes the precision worse by the order of $0.1 \AA$, whereas, in figure 3(d), drift artifacts are no longer measurable.

One could consider applying more elaborate methods for particle localization than using the simple center of mass. For example, one could average the particle masks in a movie to generate an overall molecular shape and then fit the individual molecules to the average shape. One could also first apply filters to the particle masks PM that correct for shape irregularities. For example, the pixel arrays of the particles could be smoothed by filling in or removing pixels at the borders, depending on the coordination numbers, to give more rounded forms. However, considering the overall precision of approximately $0.5 \AA$ or better, we found it unnecessary to employ such filters.

### 3.4. Tracking of mobile oxygen atoms in the CO layer

The complete algorithm, consisting of the localization and the linking of the positions of the particles, was assessed by tracking O atoms embedded in a layer of CO molecules on $\mathrm{Ru}(0001)$ (figure 4(a)). Despite the dense CO layer, the O atoms are still mobile [8]. One of the embedded O atoms is visible in figure 2(a). Figure 4(b) shows an enlarged detail of this area with inverted contrast (i.e., the O atom is bright and the CO molecules are dark). The asymmetric position of the O atom with respect to the six surrounding CO molecules is clearly observable, which is explained by the different adsorption sites for the two species. The structure model in figure 4(a) illustrates the vacancy in the CO layer and the O atom that occupies one of three equivalent threefold absorption sites inside the vacancy.

Figure 4(c) shows the trajectory of the O atom obtained by the tracking algorithm from the analysis of 532 frames. The links between the positions of the O atom are color-coded with time. The shape of the trajectory is striking, exhibiting a row of connected triangles. This can be understood by the fact that the O atom is trapped for some time in the CO vacancy where it randomly jumps between three equivalent adsorption sites, leading to the triangles. Occasionally, there is a site exchange with neighboring CO molecules, after which the O atom is again trapped for a while within the new vacancy [8]. Figure 4(d)
illustrates the correlation between the positions of the O atom and the features imaged by the STM. A movie of the entire series is available (supporting information, movie).

As a measure of the quality of the tracking algorithm, we use the Jaccard similarity coefficient (JSC) [38]. The JSC is defined as the ratio of true positive detections to the sum of true and false positive and false negative detections. In the case shown, the tracking algorithm detects the atom in 529 out of 532 frames. Nine of the positions (figure 4(c), red dots) do not localize with the lattice sites. We treat them as outliers and count them as false positives. Assuming that the atom is present in every frame, the JSC is $520 / 532=0.98$ from a maximum of 1 .

The JSC will be affected by the chosen threshold of $W_{j}^{\text {thr }}$ and by the tolerance radius for the linking of particles in consecutive frames. In general, we choose relatively strict parameters, although the resulting trajectories are shorter because the lower number of true positives leads to more frequent interruptions. However, the fraction of false positives is also reduced, and this leads to a better quality of the statistical analysis of the trajectories.

### 3.5. Comparison with FFT-based methods

Wavelets are just one of several approaches that can be used to filter out features on particular length scales in an image. As mentioned in the introduction, mostly FFT-based methods have been used in previous STM and AFM work in which the images were convoluted with the image of a target atom or molecule [16-19]. These methods are straightforward but the construction of the target particle, which is usually performed by averaging over several particles, requires some effort. In the present wavelet-based method, no such input is required as the information about the particles is directly apparent in a small number of detail levels, e.g., $W_{2}$ and $W_{3}$ in figure 1. Objects of different dimensions can thus simply be sorted out. This direct access to the proper length scale is the strongest advantage of wavelet-based methods.

The systems investigated here, adsorbed O atoms and CO molecules on a metal surface, are relatively simple. For more complex objects that display a substructure in the images, FFT provides straightforward methods for identifying these objects whereas it may be more challenging for the wavelet approach. In a wavelet method, the substructure becomes visible in one or a few of the detail levels [23]. For particle localization in these cases, more elaborate techniques than the threshold procedure applied here may be needed. Moreover, wavelet analyses provide a range of flexibility as there are many functions that can be utilized as wavelets.

Another issue that arises when identifying non-symmetrical particles in an image is the orientation dependence. In the example investigated here (figure 4), the O/CO configuration has three different orientations that contribute with the same weight in the analysis. The O atom was correctly identified by the algorithm in all three orientations, as intended in this case. When determination of the orientation is required, both methods can successfully be applied. FFT-based methods can be performed with stepwise rotated target images. For wavelet methods, stretched or orientational wavelet functions have been applied [23, 44].

A critical property of particle localization methods is how well they can distinguish neighboring objects. As shown here for two neighboring $O$ atoms (figure $1, W_{3}^{\text {thr }}$ ), this worked well even in the high-noise environment of the given data set. FFT-based methods will presumably perform similarly well in this aspect. Ultimately, the approach that works best will depend on the quality of the data, the noise level, and on the type of noise.

## 4. Conclusions

We have developed a wavelet-based algorithm to track atoms and molecules in STM movies. The algorithm makes use of the unique property of wavelets to identify objects of a defined size and localize their positions in an environment of high noise. The algorithm has been tested with two data sets exhibiting the typical characteristics of high-speed, constant height STM data, namely high noise from the current preamplifier, line artifacts from occasional changes of tip structure, and relatively low pixel resolutions.

In the examples investigated, adsorbed CO molecules and O atoms on a $\mathrm{Ru}(0001)$ surface, the particles are detected with a probability close to unity. Depending on which quality measure is used, the localization precision is between a factor of 5 and 10 times better than the lattice constant of the ruthenium surface ( $2.705 \AA$ ). The particles can therefore be uniquely allocated to their adsorption sites. After proper removal of thermal drift, piezo creep, and the distortions from the non-linear driving voltages, particle linking leads to extended trajectories with significantly higher resolution than the lattice constant.

The algorithm does not contain any features specific to the physical examples investigated here. Hence, we believe that it is generally applicable to the analysis of data from high-speed STM, a technique that is being increasingly applied. The particle trajectories can be statistically analyzed, providing insights into the dynamics of atomic surface processes. Of course, the algorithm could equally well be applied to movie data from other scanning probe techniques such as AFM.

## 5. Materials and methods

### 5.1. Video-rate STM measurements

The STM movies were recorded with a home-built, high-speed variable temperature STM that has been described in detail before [5]. The measurements were performed in an ultra-high vacuum chamber at a base pressure of $1 \times 10^{-10} \mathrm{mbar}$ and at sample temperatures between 234 and 303 K . Imaging rates were typically 10 or 12 frames per sec ( $200 \times 200$ pixel images); rates of 50 frames per second have been achieved at lower pixel resolution. The tunneling parameters (voltages, currents) are given in the figure captions. For the negative tunneling voltages mostly applied in the experiments, the O atoms appear bright and the CO molecules dark in the constant height images. At positive tunneling voltages, the contrast is reversed. The algorithm works with bright particles, so that data sets recorded under conditions where the particles appear dark are first inverted.

### 5.2. Wavelet tracking software

The analysis software was written in MATLAB R2015b and is freely available at: https://gitlab.com/phme/ wavelet-tracking.

### 5.3. LoG tracking software

To compare our tracking algorithm with another approach, we used the TrackMate plugin [45] for ImageJ. In TrackMate, a Laplacian-of-Gaussian (LoG) filter is used to locate the position of the particle. For the LoG filter, a Gaussian filter, $G_{\sigma}$, with a manually given radius, $r$, is first applied to the original image, $I$, and the second order spatial partial derivatives at each pixel are summed in the two dimensions and multiplied by $\sigma^{2}=r^{2} / 2$ :

$$
\begin{equation*}
\operatorname{LoG}_{\sigma}=\sigma^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right) * G_{\sigma}^{*} I . \tag{13}
\end{equation*}
$$

A threshold was manually selected (given in supplementary information, figure S2) depending on the details of the image. The location of the particle is taken from the local maxima for values above the given threshold. In TrackMate, the particles can also be linked in different frames using a linear assignment problem algorithm. However, for comparison to our wavelet tracking algorithm, we were only interested in the LoG localization of the particle, which is shown in figure S2. The TrackMate software is available at: https://imagej.net/TrackMate.

## Supplementary material

See supplementary material for signal-to-noise in constant current STM data, for the effect of line noise on the particle detection, and for the effects of the rectification of the sinusoidal scanning. See also for a movie of the diffusion of the O atom through the layer of CO molecules.

## Data availability statement

The data that support the findings of this study are available upon reasonable request from the authors.
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