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Abstract

Federated Learning (FL) has emerged as a promising approach to distributed ma-
chine learning. It enables multiple clients to collaborate in training models without
compromising their data privacy by avoiding a centralized server. Previous research
has suggested that Function-as-a-Service (FaaS) platforms can effectively address cer-
tain challenges, thereby facilitating an efficient training process among heterogeneous
clients. However, the heterogeneous computational capabilities of clients may lead to
stragglers, impeding scalability and prolonging the runtime. In our work, we propose
an asynchronous score-based strategy, namely FedlesScore, which accommodates vari-
able client hardware and data sizes, thereby mitigating the impact of stragglers on the
system’s overall performance. We extensively evaluate our strategy and compare it to
novel FL approaches on four different datasets; FedlesScore achieves an average speedup
in training time of 2.75x while incurring only a minor increase in cost. Moreover, the
proposed strategy significantly reduces client cold starting, with an average reduction
factor of four.
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1 Introduction

In recent years, Federated learning (FL) has emerged as a promising approach to
distributed machine learning. It allows multiple clients to train a machine learning
model collaboratively without sharing their private data with a central server.

Instead of computing on large, centralized machines, federated learning (FL) dis-
tributes models over multiple devices for computation. Subsequently, it summarizes
the changes as a small update, typically containing the model parameters and corre-
sponding weights. This enables the devices to collaboratively learn a shared prediction
model while keeping all the training data on the device, decoupling the ability to do
machine learning from the need to store all the data on a central server. [1]

As federated learning provides privacy and evades using considerable bandwidth
for data transfer, it requires each party to manage their instance and network to train
and update the model. That is precisely where serverless computing comes into
play. Serverless computing is a model of cloud computing that provides a miniature
architecture where the end customer does not need to deploy, configure or manage
server services. Leveraging serverless environments can bring about advantages for FL
in terms of resource efficiency and cost-effectiveness in many settings. In conventional
FL, only a subset of clients participates in the training round, leaving the remaining
clients idle and consuming hardware resources. By contrast, a FaaS environment
ensures that clients only utilize hardware resources when participating in the current
training round, thereby reducing resource usage and associated costs. Additionally,
FaaS offers a solution to the challenges of rapid scaling and infrastructure management
for clients, which are core benefits of serverless architectures. This translates to a more
straightforward setup and maintenance of a serverless-based FL platform. Accordingly,
Chadha [2] and Grafberger [3] have composed a framework to migrate FL into serverless,
called Fedless. Furthermore, it also provides additional security to protect against
insecure serialization and injection attacks [3].

While providing multiple benefits, FL also brings its challenges. The heterogeneity
of client computation speed negatively affects the scalability and significantly slows
down its runtime due to the presence of stragglers. In previous work FedLesScan [4],
a clustering-based strategy has been proposed to mitigate the effect of stragglers in
serverless-based FL. We now want to incorporate GPU into the current system.

GPUs were designed from the beginning to be used almost exclusively for rendering
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1 Introduction

high-resolution images and graphics, which does not require much context switching.
Instead, GPUs focus on concurrency or breaking down complex tasks into smaller
subtasks that can be executed continuously alongside each other. Since GPUs are good
at solving complex tasks and are widely used for machine learning, we would also like
to leverage them. To do so, we want to enable GPU usage for Fedless by migrating the
current function calls to assigning the task to the GPUs on the machine. Then, we want
to investigate the straggler effect further after enabling GPUs. Moreover, we would
like to extend the current strategy from FedLesScan to be even more resilient against
stragglers.

The next chapter will discuss the challenges and related works tackling these issues.
After that, we will present the possible approach to improve the current version of the
system and how to evaluate the difference.

1.1 Problem Statement

The straggler effect is one of the main bottlenecks in federated learning. All selected
clients who have completed their tasks must wait for the slowest client to end the
current round, significantly increasing training time and cost. A recently proposed
strategy, FedlesScan, has demonstrated effectiveness in mitigating the straggler effect,
which can significantly hinder the performance of federated learning systems. However,
FedlesScan primarily targets homogeneous clients and relies on clustering based on
training duration. This approach fails to accommodate the increasing heterogeneity in
client hardware and data size, leading to inadequate cluster sizes for sampling clients in
each round. Consequently, stragglers are inadvertently included in the round, negating
the benefits of FedlesScan.

Figure 1.1 illustrates the deficiency of FedlesScan in heterogeneous hardware and data
size settings. To demonstrate this drawback, we conducted experiments by deploying
100 client functions on OpenfaaS [5] and managed the experiment with Fedless [3]. 50
clients were selected per round in various hardware settings and ran the experiment
for 25 rounds. Specifically, we used clients with three different hardware resource
distributions with the same heterogeneous data distribution. Initially, we ran both
FedAvg and FedlesScan in a homogeneous hardware setting, where all 100 clients had 2
vCPUs. Subsequently, we added two scenarios, one with GPUs and one without, to test
the performance of FedlesScan in heterogeneous environments. In the first scenario, we
had a mix of 60 clients with 1 vCPU and 40 clients with 2 vCPUs, while in the second
scenario, we had a mix of 50 clients with 1 vCPU, 30 clients with 2 vCPUs, and 20
clients running on a GPU. These scenarios were designed to represent a more realistic
setting where clients have varying levels of computational resources. The experiments
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Figure 1.1: Training efficiency Comparison between FedAvg [1] and FedlesScan [4] in
different hardware settings on the Shakespeare dataset

were conducted to demonstrate the impact of heterogeneous hardware settings on the
performance of FedlesScan compared to FedAvg. These experiments provide insights
into the impact of heterogeneous hardware settings on FedlesScan performance and
highlight the importance of selecting appropriate hardware configurations to improve
system performance. As depicted in Figure 1.1a demonstrates that both FedAvg and
FedlesScan achieve an accuracy of 0.4, but FedlesScan requires 30% less time than FedAvg.
However, as client hardware becomes more heterogeneous, FedlesScan struggles and
falls behind FedAvg. For instance, when we add clients with 1 vCPU to the mixture,
FedlesScan requires 40% more training time than FedAvg to achieve an accuracy of 0.3.
Furthermore, with additional GPU clients, both strategies attain an accuracy of 0.4
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Figure 1.2: Selection Bias across different client hardware settings

within 25 rounds, but FedAvg is 43% faster in terms of total training time. Figure 1.1b
provides a more detailed breakdown of the training duration for each round. In the
homogeneous setting, FedlesScan succeeds in clustering clients with sufficient cluster
size to select clients for each round and shows a high peak of round time only every few
rounds when stragglers are selected. However, in the heterogeneous setting displayed
on the right of Figure 1.1b, we see more rounds that max out and have similar round
durations as FedAvg. This is because the clustering approach fails due to insufficient
clients per cluster for selection in each round, and stragglers are selected as substitutes.

Figure 1.2 illustrates the distribution of invocations per client for FedAvg and FedlesS-

can on the Shakespeare dataset. In the first scenario (Figure 1.2a), with a homogeneous
hardware setup where all clients have 2 vCPU, the invocation is fairly distributed
among all clients, and it is also much more concentrated than in FedAvg with random
selection. However, as we increase the heterogeneity among clients’ hardware, as
shown in Figure 1.2b and Figure 1.2c, we observe that the invocations of clients on
FedAvg remain normally distributed. At the same time, a more substantial bias starts to
form with FedlesScan. FedlesScan favors clients with lower training duration, indicating
smaller data sizes and more powerful computational resources, as seen at the top of
the curve. Conversely, clients with higher training durations get penalized for missing
the round before the timeout. These clients have less powerful computational power
and more extensive data size, as seen at the bottom of the curve. These observations
motivate the need for a more effective client selection method in federated learning
systems with heterogeneous hardware settings and varying client data sizes, which we
address in our proposed research objectives.
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1 Introduction

1.2 Research Objectives

The proposed research objectives aim to improve federated learning systems’ per-
formance by investigating the impact of heterogeneous client hardware on system
performance and the straggler effect and address the limitations of FedlesScan in the
context of heterogeneous hardware settings and varying client data sizes. The objectives
also aim to develop an asynchronous aggregation approach that can accommodate
varying client hardware capabilities and data sizes, minimize the impact of stragglers
on the overall system performance, propose a comprehensive client selection method
that accounts for hardware heterogeneity and data size differences, and evaluate the
effectiveness of the proposed asynchronous aggregation and client selection techniques
in mitigating the straggler effect. The research objectives aim to improve the efficiency
and effectiveness of federated learning systems, enabling their use in a broader range
of applications.

The research will focus mainly on the following points:

1. Investigate the impact of heterogeneous client hardware, such as GPUs, on the
performance of federated learning systems and the straggler effect.

2. Develop an asynchronous aggregation approach that can accommodate varying
client hardware capabilities and data sizes, minimizing the impact of stragglers
on the overall system performance.

3. Propose a comprehensive client selection method that accounts for hardware
heterogeneity and data size differences, ensuring more efficient and representative
sampling for each federated learning round.

4. Evaluate the effectiveness of the proposed asynchronous aggregation and client
selection techniques in mitigating the straggler effect in federated learning systems
with heterogeneous hardware settings.

5. Compare the performance of the proposed methods with existing strategies,
such as FedlesScan, to assess their potential benefits and drawbacks in real-world
federated learning scenarios.

1.3 Thesis Overview

This thesis explores the combination of two emerging technologies, FL and Serverless
computing, to improve the scalability and efficiency of FL. Chapter 2 provides the
theoretical background for FL and Serverless computing. It covers the core concepts
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1 Introduction

of client selection and model aggregation in FL and the advantages and challenges of
Serverless computing, including FaaS and Kubernetes. Chapter 3 reviews related work
in FL and Serverless FL to provide a comprehensive overview of the current state-of-
the-art in the field. Chapter 4 presents the design of Fedless, a Serverless FL system
that addresses the limitations of traditional FL. It also introduces FedlesScore, a strategy
that uses an asynchronous aggregation method and a score-based selection approach to
optimize the performance of Fedless. Chapter 5 presents the experimental results of the
proposed system and strategy. It evaluates the accuracy and performance of the models,
examines the client selection bias, analyzes the impact of the client size, and conducts
ablation studies to understand the performance of the system components. Moreover,
it provides time and cost analyses of the Fedless system with different strategies.
Finally, Chapter 6 concludes the thesis by summarizing the research contributions
and suggesting further directions for future work to improve the performance and
applicability of Serverless FL.

6



2 Theoretical Background

2.1 Federated Learning (FL)

�� Central Server sends 

the latest global model 

to selected clients

&� Clients train models 

with local data

<� Clients send the model 

update back to the 

central server

R� Server aggregates client 

updates and stores the 

latest global model

Figure 2.1: A schematic architecture of a general federated learning system

Federated learning (FL) is a distributed approach to machine learning that allows
multiple devices or servers to collaboratively train a shared model while keeping the
training data locally on each device. This approach preserves data privacy, as sensitive
data does not need to be transferred to a central server for model training. [1]

In FL, the global model’s training occurs through the following steps: A central
server initializes and shares a global model with the participating devices (clients). Each
client trains the model using its local data, generating model updates (e.g., gradients
or weights) without sharing the raw data itself. The clients send their model updates
to the central server. The central server aggregates the received updates and updates
the global model accordingly. The updated global model is sent back to the clients for
further training. This process is repeated until the model converges or a predetermined
stopping criterion is met. FL has several advantages, such as:

• Data privacy: It allows training models on sensitive data without exposing the
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2 Theoretical Background

raw data to the central server or other devices.

• Reduced data transfer: By keeping data on local devices, FL minimizes the need
for data transmission, which can save bandwidth and reduce latency.

• Scalability: FL can scale to a large number of clients, leveraging the power of
distributed computing.

• Adaptability: The approach can be adapted to various scenarios, including mobile
devices, edge computing, and even leveraging cloud computing services like FaaS.

2.1.1 Client Selection

In federated learning, selecting clients to participate in model training is critical in
achieving high model accuracy and reducing communication costs. There are several
methods for client selection in FL, which can be broadly classified into three categories:

• Random Selection: The most straightforward approach is randomly selecting
clients to participate in model training. This method is easy to implement and
requires little computation. However, it may lead to suboptimal model accuracy
and communication inefficiency if the selected clients have significantly different
data distributions from the rest of the clients.

• Sampling-based on Data Characteristics: Another approach is to select clients
based on the characteristics of their data. For example, clients with similar data
distributions or data with a high degree of heterogeneity may be selected. This
approach can improve model accuracy and reduce communication costs, but it
requires prior knowledge of the data distribution, which may only sometimes be
available.

• Sampling-based on Hardware Characteristics: This approach involves selecting
clients based on their characteristics, such as computational capabilities or the
amount of data they possess. For example, clients with high computational
capabilities may be selected to reduce training time, or clients with a large
amount of data may be selected to improve model accuracy. This approach can
also improve model accuracy and reduce communication costs, but it requires
knowledge of client characteristics, which may only sometimes be available. The
selection method used in FL depends on the specific use case and available
resources.

8



2 Theoretical Background

2.1.2 Model Aggregation

There are two main types of federated learning: synchronous and asynchronous.

• Synchronous: In synchronous FL, clients simultaneously train the model and com-
municate with the central server during each round of training. In synchronous
FL, the central server must wait for all participating clients to complete their
training and send their updates before aggregating the updates and moving to
the next round. This means that the overall training process can be slowed down
by slower clients or "stragglers" who may have limited computational resources or
poor network connectivity. The straggler effect can lead to longer training times
and reduced overall efficiency in synchronous FL.

• Asynchronous: Asynchronous FL aims to address the stragglers effect by allowing
clients to train and communicate with the central server independently and
without waiting for other clients. While this approach improves training efficiency
by not waiting for slower clients, it also creates a scenario where different clients
are working with different versions of the global model. When a client sends its
update to the central server, the global model may have already been updated by
other clients, making the client’s update stale or out-of-date.

Straggling clients, which exhibit considerably slower processing compared to non-
stragglers, can severely impact the performance of synchronous FL. This issue is
particularly pronounced in cross-device settings, where clients vary significantly re-
garding computing power and data volume. As a result, synchronous FL is susceptible
to performance bottlenecks caused by the presence of slow clients. This highlights the
drawbacks of synchronous FL and underscores the advantages of asynchronous FL.

2.1.3 Challenges

However, federated learning also faces challenges, such as heterogeneity, communica-
tion overhead, privacy and security concerns, and resource constraints on participating
devices. [6]

• Expensive Communication: FL relies on frequent communication between local
devices and a centralized server to exchange model updates. This can lead to
high communication overhead and bandwidth consumption, especially when
dealing with large-scale networks and massive amounts of data. Consequently, it
can slow the learning process and increase overall system latency, making it less
efficient and practical for specific use cases.

9



2 Theoretical Background

• Systems Heterogeneity: In FL, participating devices often have varying hardware
capabilities, processing power, storage capacity, and battery life. This can lead to
imbalances in the learning process, as more powerful devices may contribute more
significantly to the global model than weaker ones. Moreover, device-specific
constraints limit their ability to participate in the learning process, affecting the
overall performance of the FL system.

• Statistical Heterogeneity: The data distribution across participating devices in
FL may be uneven or skewed, resulting in varying local model quality. This
can be due to different data collection processes, user behaviors, or regional
differences. Statistical heterogeneity can lead to challenges in model convergence
and negatively impact the performance of the global model, as it may need to
accurately represent the underlying data distribution.

• Privacy Concerns: While FL aims to maintain privacy by keeping raw data on
local devices, it can still be vulnerable to privacy risks. An attacker could infer
sensitive information about individual users during the model aggregation by
analyzing the model updates shared between devices and the central server.
Additionally, model inversion and membership inference attacks are possible,
posing significant privacy risks to the FL system. Various privacy-preserving
techniques, such as differential privacy and secure multi-party computation, can
be employed to mitigate these concerns.

2.2 Serverless Computing

Serverless computing has gained significant popularity and adoption in various do-
mains such as linear algebra [7], heterogeneous computing [8, 9, 10], high-performance
computing [11, 12], and edge computing [13]. It is a cloud computing execution model
where the infrastructure and servers needed to run an application or service are directly
provided by a cloud provider. The cloud provider handles the provisions for necessary
resources and scales them up or down as required to take the workload, making it
more cost-effective and scalable than traditional server-based approaches. Serverless
computing accelerates the development process by letting developers focus on devel-
oping applications rather than worrying about the supporting infrastructure. This
speeds up experimentation and iteration. It offers better cost-effectiveness, scalability,
and productivity and is becoming increasingly popular for various applications and
services.

10



2 Theoretical Background

2.2.1 Function As a Service (FaaS)

Functions as a Service (FaaS) is a cloud computing service that enables the execution
of code without worrying about building and maintaining the infrastructure required
for developing and launching an application. [14] The code is directly deployed with
FaaS, and the cloud provider automatically configures all the necessary resources to run
the code in response to specific events or triggers. One of the main benefits of FaaS is its
scalability. Because of the cloud provider’s automated resource adaption on demand,
the code can run concurrently on multiple servers, allowing it to scale up quickly
to handle heavy workloads. FaaS is frequently more cost-effective than traditional
server-based alternatives because you only pay for the computing resources required
for code execution. This increases the cost-effectiveness of FaaS for applications with
variable or unpredictable workloads. FaaS has numerous benefits, including scalability,
cost, and usability. Henceforth, it is getting more popular for various applications and
services.

Cold Start

A cold start is the delay or latency experienced when a function is called for the first
time or after it has been inactive for some time. Scaling to zero allows containers to
be run only when there is demand. Before starting the execution of a function, the
FaaS platform must allocate resources such as CPU, memory, and network and then
load the function’s code into those allocated resources. This can be a time-consuming
process, especially if the function’s codebase is large or complex or if the platform must
deploy additional infrastructure to support the function’s execution. If the function
has been inactive for an extended period of time, the platform may have reduced
the resources allocated to it in an effort to reduce costs. As a result, the following
invocation will require the platform to allocate resources and reload the function code,
resulting in another cold start. Cold starts can be a performance issue for functions
that require low latency or high throughput, as they can add significant overhead to
function invocations. [15] To mitigate the cold starts, pre-warming or keeping functions
warm involves keeping a function’s resources allocated and its code loaded in memory
to reduce the delay experienced on subsequent invocations. [16]

2.2.2 Kubernetes

Kubernetes is an adaptable, expandable, open-source container orchestration system
that manages containerized workloads and services. [17] Kubernetes simplifies con-
tainerized applications’ deployment, scaling, and management for organizations of
varying scopes. The platform operates on the principle of declarative configuration,
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2 Theoretical Background

allowing developers to define their applications’ desired state while Kubernetes ensures
the attainment and maintenance of that state. This approach simplifies managing com-
plex, distributed applications, letting developers concentrate on coding rather than the
underlying infrastructure. In summary, Kubernetes is a robust platform for governing
containerized workloads and services, widely utilized by organizations of all sizes in
production environments.

OpenFaas

OpenFaaS [18][5] is a framework that enables the creation and deployment of server-
less functions utilizing Docker [19] containers. Designed for simplicity and a lightweight
experience, it empowers developers to promptly develop and deploy event-responsive
functions triggered by a broad spectrum of events. These functions can be crafted
in any programming language compatible with Docker containers and are built to be
highly scalable and efficient. [20]

By leveraging OpenFaaS, functions can be conveniently deployed as Docker containers
in any cloud or on-premises setting that supports Docker. [5] This demonstrates the
exceptional portability of OpenFaaS, making it suitable for various environments such
as public clouds, private clouds, and on-premises infrastructure [21].

12



3 Related Work

The existing body of research focuses on addressing the challenges stragglers pose in
traditional FL and serverless FL settings. This chapter explores the advancements
in serverless FL algorithms and architectures, emphasizing their scalability, cost-
effectiveness, and ease of deployment. Various techniques proposed to mitigate the
impact of stragglers in FL are discussed, including the introduction of Asynchronous
FL, which decouples the training process from synchronous execution to accelerate
convergence. Furthermore, the chapter examines the specific challenges encountered
in dealing with stragglers within the context of Serverless FL. It presents strategies
that are specifically designed to accommodate the resource constraints and scalability
features of serverless environments. This chapter establishes the foundation for the
proposed solutions presented in the subsequent chapters by providing a comprehensive
overview of the existing research.

3.1 Serverless Federated Learning

Utilizing serverless technologies for distributed ML training has been extensively
researched in the literature, but exploring FaaS functions for FL remains a relatively
new research direction. The first work in this domain was conducted by Chadha et
al., who proposed FedKeeper [2], a tool for orchestrating Deep Neural Network (DNN)
model training using FL for clients distributed across a combination of heterogeneous
FaaS platforms. Building on FedKeeper, Grafberger et al. introduced FedLess [3], a
system and framework for scalable FL using serverless computing technologies. FedLess

is cloud-agnostic, supports all major commercial and open-source FaaS platforms, and
enables the training of arbitrary DNN models using the TensorFlow library. Additionally,
it incorporates several important security features, such as authentication/authorization
of client functions using AWS Cognito, and supports privacy-preserving FL training
of models using Differential Privacy. Explicitly designed for serverless environments,
FedLess includes performance optimizations like global namespace caching, running
average model aggregation, and federated evaluation. This work also uses Fedless as a
system to perform FL on a FaaS environment, and the architecture and workflow will
be discussed in further detail in Chapter 4 (Figure 4.1, Figure 4.2).
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JIT [22] is an approach to FL aggregation called "just-in-time" aggregation proposed
by researchers at IBM Research AI. This approach maximizes the utilization of compute
resources by deferring the aggregation process, allowing for allocating resources to
other FL tasks or data center workloads. The authors demonstrate that using JIT
aggregation can reduce resource usage and does not increase the latency of FL jobs.

AdaFed [23] is an FL parameter aggregation mechanism that dynamically uses server-
less/cloud functions to scale aggregation resource-efficient and fault-tolerant manner.
AdaFed reduces state in aggregators, leverages serverless technologies, and is efficient
and expressive for programmers.

λ-FL [24] is an FL aggregation architecture that leverages serverless technology/cloud
functions to deploy and scale the aggregation process as necessary dynamically. λ-FL
reduces the state in aggregators and achieves fault tolerance with minimal effort. It uses
a message queue to record the presence of model updates and eliminates persistent
network connections between aggregators for increased reliability and fault tolerance.

3.2 Stragglers in Federated Learning

Resource and data heterogeneity pose challenges in large-scale FL systems. Maintain-
ing consistent performance and reliable communication across all clients throughout the
training process becomes impractical. In real-world scenarios, clients may experience
periods of offline status due to network limitations or resource constraints. Moreover,
the training speed of clients is influenced by the volume of data they possess and
their computational capabilities. Synchronous training mechanisms like FedAvg [1] are
susceptible to the presence of stragglers, where the slowest client dictates the overall
training pace. Additionally, offline clients that fail to respond in a timely manner can
lead to significant training delays.

Li et al. proposed a strategy called FedProx [25] to address the challenges of hetero-
geneity in FL. This algorithm builds upon FedAvg with two essential modifications.
Firstly, it introduces a customized loss function at the client level, incorporating a
proximal term to mitigate the impact of local updates’ fluctuations. This proximal term
helps regulate the deviation of the local model from the global model by considering
the squared difference in model weights during the loss computation, preventing them
from diverging significantly and enhancing the model’s robustness to heterogeneous
data distributions across devices. Secondly, FedProx introduces the concept of tolerating
partial work, allowing clients to adapt their workload based on hardware, network,
and battery constraints. This flexibility enables clients to perform a variable number of
local epochs to accommodate their resource limitations.

Karimireddy et al. proposed an FL strategy designed to address the challenges of
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varying local data distributions and the potential for biased updates, called SCAFFOLD

[26]. To mitigate the bias, they incorporate control variates, a method derived from
standard convex optimization literature that aims to reduce the variance of stochastic
gradients in finite sum minimization problems, thereby accelerating convergence [27].
By leveraging control variates, SCAFFOLD effectively diminishes the variance of local
updates, leading to a more stable aggregation process. Consequently, integrating
control variates enables identifying and eliminating device-specific biases from updates
prior to aggregation, resulting in improved accuracy and stability of global model
updates.

The SCAFFOLD algorithm utilizes a persistent state associated with each client,
known as a control variate, denoted as ci for client i. This control variate estimates
the gradient of the loss concerning the client’s local data. The server maintains all
client control variates’ averages as the global control variate, denoted as c, which
is communicated to the selected clients in each round. Clients undertake multiple
stochastic gradient descent (SGD) steps in each round, similar to the FedAvg approach
while incorporating an additional correction term, c− ci, to each stochastic gradient.
This correction term effectively reduces the bias of the update step on each client,
ensuring that the updates are much closer to the global update. This characteristic
enables SCAFFOLD to achieve provably faster convergence compared to vanilla FedAvg,
without imposing any assumptions on data heterogeneity.

When implementing SCAFFOLD, various options exist for selecting the control
variates. For instance as shown in Equation 3.1, one can choose to utilize the averaged
local gradients from the previous round as ci. Specifically, after performing local
updates, the local control variate is updated as follows:

c
(t+1)
i = c

(t)
i − c(t) +

1
Kηl

(x− yi) (3.1)

where the superscript t denotes the index of communication round, and K the
number of local updates, and ηl being the local learning rate. Compared with FedAvg,
intuitively, SCAFFOLD doubles the communication size per round due to the additional
control variates.

However, SCAFFOLD has several drawbacks. Firstly, it does not account for hetero-
geneous local progress, requiring clients to have the same number of local updates or
utilize dynamic batch sizes to maintain consistency. Secondly, it results in double the
communication size per round as both the local model weight and the local control
variates need to be transmitted. Moreover, SCAFFOLD relies on the participation of
all clients for optimal performance, and its effectiveness decreases as the client sample
ratio per round is reduced, as demonstrated in the work of Li and Diao [28].

Wang et al. [29] proposed a framework called FedNova for unifying FedAvg and
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FedProx. This showed that the computational heterogeneity across clients influences the
weighting scheme and argues that local updates should be normalized while averaging
to minimize heterogeneity induced by a different number of local update steps.

Similarly to FedProx [25], FedNova [29] addresses the non-IID data challenge by
combining FedAvg’s ideas with a momentum-based optimization technique. This
approach updates the global model using a weighted average of local models. It
incorporates a momentum term to improve convergence by maintaining a sense of
direction and reducing the effect of noisy local updates.

When clients perform varying local steps in vanilla FedAvg and other FL algorithms,
it leads to an implicit assignment of higher weights to clients with more local steps. To
address this inconsistency between the surrogate loss and the original loss, FedNova [29]
proposes a solution by normalizing the local updates with the number of local steps.
This normalization can be seen as a new weighting scheme that assigns lower weights
to clients with more local steps. However, FedNova’s method is specifically designed for
SGD, which limits its applicability. To address this limitation, Wang et al. [30] present a
generalized analysis that demonstrates the presence of inconsistency even when using
adaptive methods like Adagrad or Adam, even with the same number of local steps.

Chai, Ali, and Zawad proposed a Tier-based FL System called TiFL [31] to address
the impact of heterogeneity on training time and model accuracy in conventional FL
systems. TiFL employs a tier-based client selection approach to address the challenges
posed by heterogeneity in resource availability and data quantity. By dividing clients
into tiers and selecting clients from the same tier in each training round, TiFL mitigates
the impact of stragglers. Additionally, TiFL incorporates an adaptive tier selection
mechanism that dynamically updates the tiering based on observed training perfor-
mance and accuracy. This adaptive approach effectively manages the heterogeneity
arising from non-IID data and resource variations, improving the overall performance
of the FL system.

Cox, Chen, and Decouchant proposed a new approach to address slow clients in FL
called Aergia [32]. Unlike other approaches that use deadlines or send partially trained
models, Aergia freezes the computationally intensive part of the slow client’s model
and offloads it to a faster client that trains it using its own dataset. Aergia leverages
the spare computational capacity of strong clients and achieves high accuracy in low
training time by effectively matching clients’ performance profiles and data similarity.

Oort [33] is an FL strategy that enhances the efficiency of model training and testing
by employing a guided participant selection approach. It aims to identify and prioritize
valuable participants for FL training and testing, giving preference to clients whose data
can contribute the most to improving model accuracy and having the ability to perform
training quickly. The scoring mechanism in Oort evaluates clients based on two main
criteria: their utility in enhancing model accuracy and their capacity to execute training
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efficiently, all while maintaining privacy. To select high-utility clients, Oort employs an
online exploration-exploitation strategy that dynamically adapts the selection process
to account for outliers and achieve a balance between statistical and system efficiency.
The authors propose a practical approximation of statistical utility by utilizing the
gradient norm derived from the training loss. This statistical utility is then combined
with a global system utility, which considers the duration of each training round to
strike an optimal trade-off between statistical accuracy and system efficiency.

UOort
i = |Bi|

√

1
|Bi|

∑
k∈Bi

Loss(k)2

︸ ︷︷ ︸

Statistical utility U(i)

×

(
T

ti

)1(T<ti)×α

︸ ︷︷ ︸

Global sys utility

(3.2)

The clients are evaluated and selected based on the utility score shown in Equation
3.2. With Bi being the local data on client i, the aggregated training loss will be
multiplied by the local data size and the system utility, which is defined by the client’s
duration ti and the developer’s preferred duration T. α being the developer-specified
factor that the clients will be penalized by. Experimental results demonstrate that this
approach significantly improves both time-to-accuracy performance and final model
accuracy while respecting privacy constraints.

3.2.1 Asynchronous Federated Learning

Asynchronous online federated learning for edge devices with non-iid dataAsyn-
chronous FL has gained significant attention due to its potential to address the chal-
lenges of heterogeneity, scalability, and privacy in large-scale cross-device FL systems.
AFL combines the benefits of synchronous and asynchronous training mechanisms to
achieve improved efficiency and convergence. This section discusses several notable
approaches and their essential contributions.

SAFA [34], a semi-asynchronous protocol for fast FL with low overhead, is proposed
by Wu et al. The algorithm focused on low round efficiency and slow convergence in
scenarios where clients drop frequently. In order to mitigate the impact of stragglers,
the authors proposed novel designs for client selection and global aggregation. They
introduced a caching mechanism to prevent wasted contributions, storing a mapping
between clients and their updates in a cache maintained by the central server. Through
their experiments, they observed improvements in both accuracy and efficiency, albeit
at a slightly higher communication cost. While the custom client selection algorithm
proved effective in addressing the stragglers’ problem, it is worth noting that this
approach may encounter challenges when applied in a FaaS environment. One of
the drawbacks is overutilizing the clients, which could increase the experiment’s cost.
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Deprecated clients may persist throughout the training session, wasting contributions
and resource consumption. Additionally, their selection strategy does not leverage the
scale-to-zero capabilities of a serverless infrastructure, as it involves all clients in every
round without considering their current relevance or efficiency. Clients will always
run in some scenarios since they are called every round, increasing cost and resource
utilization.

FedAT [35] combines synchronous and asynchronous FL training using a tiering
mechanism. Clients are partitioned into logical tiers based on their response latency,
and each tier proceeds at its own pace. Faster tiers update the model synchronously,
while slower tiers asynchronously send model updates to the server. FedAT uses
a weighted aggregation heuristic to prevent bias toward faster tiers and a polyline
encoding compression algorithm to minimize communication costs.

Xie, Koyejo, and Gupta introduced FedAsync [36], an asynchronous federated opti-
mization algorithm. FedAsync leverages the parameter server architecture to coordinate
client invocations and synchronization. It employs a scheduler thread responsible for
periodically triggering clients to conduct training using the most latest global model.
Additionally, an updater thread is employed to receive client updates and perform
direct aggregation into the global model.

Chen et al. [37] proposed an Asynchronous Online FL framework ASO-Fed that
addresses the limitations of Federated Averaging in heterogeneous device environ-
ments. ASO-Fed enables continuous local data streaming by edge devices, allowing for
better model convergence than synchronous FL frameworks. The framework includes
regularization and a central feature learning module to learn inter-client relatedness
effectively. It also has a dynamic learning strategy for step-size adaptation on local
devices to mitigate the impact of stragglers.

To address scalability and privacy challenges in cross-device FL systems, FedBuff [38]
presents an asynchronous optimization framework. Utilizing buffered asynchronous
aggregation, FedBuff achieves scalability while maintaining compatibility with privacy-
preserving technologies such as Secure Aggregation and differential privacy. In FedBuff,
clients train and communicate asynchronously with the server, and client updates are
stored in a buffer. A server update occurs once a certain number of client updates
are in the buffer, allowing the server to choose the model update frequency instead
of coupling concurrency with the server model update as in synchronous FL. FedBuff

is compatible with privacy-preserving technologies such as Secure Aggregation and
differential privacy, with theoretical convergence guarantees in a smooth, non-convex
setting. The method outperforms synchronous and asynchronous FL approaches
and applies them in real-world settings. FedBuff provides further protection against
inference attacks on clients’ data using trusted execution environments.

Pisces is an asynchronous FL strategy that addresses the challenges of slow clients
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and data quality by conducting guided participant selection. It uses a novel participant
selection strategy that prioritizes clients with high-quality data and avoids stale compu-
tation. The algorithm also adopts an adaptive aggregation pace control that dynamically
adjusts the aggregation interval to match the running client’s speed. Pisces combines
techniques from FedBuff [38] for asynchronous FL and Oort [33] for client selection to
improve performance. However, unlike FedBuff, Pisces prioritizes participants with high
data quality as Oort does. By doing so, Pisces makes more efficient use of concurrency
quotas than FedBuff does.

Regarding scoring, Pisces measures the data quality of each participant by approxi-
mating its importance and weight using a loss function. The loss function estimates
the probability that a participant’s update will be selected for aggregation in each
round of FL training. In Equation 3.3, formulate the utility of a client, which is used as
scoring by respecting the roles that it is data quality and staleness play in improving
the global model. The first part for data quality remains the same as in Oort [33];
it uses the aggregated training loss. However, the second part does not include the
training duration in the scoring. It uses the estimated staleness of the client’s updates
τ̃i and moderates the penalty of the staleness with the factor of β. Based on the profiled
utilities, Pisces sorts clients and selects the clients with the highest utilities to train.

UPisces
i = |Bi|

√

1
|Bi|

∑
k∈Bi

Loss(k)2

︸ ︷︷ ︸

Data qualit y

×
1

(τ̃i + 1)β

︸ ︷︷ ︸

Staleness

(3.3)

Pisces demonstrates superior performance compared to Oort [33] and FedBuff [38],
achieving a 1.2x and 2.0x improvement in time-to-accuracy performance, respectively.
This significant advantage in training efficiency is achieved through an automated
participant selection and model aggregation process that is designed in a principled
manner.

3.3 Stragglers in Serverless Federated Learning

FedLesScan [4] proposed by Elzohairy, is an extension of the Fedless framework [3],
introduces a novel clustering-based semi-asynchronous training strategy designed
explicitly for serverless FL systems. Its primary objective is to mitigate the impact of
stragglers, which are slow clients characterized by resource and statistical heterogeneity,
on the overall system performance. The FedLesScan strategy consists of two key
components: an adaptive clustering-based client selection algorithm and a staleness-
aware aggregation scheme. FedLesScan employs the Density-Based Spatial Clustering of
Applications with Noise (DBSCAN) algorithm to enable efficient client selection. This
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algorithm partitions the behavioral data collected from clients into distinct clusters,
considering the ϵ parameter, which determines the maximum distance between two
samples for them to be considered in each other’s neighborhood. Outliers are separately
assigned to a single cluster. The clusters are then sorted based on their members’
average total Exponential Moving Average (EMA) in ascending order. By sampling
clients from the sorted clusters, FedLesScan ensures a gradual transition from faster
to slower clusters, considering both the client’s behavior and their current training
progress. An essential advantage of FedLesScan is that it does not require additional
computation on the client side. Clients are only required to be active during the training
process, making it well-suited for serverless environments. The strategy effectively
addresses the challenges posed by stragglers in FL systems, enhancing the overall
efficiency and robustness of the training process.

In Chapter 1.1, we extensively discussed the limitations and challenges associated
with FedlesScan. To address these issues, we present a novel asynchronous FL strategy
called FedlesScore. This new strategy is designed to overcome the difficulties encountered
with FedlesScan and provides an improved approach to asynchronous FL. By introducing
FedlesScore, we aim to enhance the performance and effectiveness of FL in challenging
environments.

3.4 Strategy Comparison

Table 3.1 provides a comprehensive comparison of various strategies aiming to
mitigate the impact of stragglers in synchronous and asynchronous FL approaches. We
listed the following features and compared the support of the strategies:

• FaaS Support: compatible with FaaS environments, leveraging the scalability and
cost-effectiveness of serverless computing

• Asynchronous Aggregation: decouples the training process from the synchroniza-
tion of client updates, allowing for more flexible and efficient communication.

• Performance-based Selection: Select clients based on their training duration.

• Client Efficiency Scoring: Takes the hardware heterogeneity into account during
selection, specifically, the relationship and inverse correlation between data size
and training time.

• Adaptive Penalty: Adjust the probability of selecting a client based on perfor-
mance and availability over time.
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FaaS
Support

Asynchronous
Aggregation

Performance
based

Selection

Client
Efficiency
Scoring

Adaptive
Penalty

FedProx [25]
FedNova [29]
SCAFFOLD [26]
TiFL [31] ✓ ✓

Aergia [32]
Oort [33] ✓

SAFA [34]
FedAT [35] ✓ ✓

FedAsync [36] ✓

FedBuff [38] ✓

Pisces [39] ✓ ✓ ✓

FedlesScan [4] ✓ ✓ ✓

FedlesScore ✓ ✓ ✓ ✓ ✓

Table 3.1: Strategies Feature Comparison

While FedProx [25], FedNova [29], SCAFFOLD [26], and Aergia [32] primarily focus on
optimizing the local training process and aggregation methods, they do not incorporate
intelligent client selection to optimize round performance as demonstrated in our work.
SAFA [34] tracks the status of clients’ local models to ensure their synchronization
with the global model but tends to overutilize clients and lacks suitability for the
FaaS environment. TiFL [31], FedAT [35], and FedlesScan [4] group clients based on
training duration tiers or clusters. However, they overlook the hardware and data
heterogeneity during the client selection process and lack full asynchrony regarding
aggregation. Oort [33] refines the client selection approach by considering both data size
and training duration but does not account for the correlation between these factors and
heterogeneous hardware and imposes a strict penalty on slow clients. FedAsync [36] and
FedBuff [38] focus on optimizing FL with asynchronous aggregation but adopt random
client selection. In contrast, Pisces [39] combines the methods from Oort and FedBuff,
refining the scoring approach, yet it still overlooks clients’ efficiency during scoring
and selection. Our proposed strategy overcomes these limitations by incorporating
comprehensive scoring metrics that account for both hardware and data heterogeneity,
ensuring intelligent client selection and efficient round performance.
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Figure 4.1: Modified Architecture of the FedLess platform. The highlighted components
shows the modified components and additions to the system.

FedLess [3] represents a significant improvement over its predecessor, FedKeeper [2],
in terms of both performance and security. As shown in Figure 4.2, the platform
architecture of FedLess consists of several components, including the client registry,
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Figure 4.2: The training workflow of a typical training round in FedLess

client invoker, parameter server, and aggregator. A crucial addition to the FedLess

architecture is an authentication entity powered by AWS Cognito [40], which ensures
that only the FedLess Controller can call the client functions and that functions are
verified before participating in the training. During a training round, the FedLess

Controller performs the necessary steps to prepare the training environment. The FL
admin configures the model, dataset, and hyperparameters before the start of training.
The controller fetches invocation tokens from the authentication server and invokes
the client function using these tokens. The client function contacts the authentication
server to validate the invocation token, and upon successful validation, the clients fetch
the latest global model from the parameter server and train locally. Once training is
complete, clients upload their new local models to the parameter server and notify the
controller. The controller invokes the local aggregation function, which combines the
clients’ results into a new global model. A subset of clients is selected for evaluation,
and the process repeats for subsequent rounds. FedAvg, FedProx, and FedlesScan are
currently the training strategies available for training client functions within FedLess.
Clients must submit a registration request to the authentication server to participate in
the training, which is approved by the FL admin who runs the FedLess Controller.

The fundamental concept of FedLess remained unchanged, but modifications were
made to the training workflow to support the asynchronous approach, as described in
detail in Section 4.2.1. The protocols for invoking and authenticating clients remain the
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same. In a typical training round, communication occurs among various components
of FedLess, as illustrated in Figure 4.2. Prior to training, the FL admin sets the model,
dataset, and hyperparameters. The controller obtains invocation tokens from the
authentication server and retrieves the clients’ behavioral data from the FedLess database
based on the selected training strategy. A subset of clients is then selected, and their
functions are invoked using the obtained tokens. The clients perform local training
using the latest global model from the parameter server. They upload their updated
local models and training progress information to the parameter server and client
history collection. After training completion, the client function signals the controller.
The controller updates the clients’ behavioral attributes based on the strategy and
invokes the aggregation function to create a new global model. Finally, the controller
invokes a subset of clients for evaluation, which is repeated for subsequent rounds.

4.1.1 Enabling GPU on Fedless

The default Kubernetes architecture does not support GPU splitting or fine-grained
allocation and sharing of GPU resources, which makes assigning GPU resources as
floating points challenging. [41] To address this issue, plugins like KubeShare [42]
and 4paradigm’s k8s vGPU scheduler [43] have been developed. KubeShare extends
Kubernetes to allow the allocation and sharing of GPUs as first-class resources for
scheduling. However, at the time of writing, KubeShare did not work, and we opted
for the 4paradigm k8s vGPU scheduler, which enables GPU sharing among tasks, device
memory control, virtual device memory, and GPU type specification. The vGPU
scheduler balances GPU usage across nodes and allows users to allocate resources
based on device memory and core usage, thereby increasing GPU utilization. Although
the vGPU scheduler is based on the NVIDIA device plugin and retains its official features,
it lacked proper limitations to GPU memory on pods at the time of writing. To address
this issue, we restricted memory allocation at the TensorFlow level, ensuring that one
client would not occupy all memory on the GPU.

After integrating 4paradigm’s k8s vGPU scheduler on the Kubernetes cluster, the
default setting splits the GPU into ten slots. This implies that despite only being
able to request one nvidia.com/gpu per pod, ten pods can utilize the GPU simul-
taneously. Without the vGPU scheduler from 4paradigm, this results in inadequate
GPU resources. Additionally, it is now possible to use GPUs directly on our pods and
OpenFaaS functions. Configuration files for different hardware settings for OpenFaaS

functions are provided in Listing 4.1, 4.2, and 4.3. For clients with one vCPU and
two vCPU, we simply request and limit the resources to the same amount to ensure
that the function has the exact amount of resources it needs without excess or deficit.
However, for GPU clients, specifying both the core percentage (nvidia.com/gpucores)

24



4 System and Strategy Design

0 5000 10000 15000 20000 25000 30000
Client Data Size

0

100

200

300

400

500

Cl
ie

nt
 D

ur
at

io
n 

(S
ec

)

1 vCPU
2 vCPU
GPU

Figure 4.3: Training duration based on client hardware setting and Data size.

and memory percentage (nvidia.com/gpumem-percentage) is necessary if we do not
want the pod to utilize too many resources. Nevertheless, the GPU memory percentage
limit does not work as intended, so we use an additional environment variable called
gpu_memory_fraction to restrict the GPU memory usage at the TensorFlow level. It
is important to note that the vGPU scheduler is used solely to simulate GPU FaaS
functions and is not directly related to the study.
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Figure 4.3 illustrates the impact of data size on training duration across different
hardware settings on the Shakespeare dataset. The results were directly taken from
the experiments that will be described in detail in chapter 5, here the client data
size and average training time of each invocation across the whole experiment are
plotted in a scatterplot to visualize how the data size and hardware resources affect
the training duration. The results indicate that clients with only one virtual CPU
(vCPU) experience performance degradation as the data size increases. Similarly,
clients with two vCPUs can handle more data than their counterparts with one vCPU
but eventually face performance bottlenecks. However, clients equipped with GPUs
can handle larger data sizes with ease, even if they only leverage a fraction of the
GPU resources. Notably, utilizing two-fifths of the GPU resources is sufficient to
maintain the training duration and improve the efficiency of the training process. These
findings demonstrate the potential of GPUs to accelerate machine learning workloads
and highlight the importance of selecting appropriate hardware for data-intensive
workloads.

4.1.2 Mock Cold Start

The mock cold start feature for Fedless is a functionality that introduces an invocation
delay if a serverless function has not been invoked within a specified time. This delay
is designed to mimic the cold start time when a function is first invoked, and the
serverless platform needs to allocate resources to execute it. The cold start duration is
randomly sampled from a Gauss distribution [44], which is slightly different for each
invocation.

Since GPU is not available on any cloud provider’s FaaS to provide a baseline for
how long GPU cold start might take, we make the cold start behavior the same as
regular CPU clients. The primary purpose of this feature is to observe the cold starting
effect and provide a more realistic testing environment for serverless functions that may
not be invoked frequently. By introducing a synthetic delay for the first invocation after
a certain period has elapsed, we can better understand how the functions will perform
in a real-world scenario. When this feature is enabled, the controller will track the last
time each function was invoked. If a function has not been invoked for a specified
amount of time, Fedless will introduce a delay before executing the function on the
following invocation.
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version: 1.0
provider:

name: openfaas
gateway: http://127.0.0.1:8080

functions:
vcpu1−client:

lang: python3−http−debian
handler: ./client
image: fedless−cpu−client
limits:

cpu: 1000m
memory: 2048Mi

requests:
cpu: 1000m
memory: 2048Mi

Listing 4.1: YAML configuration for 1
vCPU client

version: 1.0
provider:

name: openfaas
gateway: http://127.0.0.1:8080

functions:
vcpu2−client:

lang: python3−http−debian
handler: ./client
image: fedless−cpu−client
limits:

cpu: 2000m
memory: 4096Mi

requests:
cpu: 2000m
memory: 4096Mi

Listing 4.2: YAML configuration for 2
vCPU client

version: 1.0
provider:

name: openfaas
gateway: http://127.0.0.1:8080

functions:
gpu−client:

lang: python3−http−debian
handler: ./client
image: fedless−gpu−client
limits:

cpu: 2000m
memory: 3000Mi
nvidia.com/gpu: 1
nvidia.com/gpucores: 18
nvidia.com/gpumem−percentage: 18

requests:
nvidia.com/gpu: 1
nvidia.com/gpucores: 18
nvidia.com/gpumem−percentage: 18

environment:
gpu_memory_fraction: 0.18

Listing 4.3: YAML configuration for GPU client
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Algorithm 1: Modifed FedLess [3] controller and client routines.

1 Fedless Controller:

2 Function ❚r❛✐♥❴●❧♦❜❛❧❴▼♦❞❡❧✭Clients, round✮:

3 selected = Select_Clients (clients, clientsPerRound)
4 Invoke_Clients (selected)
5 for each client in selected do

6 save invocation record to database (client, round, isColdStart)
7 set client invocation status to runnning ✴✴ ❇✉s② ❝❧✐❡♥t

8 end

9 while #results ≥ (clientsPerRound ∗ bu f f erRatio) do

10 sleep
11 end

12 Invoke_aggregator()
13 return

14 Fedless Client:

15 Function ❈❧✐❡♥t❴❯♣❞❛t❡✭hyperParameters, round✮:

16 Load model and dataset.
17 ❙t❛rt❴❚✐♠❡r✭✮

18 Train model
19 ❙t♦♣❴❚✐♠❡r✭✮

20 Save updated model to database. (results)
21 Add measured time to invocation record.
22 Update invocation status to complete. ✴✴ ❆✈❛✐❧❛❜❧❡ ❝❧✐❡♥t

23 return

4.2 FedlesScore

In the following sections, we will comprehensively describe our proposed asyn-
chronous strategy called FedlesScore for the Fedless framework, detailing the client
selection strategy and algorithm modifications necessary for effective asynchronous
communication. Furthermore, we will demonstrate the benefits of our approach
through a series of experiments and comparisons with existing synchronous federated
learning methods. By introducing an asynchronous strategy to FedLess, we hope to
contribute to the ongoing advancements in federated learning, ultimately enabling
more efficient and scalable distributed machine learning across diverse and dynamic
networks of devices.

We slightly modified the Fedless controller and client to implement our proposed
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strategy effectively. The resulting changes in the FedLess controller and FL client routines
are depicted in Algorithm 1, providing a comprehensive overview of the strategy’s
implementation. In the subsequent sections, we will delve into each aspect of the
strategy in detail.

4.2.1 Asynchronous Aggregation

To enhance the efficiency of the FedLess system, we aim to make the entire pro-
cess asynchronous. We propose a novel mechanism for triggering the global model
aggregation. Previously, FedLess invoked multiple clients and waited for them to com-
plete their local training before aggregating the global model. The only way to limit
the waiting time was to set a timeout on the sockets. However, slow clients might
push their updates to the parameter server after the round ends, and these updates
are considered valuable contributions. To address this issue, FedlesScan introduced a
staleness-aware aggregation scheme that allows delayed updates to be included during
the next aggregation function call, with a staleness weight based on how late the results
arrive.

We aim to aggregate delayed updates asynchronously without waiting for all results
to come in. To achieve this, we modify the trigger for aggregation to only wait for a
fraction of client results, known as the buffer ratio. The buffer ratio, a floating-point
value between 0 and 1, determines how many results we wait for before triggering
the aggregation process. For instance, if we select 100 clients per round and set the
buffer ratio to 0.6, we wait for only 60 client results, regardless of whether the result
is delayed or not. The client results can be from the current round, previous rounds,
or even further back in time. To prevent outdated results from contributing, we set a
threshold for the age of client results. In our experiments, we set the threshold to 5, but
we observed that most delayed results arrive within two rounds.

Staleness Weighting Function

weight =
ti

T
(4.1)

weight =
1

(T − ti + 1)0.5 (4.2)

Intuitively, larger staleness leads to an increased error in the global model updates
[36]. The weighting function should assign a weight of 1 to the current round’s results
and show a monotonically decreasing pattern with increasing round numbers. We have
experimented with different staleness weighting functions, including the one used in
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Figure 4.4: Evaluation of staleness weights in the relationship between the current
round index and result round index

FedLesScan, as shown in Equation 4.1, with T being the current round index, and ti

round index of the client’s result. This function gradually increases the weight of one
round of late results as the round number increases. Therefore, we decided to adopt a
different weighting function proposed by Xie, Koyejo, and Gupta [36] (Equation 4.2).
As shown in Figure 4.4, we see the Staleness weighting in relationship to the current
and result round indexes. Here we can see that the weighting value from Equation 4.1
shown in Figure 4.4a is not consistent for the result with the same staleness, as we see
the values do not remain consistent in the diagonal axis like in Figure 4.4b for Equation
4.2.

In the next section, we will introduce an additional selection strategy to accompany
the asynchronous aggregation approach.

4.2.2 Score-based selection

In FedlesScan, clustering was performed solely based on training time, which is
appropriate in a homogeneous hardware setting where the training time is directly
proportional to the client’s data size, given that all clients share the same hardware and
model specifications. However, this assumption no longer holds true in a heterogeneous
environment, as illustrated in Figure 4.3, which shows that training duration can vary
across different hardware settings. Therefore, we want to do more than just sample and
select our clients based on one factor. We want to sample our clients based on both data
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and hardware characteristics (as mentioned in section 2.1.1). Therefore, we propose a
probabilistic client selection approach considering the client’s training duration and
data size.

Having made the process asynchronous, we are no longer directly impacted by the
presence of slow clients, often referred to as stragglers. Consequently, our focus shifts
to selecting clients that can contribute significantly within a reasonable timeframe.
Ideally, clients with large data sizes and access to powerful hardware resources should
be selected, as they can provide the most contributions in the shortest amount of time.
To this end, we introduce a scoring system for each client based on the size of their
data and hardware resources.

Gathering Behavioral Data

To score clients, information on their training behavior is necessary. We record and
collect the pure training time for each client’s invocation to evaluate the hardware
used. This only includes the duration of executing model.fit (Algorithm 1: Line 17-19),
excluding time spent on network communication and model initialization. To score
clients based on data cardinality, we also require the local data size for each client,
which is not a secret as it is required for aggregation with FedAvg. The batch size
and the number of epochs are also recorded to calculate the total number of local
updates on the clients during training, which remains static across all clients as listed
in Table 5.2. The booster value of each client is also recorded to determine the level of
promotion. This floating value is initialized to 1 and is updated each time the client is
not selected. When the client is finally selected again, the booster value is reset to 1. In
the next section, we will further describe the method of scoring and how we used the
collected information to select clients in more detail.

Client Scoring

Algorithm 2 presents the algorithm for scoring clients that would be used to select
clients each round to participate in the training round. It can be challenging to
determine a client’s machine learning performance based solely on their hardware
specifications (such as CPU model, frequency, and the number of cores), making it
necessary to conduct a benchmark to acquire a score. However, this approach can
be both expensive and inefficient. Alternatively, we use the training performance as
a hardware benchmark score (Client Efficiency Score). The algorithm calculates the
number of updates made by the client on the local model by multiplying the data size
Nc by the epoch size E and dividing the result by the batch size B. It then calculates
the number of updates per second by dividing the number of updates by the training
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Algorithm 2: Calculate Weighted Average Score: The β is the clients’ current
booster value, and T is the list of each training duration of the clients, and Nc is
the cardinality of the clients’ data; E is the number of epochs of the clients, B is
the client local batch size, and λ is the global defined decay rate

1 Function ❈❛❧❝✉❧❛t❡❴❙❝♦r❡✭β, T, N, E, B✮:

2 #updates← Nc×E
B

3 weighted_sum← ∑
k−1
i=0 (λ

i × (Nc
N ×

#updates
Ti

))

4 score← β× weighted_sum

∑
k−1
i=0 λi

✴✴ ♠✉❧t✐♣❧❡ ✇✐t❤ β t♦ ♣r♦♠♦t❡ ❝❧✐❡♥ts

5 return score

time (in seconds). A higher score indicates a more powerful hardware configuration.
To obtain a score that considers both client performance and training duration, we

record the duration of every training session and calculate an exponentially weighted
score. The exponentially weighted average uses exponentially decreasing weights as
the data point ages. The weights are assigned based on their relative recency in an
exponential decay fashion (λ0, λ1, λ2, ..., λi), meaning the weights decrease exponentially
as the data points move further into the past. λ is calculate with a smoothing factor α

1− α. The most recent data points are assigned higher weights, while older data points
receive lower weights. In terms of client scoring, we assign a higher weight to the most
recent invocations’ score and decrease the weight (λi, where i increases as the entry
gets older) for older entries.

However, we also want to promote slow clients and provide them an additional
opportunity to be selected. For this purpose, we introduce a booster value, which is
multiplied by the final score before sampling. The booster value is initially set to 1 for
all clients. Whenever a client is available (not busy training) but not selected for the
round, we increase its booster value by multiplying it with a promotion value greater
than 1; otherwise, the client will receive an unfavorable promotion, and the chances of
getting selected will have come even lower every time it did not get selected and got
the score got multiplied again by the promotion rate. This gradual increment of the
booster value ensures that the client’s score increases over time as it keeps being left
out of the selection. If the client is eventually selected, the booster value is reset to 1.

The decay rate λ and promotion rate β are determined by an adjustment rate ρ in the
range 0 < ρ ≤ 1. The adjustment rate controls the extent to which the score weight is
increased or decreased. Specifically, the decay rate is calculated as λ = 1− ρ, while the
promotion rate is calculated as β = 1 + ρ. By default, the value of ρ is set to 0.2, which
is also used in all of our experiments. If ρ is set to 1, both damping and promotion are
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disabled, resulting in equal weighting for all scoring and no promotion for clients that
have been consistently missing out.

Client Selection

Algorithm 3: Client selection

1 Function ❙❡❧❡❝t❴❈❧✐❡♥ts✭clients, clientsPerRound✮:

2 Characterize clients as uninvoked_clients and invoked_clients

3 Exclude busy clients from invoked_clients

4 if #uninvoked_clients ≥ clientsPerRound then

5 return Randomly sample clientsPerRound from uninvoked_clients.

6 end

7 Calculate #Scored_clients required from invoked_clients.
8 client_scores = []
9 for each client in invoked_clients do

10 Calculate Weighted Score for client.
11 Append Client Score to client_scores.
12 end

13 Calculate probability for all invoked_clients score
∑ client_scores

14 client_selection ← Sample invoked_clients based on probability
15 Reset booster value for all clients in client_selection

16 Increase booster value for all clients NOT in client_selection

(invoked_clients− client_selection)
17 return client_selection

The selection strategy is based on the score of each client, and it is described in
Algorithm 3. The goal is to sample a given number of clients (clientsPerRound) from
a list of available clients (clients). First, we distinguish clients who have already been
invoked from those who have not. Since clients must be invoked at least once to
calculate a score, we prioritize uninvoked clients first. If there are enough uninvoked
clients, we always choose them first. When we need more clients than the available
uninvoked ones, we have to sample based on the scoring system. Before selecting the
already-invoked clients, we exclude the busy clients still running (clients are marked as
busy in Algorithm 1 on Line 7, and marked available after completion on Line 22), as
we cannot assume that all functions autoscale when invoked again. We then calculate
the score for each remaining client as described in Algorithm 2 and append it to the
score list. After obtaining all scores, we need to normalize them into values between 0
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and 1; in Line 13, we convert them into the probability by summing up all the scores
and dividing each client’s score by the total score. (The sum of all clients’ probability
must equal 1.) The higher the client score, the higher the probability, and the more
likely the client will be selected for the next round. If a GPU has obtained a higher
score than a CPU client, the normalized probability would also be higher than the
CPU client and, therefore, have a higher chance of getting selected. After obtaining the
probability of each client, we randomly sample the required number of clients from the
list based on the probability. We reset the booster value to 1 for the selected clients so
that we do not keep promoting them. We increase the booster value for the available
but not selected clients by multiplying it with a promotion value.

Model Evaluation

To ensure a fair evaluation of the newest global model, we maintain a random
selection of clients during the evaluation process. The model’s performance is assessed
by testing it locally on each client’s data, and metric results such as accuracy and loss
are collected. To prevent bias in the evaluation metrics, we wait for all client results
until the timeout, even if some clients experience delays. Consequently, the presence of
stragglers may increase the total round duration, particularly for larger models.
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With the system improvements made to FedLess, we were able to implement additional
strategies and compare their performance to FedlesScore. Specifically, we compared
FedlesScore to three novel training strategies: FedAvg, FedProx, and SCAFFOLD, as well
as a previous work focused on serverless FL, FedlesScan. Through this evaluation, we
sought to gain insights into the performance expectations and limitations of FedLesScan.

5.1 Experiment Setup

To effectively scale our experiments and eliminate potential database bottlenecks,
we set up the FedLess parameter server with MongoDB [45] on a dedicated machine
equipped with 10 vCPUs and 45GB of RAM. This machine also hosts the file server,
providing 200GB of storage to accommodate the four datasets utilized in our study.

We deployed the aggregator function on a self-hosted, single-node Kubernetes cluster
with OpenFaaS deploy, which was configured with 45GB of RAM and 10 vCPUs to
ensure sufficient resources for efficient operation.

For the client functions, we aimed to simulate the environment of Google Cloud
Functions by configuring each client’s hardware based on the specifications provided
by Google Cloud. In total, we created 200 clients with varying resource allocations:

Client Type vCPU RAM vGPU # Clients Cost based on
Cost

Per 100 seconds

CPU 1 vCPU 2048MB - 130 1 vCPU GPC function 0.0029
CPU 2 vCPU 4096MB - 50 2 vCPU GPC function 0.0058
GPU - - 0.2 vGPU 20 NVIDIA Tesla P100 0.0406

Table 5.1: Client type distribution and cost estimate

As listed in Table 5.1, 130 clients were assigned 1 vCPU and a memory limit of
2048MB, mimicking the configuration of lower-end Google Cloud Functions. 50 clients
were allocated 2 vCPUs and a memory limit of 4096MB, representing mid-range con-
figurations. The remaining 20 clients were hosted on 5 GPU machines, each equipped
with a single Nvidia P100 GPU, to simulate higher-end hardware capabilities found in

35



5 Experiments

more demanding federated learning scenarios. This diverse range of client configu-
rations enabled us to study the behavior and performance of our proposed methods
under various hardware settings, thereby providing a comprehensive evaluation of
their effectiveness in real-world federated learning applications.

5.1.1 Benchmarks and Datasets

In our study, we utilized four datasets from various benchmarks to evaluate our
proposed strategy. These datasets are chosen from different domains, including image
classification, speech recognition, and language modeling, to provide a conclusive
evaluation of the new strategy’s effectiveness.

The first dataset we used is the widely known MNIST [46] Handwritten Image
Database, containing 60,000 training images and 10,000 central evaluation images.
These images are randomly distributed among 200 clients.

Two datasets were obtained from the LEAF [47] benchmarking framework for Fed-
erated Learning: FEMNIST for image classification and the Shakespeare dataset for
character prediction. The FEMNIST dataset is an extended version of the MNIST

dataset and contains over 800,000 images distributed among clients. The Shakespeare

dataset consists of sentences from the complete works of William Shakespeare [48], with
over 4 million samples, each of length 80 characters, distributed among clients.

The FedScale [49] benchmark, which includes various large-scale realistic benchmark
datasets for object detection, word prediction, and speech recognition, is also used in
our study. We chose the Google Speech Commands dataset [50] from this benchmark,
which focuses on real-world speech recognition. This dataset is designed to create
simple and useful voice interfaces for applications that use common words like "Yes,"
"No," and directions and comprises 105,000 1-second audio files distributed among
2,618 clients.

By employing these diverse datasets, we ensure that our evaluation is comprehensive
and can robustly assess the proposed strategy’s performance across different domains.

5.1.2 Model Configuration

The model architecture used for each experiment is tailored to match its correspond-
ing task. Table 5.2 provides a comprehensive overview of all configurations, such
as the number of epochs, batch size, learning rate, and optimizer employed in each
experiment. The MNIST [46], FEMNIST, and Shakespeare experiments all utilize the
same model architecture outlined in the original LEAF [47] benchmark paper. For the
MNIST experiment, we employ a 2-layer CNN with a 5x5 kernel, and a 2x2 max pooling
layer follows each convolutional layer. The model concludes with a fully connected
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Dataset
Hyper Parameters

Epochs Batch Size Optimizer Learning Rate

MNIST [46] 5 10 Adam 0.001
FEMNIST [47] 5 10 Adam 0.001
Shakespeare [47][48] 1 32 SGD 0.8
Speech Command [50] 5 5 Adam 0.001

Table 5.2: Model hyperparameters by Datasets

Benchmark Dataset # Clients
# Clients

Per Round

Target

Accuracy

Training

Timeout

- MNIST 200 100 0.98 100
LEAF FEMNIST 200 100 0.7 150
LEAF Shakespeare 200 100 0.4 550
FedScale Speech Command 200 100 0.75 60

Table 5.3: Training configuration by Datasets

layer with 512 neurons and a ten-neuron output layer with softmax activation. In total,
the model contains 582,026 trainable parameters.

Two datasets were chosen from the LEAF benchmark, with FEMNIST employing a
2-layer CNN with a 5x5 kernel. Similar to MNIST, a 2x2 max-pooling layer is applied
to each convolutional layer. The model ends with a fully connected layer with 2048
neurons, followed by an output layer with 62 neurons and softmax activation. This
final model has 6,603,710 trainable parameters.

For the Shakespeare dataset, a Long Short Term Memory (LSTM) [51] recurrent neural
network is utilized. The model comprises an embedding layer with a size of eight,
followed by two LSTM layers with 256 units, and an output layer with a size of 82 and
softmax activation. The final model has 818,402 trainable parameters.

In contrast to replicating models from the FedScale benchmark, a simple CNN
is designed to compare different strategies for the FedScale benchmark experiment.
Although the designed model only serves to demonstrate any differences, it is as
accurate as the models from the original FedScale paper. The model architecture consists
of two identical blocks, followed by an average pooling layer and an output layer with
35 neurons and softmax activation. Each block consists of two convolutional layers with
a 3x3 kernel and a max-pooling layer. To prevent overfitting, a dropout layer follows
the max-pooling layer, with a rate of 0.25. The model has 67,267 trainable parameters.

We maintained consistency in the number of clients across all datasets and models
used in the experiment, with a total of 200 clients and 100 clients sampled per round.
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Additionally, we set different target accuracies and training timeouts for each model
since the training duration varies across models. Detailed specifications are provided
in Table 5.3.

5.1.3 Evaluation Metrics

This section provides an overview of the metrics and evaluation methodologies used
to assess FedlesScore and compares its results to those of FedAvg, FedProx, SCAFFOLD,
and FedlesScan. Our evaluation covers four aspects, namely:

• Model performance, which includes accuracy and loss.

• Selection bias, which measures the variation in client invocations during training.

• Cold start ratio, which assesses the proportion of client functions that have been
inactive for a given amount of time, must reinitialize its runtime.

• Strategy efficiency, which evaluates the total time and cost.

By examining these aspects, we aim to provide a comprehensive evaluation of the
effectiveness of FedlesScore in comparison to other federated learning strategies.

In order to evaluate the performance of our model, we utilize two key evaluation
metrics: final accuracy and accuracy progress throughout the training process. The
final accuracy is measured by the achieved accuracy of the model after a predetermined
number of training rounds or upon reaching the target accuracy. To ensure a realistic
evaluation in a highly scalable FL system, we adopt a distributed evaluation approach.
Randomly selected clients are chosen to evaluate the model on their respective test
datasets. The number of clients participating in the testing phase corresponds to the
number of clients called per round. Each client calculates its own accuracy using
Equation 5.1. To obtain a weighted average accuracy, we consider the clients’ relative
dataset cardinalities in relation to the total cardinality of the test dataset (N), as depicted
in Equation 5.2. This evaluation approach provides a comprehensive assessment of the
model’s performance, accounting for the varying sizes of client datasets.

Accuracy =
Number o f correct predictions

Number o f predictions
(5.1)

¯Accuracy = ∑
∀c∈C

(
nc

N
× Accuracy) (5.2)

In order to assess the potential bias of the client selection scheme, we make use of
variance plots to display the frequency with which each client is selected throughout
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the training session. To measure bias, we compute the difference between the frequency
of the least-called client and the most-called client [34]. In light-straggler scenarios,
low bias is ideal, while in straggler-heavy situations, it may be necessary to prioritize
reliable clients and thus increase bias. By examining the variance plots, we can gain
insights into the effectiveness of the client selection scheme and identify any potential
biases that may affect the performance of the system.

Cold Start Ratio =
∑∀c∈C #Cold invocations o f Client c

∑∀c∈C #Total invocations o f Client c
(5.3)

Given that our experiment was conducted on OpenFaaS on our own server, the cold
start issue was not a concern as the containers were always ready as a function due to
the absence of scale to zero (Only available with OpenFaaS Pro), which allows systems
to reduce resource allocation to minimize costs dynamically. To simulate the cold start
effect and compare it across different strategies, we implemented a mock cold start
in Fedless. For each client invocation, we included a boolean tag indicating whether
it was cold-started. Using the time of the last call, we calculated the total number
of cold-start invocations and divided it by the total number of invocations across all
clients, as shown in Equation 5.3. It is important to note that this metric allows us to
assess the impact of cold starting on the overall system performance and compare the
effectiveness of different strategies.

Finally, we conducted a comprehensive analysis of our experiments’ time and cost
to evaluate the system’s efficiency. Regarding time analysis, we measured the total
time each strategy took to reach the targeted accuracy from the beginning to the end
of the training process. For cost evaluation, we utilized OpenFaaS functions on our
own server. However, since the cost for this configuration is not directly calculable
using standard FaaS providers, we employed the Google Cloud Platform (GCP) cost
computation model [52][53] to obtain a more accurate cost estimate. To provide more
transparency and accuracy in our cost analysis, we created a table that lists the pricing
and hardware configurations for each type of client, which can be found in Table 5.1.
To ensure accurate cost evaluation, we measured the runtime for each client invocation
and used different cost plans for Tier 1 based on the hardware resources provided for
the client. Specifically, for clients with one vCPU, we configured them with identical
hardware and utilized the pricing of GCP functions with 1 vCPU and 2048MB Memory.
For clients with 2 vCPU, we employed pricing with the equivalent hardware resource
on GPC Function [52]. For GPU clients, we had to calculate the cost based on the
hourly cost for the GPU unit and the fraction of GPU resources utilized during training
[53]. The time and cost analyses provide valuable insights into the system’s efficiency,
especially in heterogeneous hardware and data size settings. These analyses help to
determine the most suitable strategy for the given scenario, which can significantly
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impact the overall cost of the system in real-world applications where resources are
limited.

5.2 Accuracy and Model Performance
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Figure 5.1: Comparison of perforamace metrics (Accuracy, Loss) between strategies on
different datasets.
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Figure 5.1: Comparison of performance metrics (Accuracy, Loss) between strategies on
different datasets.

In this section, we will assess the performance of different strategies by comparing
their model accuracy and loss across various datasets. We will analyze the convergence
of the models and how different strategies affect the overall performance. This analysis
will provide insights into the effectiveness of each strategy in achieving high-quality
models while maintaining low loss values.
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Figure 5.1a shows the performance of different strategies on the MNIST dataset,
where all strategies have similar results as the clients have only 300 samples of data
and the training iteration duration is relatively low. Among the strategies, FedlesScan
slightly outperforms others as the data is uniformly distributed, and clustering based
on training time makes sense. On the other hand, for the FEMNIST dataset shown
in Figure 5.1b, FedAvg performs better than FedlesScan as the data and hardware
distribution is heterogeneous, and clustering based solely on training time is no longer
appropriate. SCAFFOLD is intended explicitly for homogeneous local training steps,
where all clients have the same data size or the batch size is dynamically adjusted to
the data size to ensure consistent updates across all clients, which is not the case for our
setup; therefore, we excluded SCAFFOLD in the experiment on FEMNIST. FedlesScore

outperforms all other strategies and achieves the targeted accuracy with a speedup of
1.73x compared to FedAvg. There is a significant difference between strategies for the
Shakespeare dataset, as shown in Figure 5.1c. FedlesScore outperforms FedAvg with a
speedup of 7x, while FedlesScan slightly exceeds FedAvg with a speedup of only 1.06x.
In Figure 5.1d, we show the performance of different strategies on the Speech Command

dataset. SCAFFOLD is again excluded from the experiment due to the heterogeneous
number of local steps. FedlesScan is faster than FedAvg with a speedup of 1.87x, while
FedlesScore has a speedup of 6.19x, which is almost tripled compared to FedAvg. Overall,
the results show that FedlesScore outperforms other strategies in most cases, except for
MNIST where all strategies have similar performance. FedlesScan also performs well in
certain cases, especially when the data is uniformly distributed.

Compared to other strategies, FedlesScore consistently achieves the target accuracy
faster. This can be attributed to its asynchronous approach and intelligent selection
mechanism, which prioritizes clients with larger data sizes and more powerful compu-
tational resources, including GPUs.

5.3 Client Selection Bias

This subsection focuses on evaluating the client selection process within the strategies.
We will use violin plots to visualize the distribution of selected clients and identify
any potential biases or skewness in the selection process. The violin plots presented
in Figure 5.2 offer valuable insights into the bias encountered by our strategy. The
distribution depicted on the y-axis represents the number of invocations per client.
The height difference between the highest and lowest points in the distribution is a
measure of bias, with a greater height indicating a bias towards a specific subset of
clients. Conversely, a lower height indicates a minor difference between the most and
least invoked clients. Moreover, the plot’s width at a particular point X can be used to
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discern the proportion of clients called X times compared to an arbitrary point Y. If the
width at point X is more significant than at point Y, it indicates that more clients were
called X times than Y times. This explanation is instrumental in comprehending the
performance of our strategy on the four datasets.

Fe
dA

vg

Fe
dP

ro
x

Fe
dl
es

Sc
an

SC
AF

FO
LD

Fe
dl
es

Sc
or
e

0

5

10

15

20

25

In
vo

ca
tio

ns
/C
lie

nt

(a) MNIST
Fe

dA
vg

Fe
dP

ro
x

Fe
dl
es

Sc
an

Fe
dl
es

Sc
or
e

5

10

15

In
vo

ca
tio

ns
/C
lie

nt

(b) FEMNIST

Fe
dA

vg

Fe
dP

ro
x

Fe
dl
es

Sc
an

SC
AF

FO
LD

Fe
dl
es

Sc
or
e

5

10

15

20

In
vo

ca
tio

ns
/C
lie

nt

(c) Shakespeare

Fe
dA

vg

Fe
dP

ro
x

Fe
dl
es

Sc
an

Fe
dl
es

Sc
or
e

0

10

20

30

In
vo

ca
tio

ns
/C
lie

nt

(d) Speech Command

Figure 5.2: Comparison of client’s invocation frequency distribution between strategies

Figure 5.2a depicts the bias observed by our selection strategy for various federated
learning methods, including FedAvg, FedProx, SCAFFOLD, FedLesScan, and FedlesScore,
on the MNIST dataset. Random client selection is employed by FedAvg, FedProx,
and SCAFFOLD, resulting in similar behavior that does not differentiate between
stragglers and reliable clients. In contrast, FedLesScan is more concentrated in the
middle, indicating an equitable distribution of training among clients, with only a
few outliers at the top and bottom. The FedlesScore approach also shows a relatively
normal distribution of client invocations, with most clients being invoked between 5-15
times. However, the line stretches out more than other strategies, with some clients
receiving over 25 invocations and few with as little as 5. As the experiment with MNIST

involves the equal distribution of data among all clients, with each client possessing
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300 samples, the scoring primarily differentiates based on the training time, which
is mainly impacted by the hardware resources of the clients. Notably, the rise in the
curve’s upper region is more pronounced for GPU clients, as they are faster and receive
more frequent invocations than other clients. However, since MNIST is a relatively easy
dataset to train, performance is similar among different hardware configurations.

Figure 5.2b displays the distribution of clients based on the number of invocations
per client for various federated learning methods, including FedAvg, FedProx, and
FedlesScan, on the FEMNIST dataset. FedAvg and FedProx exhibit no clear bias as they
randomly select clients. In contrast, FedlesScan is concentrated in the middle. However,
it starts favoring clients with lower training durations, such as clients with smaller data
sizes or more computational resources, like GPU clients. Conversely, clients with more
extensive data sizes and fewer computational resources are treated as stragglers and are
not included as frequently. However, FedlesScore favors some clients at the top, mainly
GPU clients and clients with 2 vCPUs. Yet, the remaining plot is relatively smooth, as
the probabilistic approach ensures that clients always have a chance of being selected,
even with longer training times.

Figure 5.2c demonstrates the distribution of invocations per client for various fed-
erated learning methods on the Shakespeare dataset, which is similar to the previous
datasets analyzed. FedAvg, FedProx, and SCAFFOLD exhibit mostly normal distribu-
tions, while FedlesScan shows a distribution similar to that of the FEMNIST dataset.
In contrast, FedlesScore exhibits a slightly fatter end on the bottom compared to the
FEMNIST dataset due to the model’s relative difficulty and the noticeable impact of
data size. As shown in Figure 4.3, the relationship between training time and hardware
resources is significant, especially as the data size increases for clients with only one
CPU. Such clients may not complete training before the round ends and, consequently,
be available for selection again. In contrast, clients with more computational resources
complete training earlier and are available for selection again. This finding underscores
the importance of selecting appropriate hardware for data-intensive workloads and
optimizing the selection strategy to improve overall system performance.

Figure 5.2d highlights the differences in behavior across various scenarios for different
federated learning methods on the Speech Commands dataset. FedAvg and FedProx exhibit
a normal distribution, which is expected. FedlesScan also shows a normal distribution
but with lower variance compared to both FedAvg and FedProx. The results are similar
to those obtained with the MNIST dataset, as the model for the Speech Command dataset
requires relatively small computational resources to compute and optimize across
different data sizes. Interestingly, FedlesScore exhibits a distribution that differs from
that of the MNIST dataset. This is because the data is not equally distributed among
clients in this experiment, and training duration is one of many factors considered in
the selection process. The data size of the clients plays a more significant role, as the
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training duration is similar among clients compared to the experiment on Shakespeare.
These findings underscore the importance of selecting appropriate hardware and
optimizing the selection strategy to improve overall system performance, particularly
in scenarios with uneven data distributions.

5.4 Cold Start Ratio
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Figure 5.3: Cold start ratio between strategies

In this part, we will examine the cold start ratio of the serverless federated learning
strategies. The cold start ratio represents the proportion of invocations that occur after
a client has not been called for a certain period. We will evaluate the impact of this
phenomenon on model training and identify which strategies are more prone to cold
starts, which can affect the overall efficiency of the learning process.
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Figure 5.3 presents the effect of cold start on different strategies across various
datasets. The figure shows that the cold start ratio is minimal for MNIST and Speech
Command datasets, as the round duration is relatively short, and the time between
each round and client invocation is also short, resulting in a higher chance of a client
being invoked again within a short period. However, for FEMNIST, as shown in Figure
5.3b, the cold start ratio is more prominent, as the average round duration is longer
than the other datasets, as can also be seen in Figure 5.8. FedlesScore outperforms other
strategies, especially for FEMNIST, as it has a shorter average round duration than
other strategies.

Furthermore, Figure 5.8c shows a significant difference between FedlesScore and other
strategies, as the round duration remains lower than other methods. The client selection
approach in FedlesScore also promotes clients with a factor every round it is not selected,
contributing to the reduced round duration.

FedlesScore consistently achieves a low cold start ratio across all datasets in our exper-
iments, thanks to its asynchronous approach and well-designed promotion mechanism
that prevents clients from missing multiple rounds for an extended period of time.

5.5 Client Size

Here, we will evaluate the performance of strategies with different client sample
sizes per round (50, 100, 200). By analyzing the impact of client size on the model’s
performance, we can determine the optimal sample size for each strategy and dataset.

Figure 5.4 shows the accuracy and loss over time for three different sample sizes,
where FedAvg and FedProx perform similarly regardless of the client sample size.
FedLesScan performs better with a smaller sample size, as the cluster sizes in a hetero-
geneous hardware setting are smaller. It is more likely to have enough clients in the
same cluster to select for the training round. Increasing the sample size may include
clients outside the cluster, leading to potential stragglers in the round. In contrast,
as discussed in Chapter 3, SCAFFOLD performs better with a larger sample size as
the global variant becomes more accurate with more clients’ results. Li and Diao [28]
conducted a more in-depth comparison, revealing that SCAFFOLD fails to converge
when only 10% of the total clients are selected per round. FedlesScore, on the other
hand, shows no significant impact on convergence speed with different sample sizes,
as it only waits for a specific ratio of clients to complete the training before aggregating
results and invoking new clients from the pool.
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(a) 50 clients per round with a total of 200 clients.
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(b) 100 clients per round with a total of 200 clients.

Figure 5.4: Comparison of performance metrics (Accuracy, Loss) between strategies on
Speech Command dataset with different client sampling per round.
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(c) 200 clients per round with a total of 200 clients.

Figure 5.4: Comparison of performance metrics (Accuracy, Loss) between strategies on
Speech Command dataset with different client sampling per round.

48



5 Experiments

5.6 Ablation Studies
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Figure 5.5: Ablation Study: Performance metrics on Speech Command dataset

In this subsection, we will conduct ablation studies to compare the performance of
the newly proposed strategy with score-based selection and random selection. We will
examine various plots and metrics in depth to understand the strengths and weaknesses
of each approach. This comparison will allow us to identify the most effective strategy
and understand the key factors contributing to its success.

Due to the synchronous evaluation process, it takes considerable time to evaluate
the Shakespeare dataset, given some clients’ low computational resources and large
data sizes. This allows slower clients sufficient time to catch up, minimizing the
difference between score-based and random selection. Hence, we choose to use the
Speech Commands dataset for the ablation study. Before comparing the results of score-
based selection with random selection, we first examine the impact of varying buffer
ratios on FedlesScore. Figure 5.5 presents the performance of FedlesScore with score-based
selection for different buffer ratios. The best performance is achieved with a buffer ratio
of 0.3, outperforming the next best with a buffer ratio of 0.6, with a speedup of 1.7x.
The slowest experiment in FedlesScore (Buffer ratio = 0.8) has a speedup of 2.4x. Given
that 0.3 is the best buffer ratio for score-based selection, we use this ratio to compare
with the random selection method.

In Figure 5.6, we compare the performance of score-based and random selection. We
observe that FedlesScore outperforms all experiments with random selection, with a
speedup of 1.73x over the fastest result from random selection. Even when compared
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Figure 5.6: Ablation Study: Performance metrics on Speech Command dataset
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Figure 5.7: Ablation Study: Selection Bias on Speech Command dataset

to the best result from random selection with a buffer size of 0.8, FedlesScore with the
score-based selection still achieves a speedup of 1.87x. These findings indicate that
score-based selection outperforms random selection in all scenarios.

Figure 5.7 provides further insights into the selection bias of each experiment. In
the case of random selection, the experiments are consistent across different buffer
ratios. The shape is comparable to FedAvg in Figure 5.2d, as all client selections are
chosen randomly. As for score-based selection, the experiments also exhibit a similar
level of consistency across different buffer ratios. However, as depicted in Figure 5.2d,
FedlesScore displays a biased selection toward clients with more powerful computational
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resources and larger data sizes, resulting in less frequent invocations of clients with
smaller data sizes and slower hardware.

Based on our experimental results, it is evident that score-based selection is superior
to random selection in the asynchronous setting. FedlesScore outperformed all experi-
ments with random selection, even when compared to the best result obtained from
random selection. Hence, score-based selection is the preferred approach in this setting.

5.7 Time & Cost Analysis

The round duration distribution for different strategies on various datasets is dis-
played in Figure 5.8. Figure 5.8a illustrates that there is no significant difference between
strategies, with all round durations ranging from 10 to 30 seconds. SCAFFOLD appears
to be slightly slower than other strategies. It can be argued that the communication
overhead required for local and global variants in SCAFFOLD is more noticeable in
models with shorter training times. For the FEMNIST and Speech datasets, the round
durations for FedAvg and FedProx are comparable. FedlesScan shows slightly better
performance on the Speech dataset due to its clustering selection approach not includ-
ing stragglers in every round. FedlesScore consistently has shorter rounds than other
strategies, particularly for the Shakespeare dataset, where it outperforms FedAvg with a
total speedup of 6.19 (see Table 5.4).

Strategy
Dataset

MNIST FEMNIST Shakespeare Speech

FedAvg 10.98 (1.00x) 22.44 (1.00x) 245.98 (1.00x) 49.78 (1.00x)
FedProx 15.03 (0.73x) 39.46 (0.57x) 273.58 (0.90x) 53.20 (0.94x)

FedLesScan 9.69 (1.13x) 25.88 (0.87x) 232.18 (1.06x) 26.59 (1.87x)
SCAFFOLD 14.31 (0.77x) - 252.07 (0.98x) -

FedlesScore

0.3 11.83 (0.93x) 12.95 (1.73x) 34.98 (7.03x) 8.04 (6.19x)

0.6 11.65 (0.94x) 18.28 (1.23x) 69.04 (3.56x) 12.18 (4.09x)
0.7 12.21 (0.90x) 20.21 (1.11x) 51.28 (4.80x) 12.74 (3.91x)
0.8 10.92 (1.01x) 22.72 (0.99x) 72.66 (3.39x) 16.42 (3.03x)

Table 5.4: Full Experiment duration comparison between all strategies across all
datasets.

Lastly, we present two tables that provide a summary of the experiments conducted
in this study. Table 5.4 compares the duration of various federated learning strategies
across different datasets, while Table 5.5 compares their total training cost in USD.
Table 5.4 compares the speedup achieved by different federated learning strategies,
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Strategy
Dataset

MNIST FEMNIST Shakespeare Speech

FedAvg 1.13 2.74 8.86 2.14
FedProx 1.90 3.83 10.63 2.37

FedLesScan 1.11 3.68 10.28 1.85

SCAFFOLD 1.52 - 8.41 -

FedlesScore

0.3 11.97 5.99 6.68 2.72
0.6 7.65 9.05 8.91 4.05
0.7 7.35 4.92 9.47 3.91
0.8 5.94 9.71 11.11 3.14

Table 5.5: Total experiment cost (USD) comparison between all strategies across all
datasets.

including FedAvg, FedProx, FedLesScan, SCAFFOLD, and FedlesScore, using different
buffer values (0.3, 0.6, 0.7, and 0.8) across four datasets: MNIST, FEMNIST, Shakespeare,
and Speech. FedlesScore consistently outperforms other strategies regarding speed,
particularly when using a buffer ratio of 0.3. FedlesScore (buffer ratio = 0.3) achieves
a remarkable speedup of 7.03x for the Shakespeare dataset and 6.19x for the Speech
dataset. These results suggest that FedlesScore is an optimal choice when considering
the time efficiency of a federated learning strategy. Table 5.5 compares the total training
cost in USD for the same federated learning strategies and datasets. FedlesScore is not
the least expensive strategy; however, it still remains competitive with other methods.
For instance, FedlesScore (buffer ratio = 0.3) has a total training cost of 6.68 USD for
the Shakespeare dataset and 2.72 USD for the Speech dataset. In conclusion, the findings
from Tables 5.4 and 5.5 suggest that FedlesScore, especially with a buffer ratio of 0.3, is
a favorable federated learning strategy due to its superior speed compared to other
methods and a total training cost that remains competitive.
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(a) MNIST (b) FEMNIST

(c) Shakespeare (d) Speech Command

Figure 5.8: Round duration with different strategies on different datasets.
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5.8 Discussion

In this work, a series of experiments were conducted to evaluate and compare
the performance of various federated learning strategies, including FedAvg, FedProx,
SCAFFOLD, FedlesScan, and FedlesScore, in the context of accuracy, model performance,
potential bias in client selection, cold start effect, and time and cost analysis. The
experiments were conducted with 200 clients with diverse hardware and data sizes.
Overall, FedlesScore demonstrated superior performance in most cases, except for the
MNIST dataset, where all strategies exhibited similar results. Moreover, FedlesScore

consistently had shorter rounds than other strategies, making it an optimal time-efficient
choice. Although not the least expensive strategy, FedlesScore remained competitive in
total training cost. Furthermore, the cold start ratio was minimal for the MNIST and
Speech Command datasets while more prominent for FEMNIST. FedlesScore outperformed
other strategies by having a shorter average round duration, especially for the FEMNIST

dataset. FedlesScore also showed no significant impact on convergence speed with
different sample sizes, making it robust across various client sizes. The ablation
studies indicated that score-based selection outperformed random selection in all
scenarios, with FedlesScore proving superior to random selection in the asynchronous
setting. These results emphasize the importance of selecting appropriate hardware and
optimizing the selection strategy to improve overall system performance, particularly
in scenarios with uneven data distributions.

Although we did not directly implement and compare our FedlesScore strategy
with FedBuff [38], our ablation study in Section 5.6 reveals a significant performance
difference between our score-based selection method and the random selection method
employed by FedBuff [38] in our asynchronous approach. While Pisces [39] achieves a
training time speedup of 1.4x compared to FedBuff [38], the ablation study demonstrates
that our score-based selection approach consistently outperforms random selection,
yielding a training time speedup ranging from 1.7 to 2.4 across different buffer ratios.
These findings firmly establish the superiority of our scoring approach in improving
the training efficiency of asynchronous federated learning, surpassing both FedBuff and
Pisces in terms of performance.

In conclusion, the experiments demonstrate the advantages of FedlesScore in terms
of accuracy, model performance, and time and cost efficiency. The findings suggest
that FedlesScore is a favorable choice for federated learning applications in real-world
settings with limited resources and heterogeneous environments.
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6 Conclusion and Future Work

In this study, we have significantly enhanced the FedLess platform by incorporat-
ing two significant advancements. First, we integrated support for the SCAFFOLD

framework [26] and introduced our novel strategy, FedlesScore, specifically designed for
heterogeneous environments. FedlesScore considers each client’s hardware capabilities
and data size to score and select clients for the training round. Our experiments on
various datasets demonstrate that FedlesScore achieves superior accuracy, time, and cost
efficiency by effectively leveraging participating clients based on their performance.

Second, we implemented support for simulating the cold start as in FaaS service
with major cloud providers, enabling us to evaluate FedLess’s performance under
realistic cloud provider conditions and assess the impact of a cold start on the training
process. As FedlesScore currently only factors in hardware and data size for client
scoring, potential enhancements could incorporate additional metrics such as data
distribution or variance. These metrics could help gauge the diversity of clients’ data
and determine its potential contribution to the global model without disclosing any
private information. Furthermore, an adaptive buffer ratio could be introduced to adjust
the waiting time based on the historical behavior of selected clients. This approach
would allow for the inclusion of more results in the aggregation round by extending
the waiting time by a few seconds, thus preventing results from becoming stale.

Deploying FedLess entails a one-time overhead, including setting up various com-
ponents such as Kubernetes clusters, parameter servers, file servers, and OpenFaaS.
Automating this process could significantly optimize deployment. Additionally, a GUI
dashboard for live-tracking the training process and issuing alerts if clients fail would
greatly simplify client management and large-scale experiments. This could be achieved
using the Grafana Stack [54, 55]. It is important to note that FedLess currently only
supports training with TensorFlow [56], while PyTorch is widely used in research (e.g.,
SCAFFOLD [26]). Consequently, adding PyTorch support to FedLess would facilitate
faster integration of new strategies, provide more flexible model selection, and enable
researchers to test their models in a serverless-based FL environment more rapidly. In
conclusion, our work underscores the potential advantages of serverless-based FL and
lays the groundwork for future research and refinements in this domain.
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