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Abstract—The recent surge of interest in explainability in arti-
ficial intelligence (XAI) is propelled by not only technological
advancements in machine learning but also by regulatory ini-
tiatives to foster transparency in algorithmic decision making.
In this article, we revise the current concept of explainabil-
ity and identify three limitations: passive explainee, narrow
view on the social process, and undifferentiated assessment of
explainee’s understanding. In order to overcome these limitations,
we present explanation as a social practice in which explainer
and explainee co-construct understanding on the microlevel.
We view the co-construction on a microlevel as embedded
into a macrolevel, yielding expectations concerning, e.g., social
roles or partner models: typically, the role of the explainer
is to provide an explanation and to adapt it to the current
level of explainee’s understanding; the explainee, in turn, is
expected to provide cues that direct the explainer. Building on
explanations being a social practice, we present a conceptual
framework that aims to guide future research in XAI. The
framework relies on the key concepts of monitoring and scaf-
folding to capture the development of interaction. We relate
our conceptual framework and our new perspective on explain-
ing to transparency and autonomy as objectives considered
for XAI.
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I. INTRODUCTION

EXPLAINABILITY as a topic has recently experienced
a surge of interest, even though it has been at the core

of artificial intelligence since the start. It expresses the desire
to make a system’s behavior intelligible and thus controllable
by humans (e.g., [1]). Two impulses seem to have been cru-
cial for this recent interest: one comes from a technological
perspective driven by the development of multilayered con-
nectionist AI systems whose predictions (e.g., in medicine or
jurisdiction) concern human lives; with their many nested lay-
ers and nonlinearities, machine-learned models have become
opaque not only for citizens but also for experts [2]. This
is especially threatening in the face of the mistakes and
biases of deep learning systems ([3] and [4]). Opacity is
“a serious issue in all those contexts where human beings
are liable for their decision” [5, p. 5]. The concern to break
open “black-box” algorithmic decisions has been addressed in
regulations issued by the European Union (GDPR: General
Data Protection Regulation)—the other impulse for explain-
ability research. These regulations grant citizens a basic right
for algorithmic decision making to be made transparent. The
objective of making algorithms (or a part of them) accessi-
ble is at the core of explainable artificial intelligence (XAI),
in which transparency, interpretability, and explainability are
discussed as desired outcomes [6]. After recently reviewing
the state of the art, Sokol and Flach [7, p. 235] concluded that
“while a variety of interpretability and explainability methods
is available, none of them is a panacea that can satisfy all
diverse expectations and competing objectives that might be
required by the parties involved.”

Our article takes this conclusion as a starting point.
Following [7], we argue that one important source from which
XAI can tap diverse expectations is the interactive process of
explaining. In this process, the receiver of an explanation does
not just play a passive role of providing a set of properties
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according to which an explanation needs to be “personal-
ized.” Instead, in a truly interactive process, both partners—the
explainer and the explainee—are regarded as social agents who
not only have individual goals, intentions, and expectations but
also construct these and agree on these jointly within the pro-
cess. This construction allows the partners to engage actively,
thereby intertwining the process of explaining with the pro-
cess of understanding. However, accounting for this kind of
dynamics requires the formulation of a conceptual framework.

In this article, we present a conceptual framework that
allows us to study explainability as a social and interactive
process. It addresses three main limitations that arise from
recent research: the first limitation (Section II-A) arises from
explanations typically being conceptualized as complete when
they accurately describe the internals of a system. With its
focus on the content of an explanation, this conceptualization
takes little account of a receiver.

We argue that explanations should put the explainee and
explaineer in the focus rather than only the properties of the
explanandum. The second limitation is emerging in recent dis-
cussions in which scholars emphasize the need to personalize
explanations (Section II-B). We argue that this need comprises
more than an adaptation to the personal preferences or traits of
an individual. For an explanation to be successful, the recip-
ient’s level of and progress in understanding also have to be
taken into account. The final limitation, which we consider in
Section II-C, concerns the knowledge gap (or: explanandum)
that an explanation targets. Commonly, this is viewed as being
identifiable prior to the interaction and as being fixed. In con-
trast, we argue that identifying/agreeing on the knowledge gap
is itself an outcome of the interaction.

Our answers to these three main limitations guide us toward
the framework (Section III) that emphasizes the interactive
process and is founded on research on the following aspects
of interaction and development: co-construction, monitoring,
scaffolding, and social practice. This approach paves the way
to reach the objectives of transparency and autonomy that are
called for in research on XAI.

II. MOTIVATION: CURRENT LIMITATIONS

TO THE CONCEPTS OF XAI

Our culture highly values explaining, both politically and
individually. Applied to AI systems, the call for explainability
responds to the current situation in which intelligent software
continues to make often incomprehensible decisions that affect
human lives [5]. In our society, there seems to be a consensus
that such AI outputs have to be explained (or to be explainable)
(e.g., GDPR and DARPA).

In this section, we review approaches that respond to this
consensus and develop explainable AI. We inspect their under-
lying notion of explanation in order to reveal their limitations
and shortcomings. Such an analysis of concepts is helpful:
It reveals how the vocabulary used in the literature on XAI
evokes specific ideas about how the relevant phenomenon
can be formalized and modeled [8], and it helps to identify
important next steps for the design of future AI systems.

Fig. 1. Main elements of an explanation.

A. Complete Explanation Is Not Enough

In the past, the objectives of research in the area of
explainability have been connected to concepts of inter-
pretability and completeness. In the following, we will first
regard the two concepts before we then turn to explainability.
Interpretability is defined as a description of “the internals of
a system” [9] and often (but wrongly) equated with explain-
ability (e.g., [5] and [10], for some corrections). Interpretable
models offer procedures to simplify or inspect the output
of complex systems. In Rosenfeld and Richardson’s [11]
terms, they focused on the question what should be explained.
Completeness, in turn, captures the vision of a generic descrip-
tion that is understandable on its own, because it describes “the
operation of a system in an accurate way” [9].

The limitations of both concepts become visible when
considering the basic terms relevant to explainability: the
explainer is the person (or a system) who explains and the
explainee is a person (e.g., an adult, a child, a learner, or
a learning system) addressed by this explanation (see Fig. 1).
The object of explanation is the explanandum (e.g., [12]).
The term explanans refers to the way in which the explainer
conceptualizes the object of explanation (see Fig. 1).

The notions of interpretability and completeness build on
a range of implicit assumptions, such as 1) the explanandum
as the object of explanation (see also Fig. 1) exists in the
world independently of the interaction between the explainer
and the explainee. It is further assumed that 2) the mere
availability of information will suffice to 3) warrant an under-
standing that 4) enables the explainee to act further. Clearly,
the explainee is “conceptualized as an independent actor,
who makes autonomous decisions on the basis of information
made available to them through transparency” [13, p. 9]. Thus,
the explanation serves the purpose of providing information
that is independent of the explainee and her or his desires,
goals, or social roles. This makes the explainee exchangeable.
However, models based on interpretability and completeness
need to be contrasted with explainable models concerned with
the explainee’s understanding [5], [9], [11]. In contrast to
interpretability and completeness, explainable models are con-
cerned with how to make a description understandable to the
explainee. In other words, in addition to the what question
(being at the fore of research on interpretability and con-
creteness), they also address the why, who, when, and how
questions that also need to be answered, because they “heav-
ily affect” the generation of an explanation [11, p. 696]. In
this vein, “explainable models are interpretable by default, but
the reverse is not always true” [9].

The advantage of explainable models is, thus, that they take
a broader view of explanation and regard the explainee as
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TABLE I
INTERTWINING EXPLAINING WITH UNDERSTANDING

a part of it. However, whereas current approaches—as we
will argue in the next section—take the diversity of explainees
in terms of their expectations into account [10], they barely
consider the fact that an explainee is not a passive receiver.
As a social agent, she or he can steer the explanation pro-
cess significantly, as we exemplify in Table I. At this point,
while we second approaches calling for more attention to
social aspects [10], we seek to go beyond an acknowledg-
ment that persons employ social expectations when generating
or evaluating explanations. We are interested in when such
expectations are manifested to modulate the interaction, and
how they change during a process of explaining. Such chang-
ing expectations, however, are currently not taken into account
in XAI.

B. Social Interaction Is Not Just About Personalization

Following the call to extend XAI to social and interactive
approaches, novel developments in XAI acknowledge the
diversity in explainees in terms of their expectations,
interests, and needs as a way to personalize explana-
tions [7], [11], [14]–[16]. These approaches characterize the
explainee in terms of a number of variables that specify the
person’s characteristics (e.g., social role, personality, motiva-
tion or expertise, and circumstances, such as cognitive load
and processing time, etc.), and base the explanation process
on this assessment (e.g., [17] and [18]). They link up with
a line of research that has widely recognized the partner’s
understanding as being central to a successful interaction.
To ensure the partner’s understanding, models of the part-
ner have been proposed for the interaction in general [19],
[20]. Computational approaches to such partner models (often
called user models) have been defined as “knowledge sources
[containing] explicit assumptions on all aspects of the user

that may be relevant to the dialog behavior of the system”
[21, p. 6]. These factors can be processed before an interaction
commences [22].

To implement such a personal context of a user, a system
has to be ‘aware’ of what kind of partner and situation it is fac-
ing and choose an action that seems appropriate to its situation
analysis—that is, user models represent dialog- and discourse-
related aspects of the interaction (e.g., the common ground)
as well as task-related (and task-specific) aspects (e.g., the
user’s knowledge level) [18]. Depending on the user’s con-
figuration, an explanation can be evaluated in terms of its
adequacy [15].

User models are commonly rooted in popular theoretical
approaches characterizing persons in terms of their mental
states (in forms of goals, intentions, and desires). A recent
review of explainable agents reveals that the majority of
current XAI studies concerned with explainable and intelli-
gent agents frame their objectives with concepts related to
Theory of Mind [6]. Theory of Mind refers to the ability
to attribute intentionality to an agent [23], often described as
“mindreading” [6, p. 1079]. The main points of this theoreti-
cal perspective concern not only the question whether persons
attribute intentionality to other beings but also how they
exchange information about mental states. In many studies,
the exchange of mental states falls short, because it focuses on
the moment in which a mental state can be read in the partner.
The full function of exchange, however, implies that in both
partners, the states can change, become aligned, or diverge
from each other as the interaction proceeds (see Table I for
an example)—properties that are barely in focus.

Counter to this state of the art, developers of AI systems
focus on social interaction being about “reading” the intentions
of the partner in general. Applied to the process of explaining,
this implies that to know what the addressee wants or needs is
at the core of a successful explanation [9]. However, the fact
that the adaptation process should go beyond the first impres-
sion receives little attention, despite being acknowledged in
literature on interaction (e.g., [24]). In this respect, we argue
that the explainee should be characterized by a complex and
dynamic variable that captures not only personal traits but also
the explainee’s continuously changing level of understand-
ing. In other words, the extension of XAI research to social
and interactive approaches (as suggested by [7] and [10])
should not limit itself to characterizing an explainee as an
individuum with preferences, personal characteristics, inten-
tions, etc. Instead, it is necessary to account for the explainee
seeking to understand the explanandum. Putting this role at
the center requires methods to dynamically model the nego-
tiation of information, level of understanding, and changing
knowledge.

Currently, hardly any framework exists that could be used
to account for such dynamics in which both partners, as
social agents, are actively engaging in and shaping the pro-
cess of explaining. The premise to involve both partners
stands in clear opposition to existing frameworks for expla-
nations in AI (e.g., [5]). In other words, our approach
differs from approaches targeting just one comprehensive
and personalized explanation that is configured along some
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parameters, such as the why, who, what, when, and how [11].
In our approach, the target is to allow an explanation to be
configured or modified within an explaining process in which
the explainee co-constructs the explanandum in order to arrive
at an understanding.

The involvement of both partners is crucial to our
approach and is based on research regarding the dialog as
a unit of analysis. Accordingly, interaction does not just
serve the coordination of individual actions but actually
gives rise to joint actions that are of a different nature
than actions performed by an individual for a noncollab-
orative purpose [19], [20], [24]–[26]. Those collaborative
actions result in different ways of processing the physi-
cal world—an effect that is already visible in infants [27].
Collaborative actions request partners to align [28], [29]
and to design their behaviors for each other [30]. Applied
to the explaining processes, the dynamics involve processes
of monitoring the understanding that crucially steer the
interaction. Below, we will show that such dynamics are
important to consider, especially when it comes to everyday
explanations.

C. Scientific Explanations Are Not Everyday Explanations

Up to now, explainable AI research has focused mainly
on scientific explanations—that is, on accurate and com-
plete explanations of a model of some phenomenon. In
contrast, everyday explanations can be understood as partial
descriptions of the causes of some phenomenon that enhance
understanding in the user in terms of why something happened
(see [31]). Miller [10, p. 3] perceives important differences
between scientific and everyday explanations. In contrast to
scientific explanations that aim at exactness and completeness
to fill a knowledge gap, the process of explaining in every-
day language use is less driven by specific information needs.
Instead, knowledge gaps can emerge in an explainee during
the interaction. In addition, they are likely to change as the
explainee might be able to clarify something while realiz-
ing novel knowledge gaps. Focusing on everyday explanations
thus implies modeling the dynamic process of understanding,
and the knowledge gaps can be addressed by simultane-
ously being a byproduct of the interaction [32, p. 229]. In
this way, the explanandum becomes a “moving target” rather
than being defined a priori, as is the case for scientific
explanations.

Adding to the dynamics, a crucial characteristic of every-
day explanations is the variety of types. In fact, Kotthoff
[33, p. 121] observed that in everyday life, types of expla-
nations range from instruction giving to storytelling. The
diversity in types occurs concomitantly with various forms
of understanding that are typical for everyday explana-
tions [32], [34]. In this vein, the everyday nature of expla-
nation might account for why, under some circumstances,
a shallow explanation can be more successful than an elab-
orated one; and why, in other cases, even elaborated expla-
nations fail. In contrast to scientific explanations that target
a concrete phenomenon, everyday explanations require more
flexibility in what content to capture and what form of under-
standing is necessitated (see Table I). Research in AI has

hardly focused on such flexibility. The development of ad hoc
views and relationships that can be generated in the moment
as part of an explanation could therefore be a future issue for
XAI systems.

To sum up the above-mentioned limitations, current research
in XAI lacks a conceptual framework that would account
for both explaining as a bidirectional social process and the
dynamics of understanding in everyday explanations. A con-
ceptual basis that allows one to assess and describe the process
of explaining could enhance the design of AI systems tremen-
dously [7] by orienting them toward the production of socially
relevant explanations that cover not only specific points of
interest in the addressee but also the general dynamics of the
process taking place on different levels. A conceptual basis
is necessary, because in a recent review, Anjomoshoae et al.
[6, p. 1082] revealed that 39% of research concerned with
explainable and intelligent agents “did not rely on any theoret-
ical background related to generating explanations”—thereby
strongly suggesting that current theories might be lagging
behind what designers of AI systems already recognize as
being more appropriate.

A solid conceptual basis requires one to account for the
asymmetry in the interaction that is to be found prior to
an explanation. Furthermore, a conceptual basis also requires
empirical evidence to support it. Below, drawing from lin-
guistics, psychology, and developmental studies, we propose
a conceptual framework that attempts to capture the social
process of explaining.

III. CONCEPTUAL FRAMEWORK

Our goal is to propose a conceptual framework that allows
us to study explanation as a social process and overcome
the three limitations mentioned above. This framework, we
claim, is useful for studying adaptation beyond personaliza-
tion and within an explanation as a social process in which
the explainee and explainer interact in different social roles.
Finally, this framework allows us to move beyond scientific
explanations and depart from the assumption that the goal of
explaining is to deliver a complete and accurate explanation
of an a priori defined and fixed explanandum. Instead, we
focus on the incremental and interactive construction of the
explanandum as a result of the interaction.

A. Explaining in Basic Terms

In this section, we aim to propose some extensions to the
basic terminology of explaining that will address the novel
dynamic aspects (see Table II).

We start by pointing to specific social roles in a dialog that
are fulfilled by at least two persons interacting with each other
for the purpose of resolving a factual or anticipated epistemic
asymmetry [35]: the explainer and the explainee (see Fig. 1).
The social roles become manifested as dialogical roles for
which some interactive behaviors are characteristic. For exam-
ple, in a tutoring dialog, tutors were found to ask questions
which tutees are expected to answer [36]. Across disciplines,
explanans and explanandum are at the center of explainability
research in which they are designed to reveal the causes and
relationships underlying a phenomenon. Whereas in current
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TABLE II
DYNAMIC ASPECTS OF THE EXPLAINING PROCESS

linguistic and psychological research, the explanans is limited
to verbal means and little is known about how the explanan-
dum can be expressed nonverbally, most current explainability
research in computer science focuses on visual approaches
to explanation by using, for example, Shapley values [37],
individual conditional expectation [38], local surrogates [39],
or other similar techniques (see [40], for an overview). An
increasing number of works in computer science, however, do
target verbal explanations by using verbalization techniques
for formal languages, such as OWL [41] or even target the
use of conversational agents based on class-contrastive coun-
terfactual statements [42]. These approaches value the fact that
visible aspects are often insufficient to stand on their own and
need to be framed verbally in order to foster specific forms
of understanding. Multimodal explanations are currently lim-
ited to visualization combined with textual explanations [43].
These approaches depend highly on the user’s expertise and
established vocabulary that form a basis for revealing relevant
underlying causes and relationships.

As already mentioned, the terms have evolved from research
on scientific explanations and refer to an explainee experi-
encing a specific knowledge gap [44]. However, in natural
interactions, the explanans and explanandum might be under-
specified or not defined at the beginning of an interaction. In
this vein, the object of explanation might not exist before the
interactional exchange (see also Tables I and II). The aim of
our conceptual framework is, thus, to capture the dynamics
of the explaining process along aspects identified in Table II.
Accordingly, explaining is regarded as a social practice that
is co-constructed through constant monitoring and scaffold-
ing by both explainer and explainee. In the following, we will
elaborate further on each of the aspects and show how they
are connected with each other on different levels.

B. Co-Constructing Understanding

Table I shows that the reaction of the explainee is difficult to
foresee; and that for AI systems, everyday explaining requires
a flexibility to account for different forms of understanding.
To account for the dynamics of everyday explanations, we
need to change our view on the process of explaining as
such and see that it does not—or does not only—comprise
a unidirectional transfer of information from one person to
another. Instead, explaining is a bidirectional and iterative pro-
cess [45] in which humans implicitly or explicitly negotiate

and construct the explanandum, the explanans, and their form
of understanding. In other words, when it comes to every-
day interactions, explaining does not just ‘tease out’ a specific
form of understanding that the explainee already possesses.
Importantly, understanding is an interactive and constructive
process [19], [20], [46], [47].

In proposing a novel conceptual framework, we claim that
the key aspect that captures the dynamics of everyday expla-
nations is co-construction. This refers to the process by which
both interaction partners, the explainer and explainee, con-
struct an explanation in close relation to not only the emergent
understanding but also their broader knowledge, values, and
assumptions.

A byproduct that results from a co-construction is a con-
text that renders an explanation relevant for both participants.
The construction of such a context can be achieved by a part-
ner model (described above). Such a context can be described
as a “collection” [48, p. 22] of material, social, or physi-
cal facts that need to be taken into account when persons
interact—this is a view that is currently common not only in
computer science but also in psychology and cognitive science
in general.

In contrast to a loose collection of facts, we view an expla-
nation as operating on (at least) two levels: micro and macro.
Whereas the microlevel unfolds during an interaction, the
macrolevel releases the context from the material or social
environment(s) and makes it more dependent on the shared
knowledge on which the partners will agree [48]. The advan-
tage of such “emergent context parameters” [48, p. 22] is that
they are flexible, highly relevant, and can thus be constructed
on demand. As of yet, we are not aware of any computa-
tional approaches that use such a notion of context. Hence,
in the following, we describe the two levels relevant for the
co-construction of understanding.

IV. MICROLEVEL OF CO-CONSTRUCTION:
MONITORING AND SCAFFOLDING

In this section, we turn to the question of how to account
for the dynamics of everyday explanation by arguing that
what is required is a focus on the process of explaining and
understanding.

Concerning the microlevel, studies on natural interaction
involve the concept of “common ground”—that is, mutual
understanding that is established between interaction part-
ners [50, p. 127]. The phenomenon of a context is well
researched, based on pragmatic approaches (see [49] for an
overview), and implemented in computational models of dia-
log [51]–[54]. Yet, the mechanisms of common ground (e.g.,
how it is managed, how it is represented, and how it is
influenced by different joint goals) are still subject to dis-
cussion in psychology and (psycho)linguistics (e.g., [55]).
Relevant to XAI, the open questions center around the emer-
gence of the common ground that is needed to arrive at
a successful understanding. Below, we use two concepts to
outline how, on a microlevel of interaction, co-construction can
be achieved.
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A. Explaining Is Monitoring

We now return to the various forms of understanding
as a characteristic of everyday explanations. What forms
of understanding can be co-constructed in explanatory set-
tings with AI systems is currently not well known, and this
research gap should certainly be filled when further develop-
ing XAI. Research on technological explanations posits two
different forms that need to be considered [56]): a mecha-
nistic information on the architecture and an interpretative
information on the artifact’s function/relevance. Mechanistic
artifact explanations focus on what has been labeled scien-
tific explanations—namely, on information about mechanistic
aspects that can be objectively correct or not, such as the
mechanical and physical workings of a motor car. In order to
explain how to drive a motor car, however, only those mech-
anisms need to be explained that are related to the intended
function of this artifact. The technical function needs to be
explained with respect to a use plan [56]—that is, the goal and
purpose that the artifact was designed for and that is ultimately
bound to its social use context. Consequently, it is entangled
with social norms, individual or intersubjective goals, and so
forth. In other words, this kind of necessary information is
not an objective part of the artifact, but a social ascription
representing its meaning (its purpose and relevance). Both the
mechanistic information on the architecture and the interpre-
tative information on the artifact’s function/relevance need to
be accounted for in XAI, especially when they are supposed
to support the agency and autonomy of the individuals [57].
This, however, is an interdisciplinary challenge [58]. Facing
this challenge, it is interesting to note that the dynamic process
of co-construction also impacts on the explanandum that can
change even within the process of explaining. For example,
starting with a mechanistic view, an explainer might end up
providing insights into the technical function. It is thus impor-
tant to study cognitive operations for changing the perspective
on the entity or phenomenon.

Facing the various forms of understanding, a central ques-
tion is how can an explainer support the process of understand-
ing. Surprisingly, there is currently little research addressing
this topic in the development of XAI. In general, taking an
interactive view, recent dialog theories suggest that as the
interaction unfolds, partners take notice of each other and
align to each other on various behavioral levels [59] when
pursuing a joint goal [29]. In addition to theories focusing
on the phenomenon of alignment [29], [59], other theories
emphasize that the goal of coordination is not to converge
on internal representations but rather to accomplish an activ-
ity together [24]. In this accomplishment, monitoring plays
a key role: it is the core mechanism by which partners perceive
each other’s behaviors in order to jointly determine the course
of each utterance [20], [30]. More specifically, speakers have
been found to monitor for (visible) evidence of understanding.
For example, Clark and Krych [20] demonstrated that dyads
(i.e., pairs of interactants) who could not monitor each other at
all made eight times as many errors as dyads that could take
advantage of monitoring each other. Studies that have been

performed on other than explanatory tasks have shown that
the understanding displayed by the interlocutor [19], [60]–[63]
and the modalities via which it is expressed [64] are infor-
mative to the speaker when, for example, reformulating an
utterance [51], adjusting the modalities [64], or addressing
the satisfaction and motivation of the interaction partner [65].
Findings such as this led scholars to claim that a function
of a conversation cannot be defined on the level of the indi-
vidual [24]. In other words, functional organization makes
sense only within the dyad—the partners complement rather
than copy each other [24]. By monitoring, they work together
toward understanding [19], [46], [64].

What holds for studies on interaction in general should be
verified for an explanatory dialog in particular. What is par-
ticular to explanatory dialog is that an explainer not only
pursues the goal of conveying knowledge to the explainee
(who agrees on gaining this knowledge) but also has to mon-
itor her or his progress. Because of the different social roles
linked to a knowledge asymmetry, an explanatory dialog thus
calls for a different organization of alignment in partners. We
propose that alignment for the explanation-specific dialog can
be captured by two operations:

1) predicting the other’s behavior, and accordingly;
2) conceptualizing the explanans.
Below, we specify how these two operations drive the

explanans and the explanation process (see Fig. 1).
We have argued that the assumptions about what and how

to explain might be a result of a former explicit negotiation
of the explanandum, an implicit negotiation (also unexplored
in research and linked to the history of interaction) but also
the way in which the explainer conceives her or his social
role within an explanation [62]. Here, the social practice of
explaining (see Section V) will certainly provide a useful
‘template’ for how to explain from a macrolevel perspective.
Socialized in routines, social practices impose, for instance,
obligations on the participants [53] that are defined in terms
of what is permissible (ibid). They create expectations that, in
turn, can be imparted to a partner model. Within this frame,
an explainer can undertake further steps in her or his social
role to guide the explainee toward the desired outcome. Hence,
monitoring as a process clearly intertwines the micro- with the
macrolevel.

Whereas our view on explaining as a social practice (see
below) leads us to propose an interactional structure, other
authors find a mentalistic structure to stimulate the explana-
tory dialog [66]. Be it interactional or cognitive, only within
such a frame and by monitoring the explainee’s progress, can
the explainer predict the partner’s behavior, estimate its appro-
priateness, and monitor the progress of understanding—a solid
basis for helpful feedback. Conceptualizing the explanans is
a consequence derived from this solid basis. It is the abil-
ity to formulate the subsequent action of explaining on the
basis of whether or not the actions (involving forms of under-
standing) of the explainee correspond to the predicted actions
(see [59]). In other words, when conceptualizing explaining,
the explainer links her or his actions to the ongoing sit-
uation and interaction by modifying the assumption about
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how and what to explain. In this respect, we propose that
multimodal signals of understanding, partial understanding,
nonunderstanding, or misunderstanding that can be monitored
provide a scaffold to the explainer in the sense of an impulse
to adjust or terminate the explanation. It is through this that
the explainee actively shapes the explanans (see [61] for
tutoring).

Because an explanation is a practice that serves the goal of
solving an epistemic gap, there is, at some point, pressure on
the explainee to demonstrate an understanding [67]. This pres-
sure might be less when interacting with an artificial system.
Howley et al. [68] have shown that students ask more ques-
tions when learning with a robot when compared to learning
with a human teacher.

B. Explaining Is Scaffolding

Scaffolding behavior has been observed in task-oriented
developmental studies on adult–child interactions. In these
asymmetric interactions, adults contingently provide support
based on the child’s performance as well as on her or his
cognitive and linguistic abilities by, for example, increasing
their assistance to the less competent child [66]. As a key
aspect of social interaction, contingency captures the timing
of social interaction (e.g., [69]), whereas scaffolding refers to
the way a contingent support is formulated in an asymmetric
interaction. The function of scaffolding is twofold: on the one
hand, it enables “a child or a novice to solve a problem, carry
out a task or achieve a goal which would be beyond his unas-
sisted efforts” [66, p. 90]. On the other hand, the assistance
concentrates upon “those elements that are within the learner’s
range of competence” (ibid). Against this background, a scaf-
folding behavior thus requires 1) a mental decomposition of
a targeted action and 2) enriching the obvious and visible to
the learner with aspects that the learner either cannot discover
by her- or himself easily or that enrich the perceivable events
in order to better interpret them. In this respect, Wood et al.
[66, p. 97] already proposed that in a scaffolding process,
a tutor needs to have “a theory of the task or problem and
how it may be completed.” The goal in scaffolding is to allow
a less competent partner to participate in an interaction and to
contribute to a task. Participation can first be achieved with
the contingent support of a more competent partner, but at the
end of the learning process, it will be achieved independently
and in a self-regulated way [70] Thus, an important feature
of scaffolds is that they are temporary. The notion of scaf-
folding is special in that it does not simply emphasize support
or assistance by a more competent partner who reduces the
complexity of the learning content. It also emphasizes that
learning is co-constructed by both partners: 1) the learner,
who signals her or his individual level of readiness [66]
and 2) the more competent partner, who adapts accord-
ingly and provides support just above the level of learner’s
abilities [71].

For our conceptual framework, we transfer the concept from
the area of learning to the area of explaining and extend its
definition to everyday explanations that require understanding
to be co-constructed: consequently, both partners can scaffold

each other—that is, one partner can provide the other partner
with the additional information needed to arrive first at the
explanandum and then at the goal of explanation, namely, the
understanding in its different forms.

In our example (see Table I), a system can scaffold the
person’s understanding by developing a task-specific partner
model that is derived from previous experiences with, for
example, an explanandum, a particular explainee, or a specific
dialogical role. Such a partner model generates hypotheses
about how to explain and how to produce the explanans to
converge on the learner’s understanding (see [66]). It becomes
manifested in a multimodal modification of interactive behav-
ior (e.g., [30], [64], [65], [72], and [73]). The helpful function
of such models has already been recognized by Cawsey [22],
who suggested that a particular design of an explanatory
interaction needs to take place in accordance with the user’s
knowledge, the current object in focus, and the role of
the participants—all factors that can be determined before-
hand (see [74]). “Depending on the user’s assumed current
knowledge, different explanation strategies will be selected,
prerequisite information either included or left out” [22, p. 6].

What is informative for our approach is that a scaffold in the
form of an explainee’s model prior to an interaction then needs
to be verified, refined, or modified in that interaction. The
impulse for the adaptation of the scaffolding behavior comes
from the goals set by the explainer, but, most importantly,
from analyzing the reaction of the explainee. For example,
by observing how parents manage a moment in time when
the attention of children was vanishing from the demonstrated
action, Pitsch and colleagues [63] found that parents produced
larger motions to regain their children’s focus. Thus, there
seem to be some multimodal (verbal and nonverbal) parame-
ters that can be modified when the interaction affords it [30],
[64]—some of them connected to the perception and some to
the task structure [75]. Again, we lack empirical findings on
what kind of scaffolding mechanisms are active in explanatory
dialogs and what kind of parameters steers them. Yet, such an
adaptation process, we argue, is necessary to customize an
explanation to the explainee. Without it, an explainer can nei-
ther generate relevant feedback nor devise dialog in which her
or his feedback will be more appropriate for this explainee
in this task at this point in the process of understanding
[66, p. 11, 97].

Whereas above, we have focused on the explainer, accord-
ing to the idea of co-construction, we acknowledge that the
explainee also participates in the scaffolding process.

To summarize the concepts that we consider necessary on
the microlevel, we propose that an explaining process is co-
constructed between the interaction partners and consists of
scaffolding and monitoring. Both processes on the microlevel
of an asymmetric interaction characterize the dynamics needed
and contribute the first part of why persons consider an expla-
nation to be relevant and successful. At this stage, we propose
the following formalization of our framework (Fig. 2).

We assume that the explainee (EE) has a certain
understanding or conceptualization of the explanandum
CEE[t]. Note that CEE is time indexed, because the under-
standing of the explanandum will evolve or change over the
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Fig. 2. Our approach to co-constructing the explaining process: there are two
timepoints (t1, t2) that stand for an unfolding interaction across which partners
adapt their behavior by monitoring and scaffolding each other. There is also
prior knowledge from earlier interactions brought into this interaction. Both
partners, the explainer and explainee, enact a social practice of explaining,
the structure of which gives rise to specific social/dialogical roles, behaviors,
and expectations.

course of the interaction. The explainer (ER) also has a certain
understanding or conceptualization of the explanandum: CER.
ER needs to monitor EE’s level of understanding by comparing
CEE to the own conceptualization of the explanandum, CER.
However, as the explainer cannot access CEE[t] directly, she or
he interprets signals from EE to infer a model of CEE[t]. We
denote this inferred model of the level of understanding by EE
with MER(CEE[t]). We further assume that ER has a model of
what she or he intends to explain to EE—that is, a model of
what EE needs to understand. We denote this model of what
the explainee should understand as GER[t]. Here, G stands
for goal and is time indexed as well, because the goal can
change during the interaction. At each point in the interaction,
the explainer is able to monitor how close MER(CEE[t]) is
to GER[t] and take actions accordingly by scaffolding the
explainee’s understanding.

Given this framework, further research questions are given
as follows.

1) How can the emerging conceptualization about the
explanandum be modeled?

2) How does the explainer infer the model of the emerg-
ing conceptualization? By which signals does she or he
know whether EE understood something?

3) How does ER compute the difference between what she
or he expects EE to understand, GER[t] and how she or
he estimates the understanding of EE in MER(CEE[t])?

4) How does ER react to the computed asymmetry or dif-
ference between GER[t] and MER(CEE[t]), i.e., �(GER[t],
MER(CEE[t]))?

5) How does ER modify the goals GER[t] over time
depending on the signaled level of understanding in EE?

6) Which operations or mechanisms does ER apply to
modify the explanation and to scaffold the EE’s under-
standing as measured by �(GER[t], MER(CEE[t]))?

Fig. 3. Jobs constituting the activity of explaining [35].

The limitation to our formalization is that is does not yet
consider the macrolevel. The microlevel, however, is strongly
informed by the macrolevel that we introduce next.

V. MACROLEVEL OF CO-CONSTRUCTION:
SOCIAL PRACTICE

Whereas on the microlevel of interaction, the notion of con-
text is recognized in the development of AI systems to some
degree, context on the macrolevel is barely considered. Its
formalization is clearly a topic for further research.

A. Explaining as Social Practice

Miller [10, p. 51] suggested that explanations can take place
only as a part of a conversation adapted to the explainer’s
and explainee’s beliefs and oriented toward conversational rou-
tines. However, there are two additional aspects that, in our
view, require consideration and further research.

The first addition concerns Miller’s view [10, p. 6] on the
process of explaining as “knowledge transfer.” Although the
transfer of knowledge is a key element within an explana-
tion (see Job 3 in Fig. 3), this element belongs to a larger
structure. According to recent research in linguistics, explain-
ing consists of a sequence of actions that is constituted by
a specific goal (e.g., to fill the epistemic gap) and by the inter-
actively accomplished conversational subtasks or “jobs” [76],
[77, p. 84]. The way to perform such sequences provides a pro-
tocol (e.g., [78]) that serves as an orientation in the sense
of what to do next and an interpretation of where an action
could be going. Various protocols exist, according to which
an explanation differs from, for example, an interpretation or
an evaluation.

For the protocol of an explanatory dialog, Morek ([35];
see also Fig. 3) identified the following jobs: 1) establishing
topical relevance; 2) constituting an explanandum; 3) expli-
cating procedural, conceptual, or causal relations; 4) closing;
and 5) transitioning to another talk.

We view the protocol consisting of Jobs 1–5 as a context that
unfolds for an explanation on a macrolevel. This structure mod-
ulates the interaction, because these jobs require the partners
to coordinate according to a protocol (e.g., [78]). This coor-
dination is achieved by using verbal and nonverbal resources
(e.g., [79]). The protocol emerges because of established rou-
tines that—within the history of joint interaction [78]—have
proved to be successful for achieving a goal. Research in
linguistics characterizes such routines as practices (e.g., [79]
and [80]). The notion of practices brings us to the second
aspect that requires consideration from a macrolevel. Whereas
Miller [10, p. 2] has pointed vaguely toward “certain biases”
and “social expectations” that people make use of to gener-
ate or evaluate explanations, we propose that the biases and
expectations emerge because explanations are practices. The
concept of a social practice allows a proper contextualization
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of the interaction process [81] and yields macrolevel struc-
tures in the form of “social presuppositions” [82, p. 89] that
go beyond the visibly performed actions: on a macrolevel,
explanations are part of larger social settings (e.g., educa-
tion, workplace, or job training) modulated by physical and
social facts, such as time to process, economic resources,
subject positions, dialogical roles, capabilities to act, repu-
tation, and so forth. As already indicated, the macrolevel
modulates the interaction on a microlevel. More specifically,
it brings about new criteria for an explanans, because it has to
be adequate with respect to, for example, the social status of
the explainee. Thus, it is important to discern that any form
of a protocol or communicative practice [83] does not begin
with individuals but exists “prior to these individuals who are
called upon to give it life” [84, p. 865]. Whereas these struc-
tures on a macrolevel are inevitably present when actions are
performed in a collaborative way, on a microlevel, the ongoing
interaction has the power to ratify or change it, as the typi-
cal action sequence consisting of jobs (see Fig. 3) is not rigid
(e.g., [85]).

Social practices are studied on different levels of analysis in
disciplines, such as linguistics and sociology. Matzner et al. [86]
and Neyland [87] have established the relevance of such physi-
cal and social facts for several applications of the AI technology
already, approaches toward XAI have not made tight connec-
tions to the respective social science research, but have been
drawn mostly from single findings or coarse analogies (if not
simply intuition, see [10]). With our additions to Miller [10], we
are proposing concrete social structures generating expectations
that, so far, have received little attention in XAI.

What is important in the example presented in Table I is
whether the person looking for a new job receives a sugges-
tion within an interaction (microlevel) that suits the person’s
dialogical role (macrolevel). In this sense, a social practice of
explaining is not just a background or a set of conditions for
the interaction. Instead, it determines the (social/dialogical)
roles of the subjects involved (e.g., [80]) and how that
explanation will be interpreted, although this interpretation
can become modified during the course of interaction—this
modification speaks to the fact that persons are actively
involved in constructing (and reconstructing) the social prac-
tice [81], [85]. Because the social practice within which an
explanation occurs can change the social relations and power
structures, any act of explaining also involves normative
aspects.

For the design of explainable AI, the concept of social
practice requires the implementation of representations from
at least two levels: based on the social presuppositions on
a macrolevel, a protocol can guide the explanatory dialog and
specify how to act in accordance with whether, for example,
an action or a concept has to be understood. In addition to
the macrolevel, computational models also need to account
for the construction/development of this structure depending
on the interaction’s course on a microlevel, its goals, and
its means that go beyond verbal behavior to cover patterns
of speech and gestural behavior or affect. This is the reason
why representations need to be designed and implemented that
will bind information from various sources and various levels

(such as those prior to the process of explaining) not only
during ongoing interaction but also across repeated explana-
tions. Equipped with representations from at least two levels,
a system can derive or adjust the context parameters from the
process of interaction as we proposed above by formalizing
it. Future research needs to investigate how these two lev-
els are intertwined. For the design of artificial systems, one
possible way to implement the two levels is in an emerging
‘metasystem’ that increasingly influences the interaction.

VI. MACROCONCEPTS OF TRANSPARENCY

AND EMPOWERMENT

We now return to the critical discussions propelled by the
regulations issued by the European Union that are contributing
strongly to the development of XAI. The GDPR claims that all
persons have a basic right for algorithmic decisions to be made
transparent. In this section, we discuss the relationship of the
concept of transparency and empowerment to our framework.

Felzmann et al. [13] differentiated between different forms
of transparency. Prospective transparency refers to the proce-
dures by which users are informed about the data processing
and the working of the system upfront. Retrospective trans-
parency, in contrast, generates post hoc explanations and
rationales. For an AI system to be retrospectively transpar-
ent, one should be able to inspect its internals to understand
its decision. Instead of considering these different forms, as
pointed out in Section II when referring to interpretabil-
ity, AI systems seem to assume that a mere presentation of
information can bring about understanding that enables an
explainee to act further. These assumptions would be justi-
fied only if AI systems were to deal with persons who are
literate in assessing the mechanisms and their consequences
as well as the risks behind the data processing that the AI
systems perform [13]. However, this is not the case, and we
need to stress that these assumptions are not justified in gen-
eral: McStay [88] already raised the point that there is hardly
any basis according to which users could have a clear picture
about mechanisms that process their private data and about the
goals for which these data are processed. Along these lines,
“to view individuals as rational economic agents who are able
to go about deciding how to protect or divulge their personal
information is highly misguided” [88, p. 599].

According to our conceptualization of explanations, the
goal of an explanation is to induce knowledge in the sense
of practical understanding of an entity along with the capa-
bility of using it for a specific subsequent purpose (e.g.,
decision, learning, task accomplishment), thus, empowering
explainees to act in an informed fashion. Clearly, conveying
information, that is not to be equated with knowledge [89], is
not enough as information can be processed differently by peo-
ple, as they “differ in their ability to make use of information
provided, and different types of information pose different
barriers to understanding” [13, p. 5]. The aim to understand
mechanisms—which has been in the focus of McStay [88]—
can thus be considered as only one of many aims relevant to
an explanation. In addition to the types of information that
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are relevant for one or the other stakeholder group, indi-
viduals also differ within one group. Thus, understanding
means clearly more than an access to information, because
it connects with further actions. In this sense, “complete-
ness of information” is not the main goal of an explanation
(see [33]), and more information is not always better than less
information. Instead, in fostering knowledge and understand-
ing, it is important to monitor the explainee’s progress and
to provide information accordingly. Relevant explanations are
situationally tailored to answer the explainee’s purpose and
empower individuals to act within a certain social context and
set of practices. Partial knowledge, thus, may allow sufficiently
accurate but rapid behavior.

To sum up, current discussions taking the value of trans-
parency into account appear to be limited to the claim to
make the internals of a system accessible for whatever pur-
pose. If, however, by entitling citizens in their knowledge
about data processing and eventually to empower them (e.g., to
adjust algorithmic or sociotechnical systems, at least to a cer-
tain degree, to their own needs and beliefs), transparency is
meant to serve the increase of autonomy, then it should be con-
ceptualized from the perspective of the individuals demanding
it [13]. We must be careful, however, to not add the empower-
ment of persons to a number of already existing burdens [86]
in legal or ethical requirements.

Clearly, understanding resulting in empowerment is a value
of explainability research. However, in everyday explanations,
understanding seems to vary in its nature: it can take various
forms ranging from deep to partial, from enabling a further
action to comprehension of relationships and procedures. The
form of adequate understanding has to be co-constructed in
each case respectively to fit the explainee and her or his con-
text of knowledge and actions. It seems that AI systems will
need to dispose of adaptive representations that underlie any
explanatory process in order to be able to co-construct the
form of understanding.

VII. CONCLUSION

In addition to current research on explainability and second-
ing Sokol and Flach’s [7] recently formulated call to customize
explanations, we offer a conceptual framework for the design
of explainable AI systems. With this framework, we postu-
late that explainable AI systems can generate highly relevant
explanations that can guide the system “in a direction that
helps to answer selected questions” [7, p. 239] when they act
in an interactive and co-constructing manner. The interaction
within which selected questions are answered can change both
the course of an explanation and the explanation’s content
and should be seen against the background of an explainee’s
everyday understanding in its various forms. Whereas current
research on explainability recognizes the need for social or
interactive aspects [7], [10], in this article, we focused on
the process of explaining and were able to identify dynamic
aspects of it on different levels.

On a macrolevel, explanations are a social practice—that
is, a sequence of actions organized according to an interaction
protocol addressing the asymmetry of communication and the

goal of filling the epistemic gap (the explanandum). As a struc-
ture, this protocol gives rise to social presuppositions of an
appropriate behavior pertaining to the expectations about the
role in an interaction. As a practice, such protocols are already
established but will be enacted each time on a microlevel along
the sequence of actions that is guided by the goal that is being
co-constructed and ratified continuously by the participants.

To achieve the particular goal of an explanation, we
have proposed two mechanisms that influence the course of
interaction on a microlevel: 1) monitoring and 2) scaffolding.
Both are known from research on development and interaction,
with scaffolding being at the core of social learning [66]
and monitoring at the core of a successful interaction [20].
Scaffolding operates on a macrolevel, because there exist some
initial ideas about the scaffolding process and how to fill the
epistemic gap. Whereas these provide an orientation for the
interaction, on a microlevel of an interaction, such ideas need
to be formulated in an explanans and modified by closely
monitoring the explainee’s progress in understanding.

In sum, both mechanisms characterize the process of
explaining as a joint endeavor toward a goal. Such an endeavor,
we argue, can be implemented in explainable and interactive
AI systems aiming at everyday understanding, because pro-
tocols exist detailing some of the stable parameters that
constitute a social practice and are enacted frequently in every-
day communications. However, despite their stability, social
practice also brings the advantage of being flexible, because
every interaction can be co-constructed between, and thus
adjusted by, the partners. These properties—stability on the
one hand and flexibility on the other—speak to a complex
system that is formed between partners during the process of
explaining. It is time to face this complexity and to approach
interaction as a social dynamic system for a specific purpose.
For this, we need a theory of co-constructing explanations and
their underlying representations that will not only embrace
the phenomenon but also provide a good view over how, in
such a system, understanding and trust develop. It will be
interesting to see whether this new path of human–machine
interaction results in citizens being entitled in their knowledge
about data processing and eventually empowered to adjust
algorithmic or sociotechnical systems to their needs.
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