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Abstract

In machine learning, the notion of multi-armed bandits refers to a class of online learning
problems, in which an agent is supposed to simultaneously explore and exploit a given set of
choice alternatives in the course of a sequential decision process. In the standard setting,
the agent learns from stochastic feedback in the form of real-valued rewards. In many
applications, however, numerical reward signals are not readily available—instead, only
weaker information is provided, in particular relative preferences in the form of qualitative
comparisons between pairs of alternatives. This observation has motivated the study of
variants of the multi-armed bandit problem, in which more general representations are used
both for the type of feedback to learn from and the target of prediction. The aim of this
paper is to provide a survey of the state of the art in this field, referred to as preference-
based multi-armed bandits or dueling bandits. To this end, we provide an overview of
problems that have been considered in the literature as well as methods for tackling them.
Our taxonomy is mainly based on the assumptions made by these methods about the data-
generating process and, related to this, the properties of the preference-based feedback.

Keywords: Multi-armed bandits, online learning, preference learning, ranking, top-k
selection, exploration/exploitation, cumulative regret, sample complexity, PAC learning

1. Introduction

Multi-armed bandit (MAB) algorithms have received considerable attention and have been
studied quite intensely in machine learning in the recent past. The great interest in this
topic is hardly surprising, given that the MAB setting is not only theoretically challenging
but also practically useful, as can be seen from its use in a wide range of applications. For
example, MAB algorithms turned out to offer effective solutions for problems in medical
treatment design (Lai and Robbins, 1985; Kuleshov and Precup, 2014), online advertisement

c©2021 Viktor Bengs, Róbert Busa-Fekete, Adil El Mesaoudi-Paul and Eyke Hüllermeier.
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(Chakrabarti et al., 2008), and recommendation systems (Kohli et al., 2013), just to mention
a few.

The multi-armed bandit problem, or bandit problem for short, is one of the simplest
instances of the sequential decision making problem, in which a learner (also called decision
maker or agent) needs to select options from a given set of alternatives repeatedly in an
online manner—referring to the metaphor of the eponymous gambling machine in casinos,
these options are also associated with “arms” that can be “pulled”. More specifically, the
agent selects one option at a time and observes a numerical (and typically noisy) reward
signal providing information on the quality of that option. The goal of the learner is to
optimize an evaluation criterion such as the error rate, i.e., the expected percentage of
suboptimal pulls, or the cumulative regret, i.e., the expected difference between the sum
of rewards that could have been obtained by playing the best arm (defined as the one
generating the highest rewards on average) in each round and the sum of the rewards
actually obtained. To achieve the desired goal, the online learner has to cope with the
famous exploration/exploitation dilemma (Auer et al., 2002a; Cesa-Bianchi and Lugosi,
2006; Lai and Robbins, 1985): It has to find a reasonable compromise between playing the
arms that produced high rewards in the past (exploitation) and trying other, possibly even
better arms the (expected) rewards of which are not precisely known so far (exploration).

The assumption of a numerical reward signal is a potential limitation of the MAB
setting. In fact, there are many practical applications in which it is hard or even impossible
to quantify the quality of an option on a numerical scale. More generally, the lack of precise
feedback or exact supervision has been observed in other branches of machine learning, too,
and has led to the emergence of fields such as weakly supervised learning and preference
learning (Fürnkranz and Hüllermeier, 2011). In the latter, feedback is typically represented
in a purely qualitative way, namely in terms of pairwise comparisons or rankings. Feedback
of this kind can be useful in online learning, too, as has been shown in online information
retrieval (Hofmann, 2013; Radlinski et al., 2008). As another example, think of crowd-
sourcing services like the Amazon Mechanical Turk, where simple questions such as pairwise
comparisons between decision alternatives are asked to a group of annotators. The task is
to approximate an underlying target ranking on the basis of these pairwise comparisons,
which are possibly noisy and partially non-coherent (Chen et al., 2013). Another application
worth mentioning is the ranking of XBox gamers based on their pairwise online duels; the
ranking system of XBox is called TrueSkillTM (Guo et al., 2012).

Extending the multi-armed bandit setting to the case of preference-based feedback, i.e.,
the case in which the online learner is allowed to compare arms in a qualitative way, is
therefore a promising idea. And indeed, extensions of that kind have received increasing
attention in the recent years. The aim of this paper is to provide a survey of the state
of the art in the field of preference-based multi-armed bandits (PB-MAB); it updates and
significantly extends an earlier review by Busa-Fekete and Hüllermeier (2014). After recall-
ing the basic setting of the problem in Section 2, we provide an overview of methods that
have been proposed to tackle PB-MAB problems in Sections 3 and 4. Our taxonomy is
mainly based on the assumptions made by these methods about the data-generating pro-
cess or, more specifically, the properties of the pairwise comparisons between arms. Our
survey is focused on the stochastic MAB setup, in which feedback is generated according to
an underlying (unknown but stationary) probabilistic process; we do not cover the case of
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adversarial data-generating processes, which has recently received a lot of attention as well
(Ailon et al., 2014a; Dud́ık et al., 2015; Gajane and Urvoy, 2015; Zimmert and Seldin, 2019),
except briefly in Section 5, where also other extensions of the basic PB-MAB problem are
discussed. Due to the surge of research interest in the multi-dueling variant of the basic
PB-MAB problem in the recent past1, we devote Section 6 to this extension. Finally, we
highlight some interesting practical applications of the PB-MAB problem in Section 7 prior
to concluding with a discussion of open issues within the scope of the survey in Section 8.

2. The Basic Preference-based Multi-Armed Bandit Problem

The stochastic MAB problem with pairwise comparisons as actions has been studied under
the notion of “dueling bandits” in several papers (Yue and Joachims, 2009; Yue et al., 2012).
Although this term has been introduced for a concrete setting with specific modeling as-
sumptions (Sui et al., 2018b), it is meanwhile used more broadly for variants of that setting,
too. Throughout this paper, we shall use the terms “dueling bandits” and “preference-based
bandits” synonymously, although the latter may indeed seem more convenient in light of
the recent multi-dueling variant (cf. Section 6).

Consider a fixed set of arms (options) A = {a1, . . . , aK}. As actions, the learning
algorithm (or simply the learner or agent) can perform a comparison between any pair of
arms ai and aj , i.e., the action space can be identified with the set of index pairs (i, j) such
that 1 ≤ i ≤ j ≤ K. We assume the feedback observable by the learner to be generated by
an underlying (unknown) probabilistic process characterized by a preference relation

Q = [qi,j ]1≤i,j≤K ∈ [0, 1]K×K .

More specifically, for each pair of actions (ai, aj), this relation specifies the pairwise prefer-
ence probability

P (ai � aj) = qi,j (1)

of observing a preference for ai in a direct comparison with aj . Thus, each qi,j specifies a
Bernoulli distribution. These distributions are assumed to be stationary and independent,
both across actions and iterations. Thus, whenever the learner takes action (i, j), the
outcome is distributed according to (1), regardless of the outcomes in previous iterations.

The relation Q is reciprocal in the sense that qi,j = 1−qj,i for all i, j ∈ [K] ..= {1, . . . ,K}.
We note that, instead of only observing strict preferences, one may also allow a comparison
to result in a tie or an indifference. In that case, the outcome is a trinomial instead of a
binomial event. Since this generalization makes the problem technically more complicated,
though without changing it conceptually, we shall not consider it further. Busa-Fekete
et al. (2013, 2014b) handle indifference by giving “half a point” to both arms, which, in
expectation, is equivalent to deciding the winner by tossing a coin. Thus, the problem is
essentially reduced to the case of binomial outcomes.

We say arm ai beats arm aj if qi,j > 1/2, i.e., if the probability of winning in a pairwise
comparison is larger for ai than it is for aj . Clearly, the closer qi,j is to 1/2, the harder it

1. This serves as an additional motivation for referring to both settings, i.e, dueling bandits and multi-
dueling bandits, as the preference-based multi-armed bandits such as implicitly proposed by this survey,
since this notion unifies the latter two closely related fields in a quite intuitive way.
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becomes to distinguish the arms ai and aj based on a finite sample set from P (ai � aj).
In the worst case, when qi,j = 1/2, one cannot decide which arm is better based on a finite
number of pairwise comparisons. Therefore,

∆i,j = qi,j −
1

2

appears to be a reasonable quantity to characterize the hardness of a PB-MAB task (what-
ever goal the learner wants to achieve), which we call the calibrated pairwise preference
probabilities. Note that ∆i,j can also be negative (opposed to the value-based setting, in
which the usual quantity used for characterizing the complexity of a multi-armed bandit
task is always positive and depends on the gap between the means of the best arm and the
suboptimal arms).

2.1 Learning Protocol

The decision making process iterates in discrete steps, either through a finite time horizon
T ..= [T ] = {1, . . . , T} or an infinite horizon T ..= N. As mentioned above, the learner is
allowed to compare two actions in each iteration t ∈ T. Thus, in each iteration t, it selects
an index pair 1 ≤ i(t) ≤ j(t) ≤ K and observes{

ai(t) � aj(t), with probability qi(t),j(t)

aj(t) � ai(t), with probability qj(t),i(t)
.

The pairwise probabilities qi,j can be estimated on the basis of finite sample sets. Consider
the set of time steps among the first t iterations, in which the learner decides to compare
arms ai and aj , and denote the size of this set by nti,j . Moreover, denoting by wti,j and wtj,i
the frequency of “wins” of ai and aj , respectively, the proportion of wins of ai against aj
up to iteration t is then given by

q̂ ti,j =
wti,j
nti,j

=
wti,j

wti,j + wtj,i
.

Since our samples are assumed to be independent and identically distributed (i.i.d.), q̂ ti,j is
a plausible estimate of the pairwise winning probability defined in (1). Yet, this estimate
might be biased, since nti,j depends on the choice of the learner, which in turn depends on the
data; therefore, nti,j itself is a random quantity. A high probability confidence interval cti,j for
qi,j can be obtained based on the Hoeffding’s bound (Hoeffding, 1963), which is commonly
used in the bandit literature. Although the specific computation of the confidence intervals
may differ from case to case, they are generally of the form [q̂ ti,j ± cti,j ]. Accordingly, if
q̂ ti,j − cti,j > 1/2, arm ai beats arm aj with high probability; analogously, ai is beaten by
arm aj with high probability, if q̂ ti,j + cti,j < 1/2.

2.2 Learning Tasks

The notion of optimality of an arm is far less obvious in the preference-based setting than it
is in the value-based (numerical) setting. In the latter, the optimal arm is (usually) simply
the one with the highest expected reward—more generally, the expected reward induces
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a natural total order on the set of arms A. In the preference-based case, the connection
between the pairwise preferences Q and the order induced by this relation on A is less
trivial; in particular, the latter may contain preferential cycles. In the following, we provide
an overview of different notions of (sub-)optimality of arms and the related learning tasks.

2.2.1 Best Arm

In the preference-based setting, it appears natural to define the best arm as the one that
is preferred to any other arm. Formally, ai∗ ∈ A is the best arm if ∆i∗,j > 0 for all
j ∈ [K]\{i∗}. This definition corresponds to the definition of the so-called Condorcet winner.
In spite of being natural, it comes with the major drawback that a Condorcet winner is not
guaranteed to exist for every preference relation Q. Due to this problem, various alternative
notions for a best arm have been suggested, each with its own advantages and drawbacks.
These different alternatives will be introduced in Section 4. For sake of simplicity, we
subsequently assume the existence of a Condorcet winner and denote it by ai∗ throughout
the rest of this section.

2.2.2 Rankings of Arms

Another target for the learner, more ambitious than merely finding an optimal arm, is
to find an entire ranking over the arms. A ranking can be identified by a permutation
π : {1, . . . ,K} → {1, . . . ,K}, with π(i) specifying the rank of arm ai ∈ A (and π−1(i) the
index of the arm on the ith position). For a sensible definition of a target ranking of the
arms, similar issues arise like in the specification of the best arm.

Indeed, given a preference relation Q, the arguably most natural approach is to consider
the ranking of the arms such that arm ai is ranked higher than another arm aj if and only
if the former beats the latter (∆i,j > 0). However, just like the Condorcet winner may fail
to exist for a given preference relation Q, such a ranking may not exist due to preferential
cycles. Again, to circumvent this problem, alternative definitions of target rankings have
been proposed in the literature (cf. Section 4).

2.2.3 Top-positioned Arms

There are several applications in which the entire ranking over the arms is not of major
relevance. Instead, only the ordering or merely the identity of the top-k arms, i.e., the best
k elements of the underlying full ranking (assuming this ranking to exist), are of interest.
This leads to the problems of top-k ranking and top-k identification

In general, top-k identification is an easier learning task, as it requires less information
than the top-k ranking (the former can be derived from the latter, but not the other way
around). There are, however, examples of learning tasks for which both targets have the
same complexity.

2.2.4 Estimation of the Preference Relation

The problem of estimating the preference relation Q, which has been tackled as an offline
learning task under the assumption of certain structural properties on Q (Shah et al.,
2016), can also be considered in an online learning framework. A related target emerges by
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assuming that the preference probabilities in (1) are the marginals of a distribution over
rankings (cf. Section 3.3), and one seeks to estimate the entire ranking distribution based
on these marginals.

2.2.5 Near-optimal Targets

There are various applications in which it suffices to produce a reasonably good approxima-
tion of the truly optimal target. Yet, compared to the classical MAB setting, approximation
errors are less straightforward to define in the preference-based setup, again due to the lack
of numerical rewards. In spite of this, for many of the just introduced targets, there have
been attempts to define reasonable surrogates (Falahatgar et al., 2017a,b, 2018).

For ε ∈ (0, 1/2), an arm ai is called ε-preferable to an arm aj if ∆i,j ≥ −ε. Equipped
with this notion, one can define an ε-optimal arm as an arm that is ε-preferable to the
optimal arm ai∗ .

If the target is the natural ranking introduced in Section 2.2.2, which we shall identify by
a permutation π∗ on [K] such that π∗(i) > π∗(j) implies ∆i,j > 0, then an ε-optimal variant
of π∗ is any permutation π on [K] such that π(i) > π(j) implies that ai is ε-preferable to
arm aj . For target rankings other than π∗, it is possible to define ε-optimal variants in a
similar way, for example by specifying a sensible metric d on the space of all permutations
and calling ε-optimal each ranking that is ε-close to the target permutation with respect to
d. A more detailed discussion is deferred to Section 4.

2.3 Performance Measures

As usual in the realm of machine learning, there are different goals a learner may pursue,
and correspondingly different ways to quantify the overall performance of a learner. The
most prominent goals and performance measures will be discussed in the following.

2.3.1 Regret Bounds

In a preference-based setting, defining a reasonable notion of regret is not as straightforward
as in the value-based setting, where the sub-optimality of an action can be expressed easily
on a numerical scale. In particular, since the learner selects two arms to be compared in
an iteration, the sub-optimality of both of these arms should be taken into account. A
commonly used definition of regret is the following (Yue and Joachims, 2009, 2011; Urvoy
et al., 2013; Zoghi et al., 2014b): Suppose the learner selects arms ai(t) and aj(t) in time
step t, then its regret per time is

rt,avg ..=
∆i∗,i(t) + ∆i∗,j(t)

2
,

i.e., the average quality (with respect to the target arm ai∗) of the chosen arms in t, to
which we refer as the average regret. The cumulative regret incurred by the learner A up to
time T is then given by

RTA
..=

T∑
t=1

rt,avg =

T∑
t=1

∆i∗,i(t) + ∆i∗,j(t)

2
. (2)
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For sake of brevity, we will suppress the dependency on A in the notation of the cumulative
regret and simply write RT if the learner is clear from the context. This regret takes into
account the optimality of both arms, meaning that the learner has to select two nearly
optimal arms to incur small regret. Note that this regret is zero if the optimal arm ai∗ is
compared to itself, i.e., if the learner effectively abstains from gathering further information
and instead fully commits to the arm ai∗ .

The regret defined in (2) reflects the average quality of the decision made by the learner.
Obviously, one can define a more strict resp. less strict regret by taking the maximum or
minimum of the calibrated pairwise probabilities, respectively, instead of their average.
Formally, the strong and weak regret in time step t are defined, respectively, as

rt,max
..= max

{
∆i∗,i(t),∆i∗,j(t)

}
, rt,min

..= min
{

∆i∗,i(t),∆i∗,j(t)

}
.

Obviously, it holds that rt,min ≤ rt,avg ≤ rt,max, so that one has a hierarchy among these
notions of regret. Furthermore, note that some works refer to the average regret rt,avg also
as the strong regret, which is due to the (arti-)fact that the average regret is zero only if
both ai(t) and aj(t) correspond to the target arm ai∗ . This peculiarity of the average regret
is a motivation for allowing ai(t) = aj(t), which can be interpreted as a full commitment to
a single arm usually adopted as a “final” action, once being sure enough that the target
arm has been found.

From a theoretical point of view, a distinction between these regret definitions is impor-
tant, as shown by Chen and Frazier (2017) and further discussed in Section 3.1.8. In the
rest of the paper, when speaking about the regret of a learner, we will refer to the regret in
(2) with respect to rt,avg unless otherwise stated.

Another notion of regret per time is considered in the literature if the pairwise probabil-
ities are modeled by utility functions, which will be discussed in Section 3.2. However, this
additional notion can be expressed as a linear transformation of the average regret rt,avg,
and consequently only scales the cumulative regret.

In a theoretical analysis of an MAB algorithm, one is typically interested in providing a
bound on the (cumulative) regret produced by that algorithm. We are going to distinguish
two types of regret bound. The first one is the expected regret bound, which is of the form

E
[
RT
]
≤ B(Q,K, T ) , (3)

where E [·] is the expected value operator, RT is the regret accumulated till time step
T , and B(·) is a positive real-valued function with the following arguments: the pairwise
probabilities Q, the number of arms K, and the iteration number T . This function may
additionally depend on parameters of the learner, for example a tuning- or hyper-parameter.
However, we neglect this dependence here. The expectation is taken with respect to the
stochastic nature of the data-generating process and the (possible) internal randomization
of the online learner. The regret bound (3) is technically akin to the expected regret bound
of value-based multi-armed bandit algorithms like the one that is calculated for UCB (Auer
et al., 2002a), although the parameters used for characterizing the complexity of the learning
task are different.

The bound in (3) does not inform about how the regret achieved by the learner is
concentrated around its expectation. Therefore, one might prefer to consider a second type
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of a reasonable regret bound, namely one that holds with high probability. This bound can
be written in the form

P
(
RT < B(Q,K, T, δ)

)
≥ 1− δ .

For simplicity, we also say that the regret achieved by the online learner is O(B(Q,K, T, δ))
with high probability.

Similar to the classical problem of online learning, if the goal is to minimize the regret,
one is typically interested in no-regret algorithms, i.e., algorithms the regret bound function
B of which grows sublinearly in the time horizon T, if the remaining components are fixed.
In general, there are two types of regret bounds. First, the gap-dependent regret bounds
depending on the calibrated preference probabilities with respect to the best arm. These
bounds typically grow logarithmically with the time horizon T . Second, the gap-independent
regret bounds, which are typically given as a specific root function of the time horizon T,
but opposed to the first variant do not depend on the calibrated preference probabilities,
though still on the number of arms K. The latter type of regret bounds corresponds in
general to the worst-case learning scenario.

2.3.2 PAC Setting

In many applications, one is willing to gain efficiency at the cost of optimality: The al-
gorithm is allowed to return a solution that is only approximately optimal, though it is
supposed to do so more quickly. The variable of interest is then the sample complexity
of the learner, that is the number of pairwise comparisons it queries prior to termination
for returning a nearly optimal target (cf. Section 2.2). Such settings are referred to as
probably approximately correct (PAC) settings (Even-Dar et al., 2002) and have been stud-
ied extensively for the classical MAB problem (Mannor and Tsitsiklis, 2004; Bubeck and
Cesa-Bianchi, 2012).

A preference-based MAB algorithm is called (ε, δ)-PAC preference-based MAB algorithm
with a sample complexity B(Q,K, ε, δ), if it terminates and returns an ε-optimal target2

with probability at least 1 − δ, and the number of comparisons taken by the algorithm is
at most B(Q,K, ε, δ). Note that only the number of the pairwise comparisons is taken into
account, which means that pairwise comparisons are equally penalized, independently of
the suboptimality of the arms chosen; in this regard, the setting differs from the goal of
regret minimization.

2.3.3 Exact Sample Complexity

The exact sample complexity analysis is the strict version of the PAC learning goal described
above, where the learner is supposed to return the correct target instead of a nearly optimal
target. This setting is sometimes also called the δ-PAC setting (Kaufmann et al., 2016).
Obviously, when the allowed approximation error ε of the (ε, δ)-PAC learning scenario tends
to zero, these two settings coincide. However, while in the PAC learning scenario the
bound on the sample complexity focuses on the approximation error ε coming from the
extrinsic problem formulation, the bounds for the exact sample complexity analysis focuses

2. Definitions of ε-optimal targets are less straightforward in the PB-MAB problem. Such definitions will
be given in subsequent sections.
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on the intrinsic hardness of the problem represented by the smallest calibrated preference
probability. Hence, an upper bound on the exact sample complexity of a learner also
provides an upper bound on its sample complexity in the PAC setting.

2.4 Algorithm Classes

Despite the recency of the field of PB-MAB problems, a striking variety of algorithms has
been developed to tackle the different targets and goals described above. Many of these
algorithms are based on similar ideas and essentially invoke the same learning principles,
such as efficient sorting or the derivation of representative statistics. In the following,
we propose a categorization of existing algorithms into different algorithm classes, each of
them characterized by specific properties. Note, however, that the algorithm classes are not
mutually exclusive, since some learning algorithms are combining essential concepts from
different classes at the same time.

2.4.1 MAB-related Algorithms

As the PB-MAB problem is a variant of the classical MAB problem, it seems quite natu-
ral to exploit established algorithmic ideas for the latter in order to construct algorithms
for the former—hoping, of course, to preserve corresponding benefits. This connection is
established in the existing methods in two ways:

– Reduction to MAB problems: The dueling bandits problem can be interpreted as a
symmetric zero-sum game between two players (Owen, 1982), in the sense that one
player always pulls the “left” arm of the duel and the other always the “right” arm.
The winner of the duel gains a reward of one and the other a loss of one. Thus, using
two classical MAB algorithms to determine the choice of a player, respectively, results
in a conversion of the dueling bandits problem into some sort of a meta-MAB problem
allowing the transfer of well-established theoretical guarantees.

– Generalization of MAB algorithms: At the heart of the PB-MAB problem is the es-
timation of the pairwise preference probabilities qi,j , as these encode the quality of
the arms in a similar manner as the rewards in the MAB problem. Thus, another
natural approach, especially for the task of regret minimization, is to adapt the differ-
ent high-level ideas of MAB algorithms revolving around an appropriate estimation
of the rewards in order to strike a balance between exploration and exploitation for
the pairwise preference probabilities. For this purpose, several well-established con-
cepts are available: the optimism in face of uncertainty principle most prominently
represented by UCB-type algorithms (Auer et al., 2002b), the probability matching
heuristic underlying Thompson sampling (Thompson, 1933), the value-based racing
task (Maron and Moore, 1994, 1997), and the explore-then-exploit principle (Robbins,
1952).

2.4.2 Online Optimization-based Algorithms

Under specific assumptions on the data-generating process as determined by the preference
relation Q as well as on the set of arms, it is possible to cast the problem as a classical online
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optimization problem. For problems of that kind, powerful online learning algorithms are
available (Shalev-Shwartz, 2012; Hazan, 2016), which typically exploit properties such as
convexity of the target (function).

2.4.3 Noisy-sorting Algorithms

If the target of the learner is to provide a ranking over the arms, the most natural ap-
proach would be to sort the arms according to their optimality3, giving rise to the class
of noisy-sorting algorithms (Ailon et al., 2005). The active sampling strategies underlying
such algorithms mimic the behavior of efficient sorting algorithms, such as merge sort or
quicksort. The main difference between deterministic sorting and these sampling strategies
is that, due to the assumed stochasticity of the observed feedback, the order between two
arms can only be determined with a certain probability and requires repeated comparisons.
Moreover, to guarantee representativeness of the observed comparisons for the target rank-
ing, one has to require certain regularity assumptions, as will be thoroughly discussed in
the subsequent sections.

2.4.4 Tournament Algorithms

Another approach for the task of finding an optimal arm or to identify the top-k arms is
based on the concept of tournament systems as commonly considered in sports and gaming.
Just like in the various sports disciplines, there are different types of tournament styles a
tournament algorithm can employ. Yet, from a high-level point of view, all these algorithms
are proceeding as follows. First, all arms are divided into groups, and duels are successively
conducted among the arms within one group. This phase is usually called a “round”. At
the end of each round, the size of the group is diminished by discarding the inferior arms,
and some of the groups are merged. The procedure of rounds is repeated until the size of
the target is reached through successive elimination. The main differences for algorithms
of this type lie in the decomposition of the arms into groups (the group sizes), the order in
which duels within a group are played, the duration of a round, and the merging procedure
for the groups after each round.

2.4.5 Challenge Algorithms

Just like tournament algorithms are inspired by tournament systems in sports, challenge
algorithms are inspired by the challenge system most prominently represented by the World
Chess Championship. Transferring the idea to the dueling bandits problem, an algorithm
of the challenge-type keeps a reference arm (the current champion) as well as a set of
comparison arms (the challengers), and compares the reference arm systematically with
different comparison arms. This is done until either a challenger is defeated by the reference
arm and discarded from the set of comparison arms, or the reference arm is defeated by a
comparison arm, whereupon the latter becomes the new reference arm. In contrast to the
challenge system in sports, it is allowed that the challenger arm might vary in each round
and is not fixed for a certain number of comparisons with the reference arm.

3. As already mentioned in Section 2.2, it is not obvious how to define optimality of an arm in general. We
ignore this problem for the time being.
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Preference-based (stochastic) MAB

Coherent Q

Section 3

Arbitrary Q

Section 4

Axiomatic approaches

Section 3.1

Utility functions

Section 3.2

Statistical models

Section 3.3

Figure 1: A taxonomy of (stochastic) PB-MAB algorithms.

3. Learning from Coherent Pairwise Comparisons

As explained in Section 2, learning in the PB-MAB setting essentially boils down to estimat-
ing the pairwise preference matrix Q, i.e., the pairwise probabilities qi,j . Usually, however,
the target of the agent’s prediction is not the relation Q itself, but the best arm or, more
generally, a ranking � of all arms A. As discussed in Section 2.2, the target might not
be well-defined for a given preference relation Q, so that information about the latter may
not be indicative of the former. Hence, the pairwise probabilities qi,j should be sufficiently
coherent, so as to allow the learner to approximate and eventually identify the target (at
least in the limit when the sample size grows to infinity).

Different consistency or regularity assumptions on the pairwise probabilities Q have
been proposed in the literature. Needless to say, these assumptions have a major impact on
how PB-MAB problems are tackled algorithmically. In this section and the two following
ones, we provide an overview of approaches to such problems, categorized according to these
assumptions (cf. Figure 1).

3.1 Axiomatic Approaches

We begin this section by collecting various assumptions on pairwise preferences that can be
found in the literature. As will be seen later on, by exploiting the (preference) structure
imposed by these assumptions, the development of efficient algorithms will become possible.

• Low noise model : ∆i,j 6= 0 for all i 6= j, and if ∆i,j > 0, then
∑K

k=1 ∆i,k >
∑K

k=1 ∆j,k.

• Total order over arms: There is a total order � on A, such that ai � aj implies
∆i,j > 0. The existence of a total order over arms is closely related to different
regularity assumptions for triplet of arms, including a stochastic version of the triangle
inequality or relaxed notions of transitivity (Haddenhorst et al., 2020):

11
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– Strong stochastic transitivity (SST): The inequality ∆i,k ≥ max {∆i,j ,∆j,k} holds
for all pairwise distinct i, j, k ∈ [K] such that ∆i,j ≥ 0 and ∆j,k ≥ 0.

– γ-relaxed stochastic transitivity (γ − RST): For γ ∈ (0, 1) and all pairwise dis-
tinct i, j, k ∈ [K], such that ∆i,j ≥ 0 and ∆j,k ≥ 0, the inequality ∆i,k ≥
γ max {∆i,j ,∆j,k} holds.

– Moderate stochastic transitivity (MST): The calibrated pairwise probabilities
satisfy ∆i,k ≥ min {∆i,j ,∆j,k} for all pairwise distinct i, j, k ∈ [K] such that
∆i,j ≥ 0 and ∆j,k ≥ 0.

– Weak stochastic transitivity (WST): For any triplet of arms ai, aj , ak ∈ A, ∆i,j ≥
0 and ∆j,k ≥ 0 implies ∆i,k ≥ 0.

– Stochastic triangle inequality (STI): Given a total order over arms, then for any
triplet of arms such that ai � aj � ak, it holds that ∆i,k ≤ ∆i,j + ∆j,k.

• General identifiability assumption: There exists an arm i∗ ∈ [K] such that for any
j ∈ [K]\{i∗} it holds that mink∈[K] ∆i∗,k −∆j,k > 0.

• No ties: The preference relation Q is said to have no ties, if ∆i,j 6= 0 for all pairs of
distinct arms (ai, aj).

• Existence of a Condorcet winner : An arm ai is considered a Condorcet winner if
∆i,j > 0 for all j ∈ [K]\{i}, i.e., if it beats all other arms in a pairwise comparison.

Note that WST can also be formulated (as done by some authors) as follows: There is
a ranking � on A, such that ∆i,j ≥ 0 whenever ai � aj . Quite naturally, WST is a
necessary and sufficient condition for the existence of a complete ranking of all arms, which
is consistent with all pairwise preferences in the sense just mentioned.

In Figure 2, we give an overview of the relationships between the different assumptions,
where an arrow represents that one condition implies another one. The implications are
quite straightforward to prove, so that in the following we merely provide counterexamples
showing why the reversed implications do not hold. However, it is worth noting that the low
noise model assumption does not imply any of the triplet conditions within the total order
assumption, such as SST or STI. This is illustrated in Figure 2 by the angular rectangle
around the triplet conditions. We start with the assumptions in the rounded rectangles in
Figure 2:

• Total order over arms 6=⇒ low noise model: Let

Q =


0.5 1 1 1
0 0.5 0.6 0.6
0 0.4 0.5 1
0 0.4 0 0.5

 .

Then, a1 � a2 � a3 � a4 is the total order for this preference relation matrix.
However, it holds that ∆2,3 > 0 but

∑4
k=1 ∆2,k = −0.3 < −0.1 =

∑4
k=1 ∆3,k.
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SST

MST

WST

γ − RST

STI

Total order over arms

Stochastic Transitivity

Low noise model

Condorcet winnerNo Ties

General identifiability assumption

Figure 2: Relationship between the different axiomatic approaches.

• General identifiability assumption 6=⇒ total order over arms ∨ SST: Let

Q =


0.5 1 1 1
0 0.5 0.9 0.1
0 0.1 0.5 0.9
0 0.9 0.1 0.5

 .

Then, for i∗ = 1, we have maxj∈[K]\{1}mink∈[K] ∆i∗,k − ∆j,k = 0.1 > 0, but since
∆2,3 > 0, ∆3,4 > 0, ∆2,4 < 0, there exists no total order for Q. In addition, SST does
not hold because of ∆2,4 = −0.4 < 0.4 = max{∆2,3,∆3,4}.

• STI 6=⇒ general identifiability assumption: Let

Q =

 0.5 0.6 0.6
0.4 0.5 1
0.4 0 0.5

 .
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Then, there exists a total order a1 � a2 � a3 and due to ∆1,3 = 0.1 ≤ 0.6 = ∆1,2+∆2,3

the stochastic triangle inequality is fulfilled. However, it holds that

min
k=1,2,3

∆1,k −∆2,k = −0.4 < 0, min
k=1,2,3

∆2,k −∆1,k = −0.1 < 0

min
k=1,2,3

∆3,k −∆1,k = −0.6 < 0,

so that the general identifiability assumption does not hold.

• Total order over arms 6=⇒ SST : Consider the latter preference relation Q. Then,
there exists a total order of arms but SST does not hold, due to ∆1,3 = 0.1 < 0.5 =
max{∆1,2,∆2,3}.

• WST 6=⇒ total order over arms ∨ general identifiability assumption: Consider the
preference relation Q with all entries set to 0.5, then neither a total order of arms
exists nor the general identifiability assumption holds, although WST is fulfilled.

• No ties 6=⇒ existence of a Condorcet winner: Let

Q =

 0.5 0.6 0.4
0.4 0.5 0.6
0.6 0.4 0.5

 .

Then Q has no ties, but there exists no Condorcet winner, as each arm is beaten by
one other arm.

We proceed with the non-obvious transitivity assumptions within the stochastic transitivity
properties, namely the relation between MST and RST:

• MST 6=⇒ γ − RST: Let

Q =

 0.5 0.5 + z 0.5 + x
0.5− z 0.5 0.5 + y
0.5− x 0.5− y 0.5

 ,

where x, y, z ∈ (0, 1/2) are such that z ≤ min{x, y} and x/y < γ. With this, it holds
that a1 � a2 � a3 is a total order for Q. Moreover, MST holds because of ∆1,3 = x ≥
z = min{y, z} = min{∆1,2,∆2,3}. Yet, ∆1,3 = x < γy = γmax{∆1,2,∆2,3}, which is
equivalent to x/y < γ.

• γ − RST 6=⇒ MST: For any γ ∈ (0, 1), there exists some δ > 1 such that γ ≤ 1/δ.
Fix one such δ, then for any x ∈ (0, 1/(2δ)), the preference relation given by

Q =

 0.5 0.5 + δx 0.5 + x
0.5− δx 0.5 0.5 + δx
0.5− x 0.5− δx 0.5

 ,

implies a total order of arms a1 � a2 � a3 and γ − RST, since ∆1,3 = x ≥ γδx =
γmax{∆1,2,∆2,3}. On the other hand, MST is not fulfilled due to ∆1,3 = x < δx =
min{∆1,2,∆2,3}.
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Finally, the stochastic triangle inequality is not implied by any transitivity assumptions
stronger than WST or vice versa:

• SST 6=⇒ STI: For some ε ∈ (0, 1/6) let

Q =

 0.5 0.5 + ε 0.5 + 3ε
0.5− ε 0.5 0.5 + ε
0.5− 3ε 0.5− ε 0.5

 .

A total order for Q exists, namely a1 � a2 � a3, and SST is fulfilled, as ∆1,3 = 3ε ≥
ε = max{∆1,2,∆2,3}. However, ∆1,3 = 3ε > 2ε = ∆1,2 + ∆2,3, so that STI is violated.

• STI 6=⇒ MST: For some ε ∈ (0, 1/2) let

Q =

 0.5 1 0.5 + ε
0 0.5 1

0.5− ε 0 0.5

 .

Then, a1 � a2 � a3 is a total order for Q, and STI is satisfied, since ∆1,3 = ε ≤ 1 =
∆1,2 + ∆2,3. MST is not present, because of ∆1,3 = ε < 0.5 = min{∆1,2,∆2,3}

• STI 6=⇒ γ −RST: Consider the preference relation as just defined and set ε = γ/4.
Then, γ − RST does not hold due to ∆1,3 = γ/4 < γ/2 = γmax{∆1,2,∆2,3}.

In the following, we review all known methods of the preference-based multi-armed
bandit literature for the axiomatic approaches. In particular, the underlying assumptions,
the considered goals, the theoretical guarantees (if known), as well as the accompanying
novelties of the corresponding methods are concisely described and discussed. Note that the
order in which the algorithms are discussed is primarily according to the underlying target
and secondarily according to their algorithmic ideas. Finally, Tables 1, 2 and 3 provide a
concise overview of the existing methods for the tasks of regret minimization, (ε, δ)-PAC
learning as well as minimization of the exact sample complexity.

3.1.1 Interleaved Filtering

Assuming a total order over arms, strong stochastic transitivity, and the stochastic triangle
inequality, Yue et al. (2012) propose an explore-then-exploit algorithm. The exploration
step consists of a simple sequential elimination strategy, called Interleaved Filtering
(IF), which identifies the best arm with probability at least 1 − δ. The IF algorithm
successively selects an arm which is compared to other arms in a one-versus-all manner.
More specifically, the currently selected arm ai is compared to the rest of the active (not
yet eliminated) arms. If an arm aj beats ai, that is, q̂i,j + ci,j < 1/2, then ai is eliminated,
and aj is compared to the rest of the (active) arms, again in a one-versus-all manner. In
addition, a simple pruning technique can be applied: if q̂i,j − ci,j > 1/2 for an arm aj at
any time, then aj can be eliminated, as it cannot be the best arm anymore (with high
probability) due to the underlying transitivity assumption. After the exploration step, the

4. This assumption is simplified here for sake of convenience. Refer to Section 3.1.4 for the exact formulation
of the assumption.
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Algorithm Algorithm
class(es)

Assumption(s) Target(s) and
goal(s) of learner

Theoretical guarantee(s)

Interleaved
Filtering
(Section
3.1.1)

Generalization
(Explore-
then-
exploit),
Challenge

A priori known
time horizon T ,
Total order over
arms, SST and
STI

Expected regret
minimization O

(
K log T

minj 6=i∗ ∆i∗,j

)

Beat the
Mean
(Section
3.1.2)

Generalization
(Explore-
then-
exploit),
Challenge

A priori known
time horizon T ,
Total order over
arms, RST and
STI

High probability
regret minimiza-
tion

O
(

K log T
γ7 minj 6=i∗ ∆i∗,j

)

Relative
Upper
Confidence
Bound
(Section
3.1.3)

Generalization
(UCB)

Existence of
a Condorcet
winner

Expected and high
probability regret
minimization

O
(
K2 +

∑
i6=i∗

log T

∆2
i∗,i

)

MergeRUCB
(Section
3.1.4)

Generalization
(UCB), tour-
nament

No ties4 and ex-
istence of a Con-
dorcet winner

High probability
regret minimiza-
tion

O
(

K log(T )

mini,j: qi,j 6=1/2
∆2
i,j

)
MergeDTS
(Section
3.1.5)

Generalization
(Thompson-
Sampling),
tournament

A priori known
time horizon T
and same as-
sumptions as for
MergeRUCB

High probability
regret minimiza-
tion

O
(

K log(T )

mini,j: qi,j 6=1/2
∆2
i,j

)

Relative
Confidence
Sampling
(Section
3.1.6)

Generalization
(UCB and
Thompson
sampling),
tournament

Existence of
a Condorcet
winner

Expected and high
probability regret
minimization

No theoretical guarantees

Relative
Minimum
Empirical
Divergence
(Section
3.1.7)

Generalization
(DMED)

Existence of
a Condorcet
winner

Expected regret
minimization O

(∑
i6=i∗

∆i∗,i log T

KL(qi,i∗ ,1/2)
+K2+ε

)

Winner
Stays
(Section
3.1.8)

Challenge No ties and ei-
ther
1. Existence of
a Condorcet win-
ner, or
2. Total order
over arms

Expected regret
minimization with
(a) weak regret
(b) strong regret

1.(a): O
(

K2

mini,j |∆i,j |3

)
1.(b): O

(
K2

mini,j ∆2
i,j

+ K log T
mini,j |∆i,j |

)
2.(a): O

(
K logK

mini,j ∆6
i,j

)
2.(b): O

(
K logK

mini,j ∆6
i,j

+ K log T
mini,j |∆i,j |

)
Beat the
Winner
(Section
3.1.9)

Challenge Existence of
a Condorcet
winner

Expected regret
minimization with
weak regret

O
(
K2 + K

(1−exp(−2 minj 6=i∗ |∆j |2))2

)

Table 1: Algorithms for the regret minimization task under axiomatic approaches. The in-
dex i∗ is representing the best arm and KL(p, q) is the Kullback-Leibler divergence
of Bernoulli random variables with parameters p and q.
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Algorithm Algorithm
class(es)

Assumption(s) Target(s) and
goal(s) of learner

Theoretical guarantee(s)

Beat the Mean
(Section 3.1.2)

Challenge Total order over
arms, γ-RST and
STI

(ε, δ)-PAC for best
arm O

(
K
γ6ε2

log K
εδ

)
Knockout Tourna-
ments
(Section 3.1.10)

Tournament Total order over
arms, SST, STI,
γ-RST

(ε, δ)-PAC for best
arm O

(
K
γ4ε2

log 1
δ

)
Sequential Elimi-
nation
(Section 3.1.11)

Challenge Total order over
arms, SST

(ε, δ)-PAC for best
arm O

(
K
ε2

log 1
δ

)
Opt-Max
(Section 3.1.12)

Tournament Total order over
arms, MST

(ε, δ)-PAC for best
arm

If δ ≥ min(1/K, exp(−K1/4)) :

O
(
K
ε2

log 1
δ

)
Binary-Search-
Ranking
(Section 3.1.13)

Tournament Total order over
arms, SST, STI

(ε, δ)-PAC for
ranking

If δ ≥ 1/K : O
(
K logK
ε2

)

Noisy Quick Select
(Section 3.1.14)

Noisy-
sorting,
Tournament

Total order over
arms, SST, STI

(ε,δ)-PAC for Top-
k identification (for
1 ≤ k ≤ K/2)

O
(
K
ε2

log k
δ

)
Approx-Prob
(Section 3.1.15)

Tournament Total order over
arms, SST and
STI

(ε, δ)-PAC for esti-
mation of Q

If δ ≥ 1/K :

O
(
Kmin(K,1/ε) log(K)

ε2

)

Table 2: Algorithms for (ε, δ)-PAC tasks under axiomatic approaches.

exploitation step simply takes the best arm âi∗ found by IF and repeatedly compares âi∗
to itself.

The authors analyze the expected regret achieved by IF. Assuming the horizon T to
be finite and known in advance, they show that IF incurs an expected regret of order

O
(

K
minj 6=i∗ ∆i∗,j

log T
)
, which is shown to be the lower bound in this case as well.

3.1.2 Beat the Mean

In a subsequent work, Yue and Joachims (2011) relax the strong stochastic transitivity prop-
erty and only require relaxed stochastic transitivity for the pairwise probabilities. Further,
both the relaxed stochastic transitivity and the stochastic triangle inequality are required
to hold only relative to the best arm, i.e., only for triplets where i is the index of the best
arm ai∗ .

With these relaxed properties, Yue and Joachims (2011) propose a preference-based
online learning algorithm called Beat-The-Mean (BTM), which is an elimination strategy
resembling IF. However, while IF compares a single arm to the rest of the (active) arms in
a one-versus-all manner, BTM selects an arm with the fewest comparisons so far and pairs
it with a randomly chosen arm from the set of active arms (using the uniform distribution).
Based on the outcomes of the pairwise comparisons, a score bi is assigned to each active
arm ai, which is an empirical estimate of the probability that ai is winning in a pairwise
comparison (not taking into account which arm it was compared to). The idea is that
comparing an arm ai to the “mean” arm, which beats half of the arms, is equivalent to
comparing ai to an arm randomly selected from the active set. One can deduce a confidence
interval for the scores bi, which allows for deciding whether the scores for two arms are
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Algorithm Algorithm
class(es)

Assumption(s) Target(s) and
goal(s) of learner

Theoretical guarantee(s)

Robust
Query Se-
lection
(Section
3.1.16)

Generalization Total order
over arms and
embedding of
the arms into
a d-dimensional
Euclidean space

Exact sample com-
plexity for ranking O

(
d

min1≤i<j≤K ∆2
i,j

log2
(
K
δ

))

Verification-
based Solu-
tion
(Section
3.1.17)

Generalization
(exploration
and verifica-
tion)

Existence of
a Condorcet
winner

Exact sample com-
plexity for best arm

O
(∑

i6=i∗ minj:qi,j<1/2

log
(
K/(δ∆2

i,j)
)

∆2
i,j

)
+Õ

(∑
i6=i∗

(
∆−2
i∗,i +

∑
j 6=i ∆−2

i,j

))

Parallel Se-
lection and
Partition
(Section
3.1.18)

Noisy-sorting Total order over
arms

Exact sam-
ple/round com-
plexity for top-k
identification

O
(

K
min1≤i<j≤K ∆2

i,j

log(K)

)

Single
Elimi-
nation
Tourna-
ment
(Section
3.1.19)

Noisy-
sorting,
tournament

Total order over
arms

Exact sample com-
plexity for
1. Best arm
2. Top-k ranking
3. Top-k identifica-
tion

1. O
(

K log log(K)

minj 6=i∗ ∆2
i∗,j

)
2. O

(
(K+k log k) max{log k,log logK}

mini∈[k] minj:j≥i ∆2
i,j

)
3. O

(
(K+k log k) max{log k,log logK}

∆2
(k),(k+1)

)

Sequential
Elimina-
tion Exact
Selection
(Section
3.1.20)

Noisy-
sorting,
challenge

Total order over
arms, SST, STI

Exact sample com-
plexity for
1. Best arm
2. Top-k identifica-
tion

1. O
(∑

i∈[K]

log 1/δ+log log 1/∆i,(k)

∆2
i,(k)

)
2. O

(∑
i∈[K]

logK/δ+log log 1/∆i,(k)

∆2
i,(k)

)

Iterative-
Insertion-
Ranking
(Section
3.1.21)

Noisy-sorting Total order over
arms, SST

Exact sample com-
plexity for ranking O

(∑
i∈[K]

(log log(minj 6=i ∆
−1
i,j

)+log(K/δ))

minj 6=i ∆2
i,j

)

Table 3: Algorithms for exact sample complexity tasks (corresponding to the (0, δ)-PAC
learning scenario) under axiomatic approaches. The definitions of ∆i,(k) and
∆(k),(k+1) can be found in the respective sections.
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significantly different. An arm is then eliminated as soon as there is another arm with a
significantly higher score.

In the regret analysis of BTM, a high probability bound is provided for a finite time

horizon. More precisely, the regret accumulated by BTM is O
(

K
γ7 minj 6=i∗ ∆i∗,j

log T
)

with

high probability. This result is stronger than the one proven for IF, in which only the
expected regret is upper-bounded. Moreover, this high probability regret bound matches
with the expected regret bound in the case γ = 1 (strong stochastic transitivity).

The authors also analyze the BTM algorithm in a PAC setting for finding the best
arm, i.e., for any given ε, δ > 0, the algorithm should find an ε-optimal arm (cf. Section
2.2.5) with probability at least 1 − δ, while keeping the number of overall duels as low as
possible. It is shown that BTM is an (ε, δ)-PAC preference-based learner (by setting its
input parameters appropriately) with a sample complexity of O( K

γ6ε2
log KN

δ ) if N is large

enough, that is, N is the smallest positive integer for which N =
⌈

36
γ6ε2

log K3N
δ

⌉
holds. One

may simplify this bound by noting that N < N ′ =
⌈

864
γ6ε2

log K
δ

⌉
. Therefore, the sample

complexity of BTM is O
(

K
γ6ε2

log K log(K/δ)
δ γ ε

)
.

3.1.3 Relative Upper Confidence Bound

In a work by Zoghi et al. (2014b), the well-known UCB algorithm (Auer et al., 2002a)
is adapted from the value-based to the preference-based MAP setup in order derive an
algorithm minimizing the cumulative regret (see (2)). One of the main advantages of the
proposed algorithm, called RUCB (for Relative UCB), is that only the existence of a
Condorcet winner is required. The RUCB algorithm is based on the “optimism in the
face of uncertainty” principle, which means that the arms to be compared next are selected
based on the optimistic estimates of the pairwise probabilities, that is, based on the upper
bounds q̂i,j + ci,j of the confidence intervals. In an iteration step, RUCB selects the set of
potential Condorcet winners for which all q̂i,j + ci,j values are above 1/2, and then selects
an arm ai from this set uniformly at random. Finally, ai is compared to the arm aj , where
j = argmax 6̀=i q̂i,` + ci,`, that may lead to the smallest regret, taking into account the
optimistic estimates.

In the analysis of the RUCB algorithm, horizonless bounds are provided, both for the
expected and high probability regret. Thus, unlike the bounds for IF and BTM, these
bounds are valid for each time step. Both the expected regret bound and high probability
bound of RUCB are

O
(
K2 +

∑
i 6=i∗

log T

∆2
i∗,i

)
.

However, while the regret bounds of IF and BTM only depend on minj 6=i∗ ∆i∗,j , the con-
stants are now of different nature, despite being still calculated based on the ∆i,j values.
Therefore, the regret bounds for RUCB are not directly comparable with those given for IF
and BTM. Moreover, the regret bound for IF and BTM is derived based on the explore-
and-exploit technique, which requires the knowledge of the horizon in advance, whereas
regret bounds for RUCB, both high probability and expectation, are finite time bounds
that hold for any time step T .
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3.1.4 MergeRUCB

Zoghi et al. (2015b) consider the same problem as in the previous section, but with a special
focus on learning scenarios in which the number of available arms is large. In order to keep
the number of comparisons small, they propose the MergeRUCB algorithm which, using a
similar divide-and-conquer strategy as the merge sort algorithm, proceeds by first grouping
the arms in batches of a predefined size and then processing them separately before merging
them together. In particular, only arms within the same batch can be compared with each
other, but not arms in different batches. Due to the stochastic nature of the feedback,
the local comparisons within each batch between two arms are run multiple times before
eliminating inferior arms based on upper confidence bounds of the preference probabilities.
More precisely, an arm is eliminated within one batch if its upper confidence bound on
the pairwise winning probability with respect to some arm in the same batch is below 1/2.
In each time step, MergeRUCB chooses one batch in a round-robin manner, while the
choice for the arms compared within one batch is made by choosing one arm uniformly
at random and comparing it with its worst competitor, i.e., the arm having the highest
chance of leading to an elimination of the first chosen arm. In light of this, it is ensured
that the batch sizes are reduced quickly, and in turn a merge step can be performed early,
which happens as soon as the sum of the batch sizes are below a stage-wise geometrically
decreasing threshold, while a stage corresponds to the overall number of conducted merge
steps. Within one merge step, batches of smaller sizes are grouped together with batches
of larger sizes. This entire iterative process will eventually end with one single batch left,
consisting of only one arm, which is then guaranteed to be the Condorcet winner with high
probability.

For the theoretical analysis of MergeRUCB, it is assumed that for any pair of arms
(ai, aj) it holds that either their pairwise winning probability is different from 1/2 (i.e.,
∆i,j 6= 0), or they are inferior to any other arm ak in the sense that max{∆i,k,∆j,k} < 0
holds. If the latter property holds for a pair of arms, then this pair is called uninformative.
The authors assume that at most a third of the arms are uninformative, which guarantees
that after a specific number of merge steps at least one arm will be present in the batch in
order to eliminate all other arms of that batch. Moreover, these assumptions allow one to
derive a high probability bound on the cumulative regret of MergeRUCB, which is of the

order O
(

K log(T )
minj 6=i:qi,j 6=1/2 ∆2

i,j

)
, thereby eliminating the additive K2 term in the regret bound

of RUCB, as pairwise comparisons are only carried out within the local batches but not
“globally” as in RUCB.

3.1.5 MergeDTS

Under the same assumptions as MergeRUCB, Li et al. (2020) propose the Merge Double
Thompson Sampling (MergeDTS) algorithm, which improves upon the former by using
the Double Thompson Sampling algorithm (cf. Section 4.2.3) in order to choose a pair
of arms for the comparison within one batch. It is shown that MergeDTS enjoys the
same order as MergeRUCB on its upper bound of the regret with high probability, but in
contrast to the latter, needs to know the time horizon beforehand. However, in an extensive
experimental study, the authors show that MergeDTS is superior to MergeRUCB and
other state of the art dueling bandits algorithms.
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3.1.6 Relative Confidence Sampling

Again merely assuming the existence of a Condorcet winner and focusing on the minimiza-
tion of the cumulative regret, Zoghi et al. (2014a) introduce the relative confidence sampling
(RCS) algorithm, which, in addition to the upper confidence bounds of the entries of the
preference relation Q (such as RUCB), maintains a Beta posterior distribution over the
entries, respectively. The idea is that both upper confidence bounds and the Beta posterior
distributions are used to suggest one arm each for the duel at one iteration step. To this
end, a preference relation Q̃ ∈ [0, 1]K×K is sampled5 according to the current Beta posterior
distributions. If Q̃ has a Condorcet winner, then this arm is chosen as the first arm for the
duel, otherwise the arm with the fewest picks according to the choice mechanism of the first
case is used. As the second arm of the duel, RCS chooses the toughest competitor of the
first arm, namely the arm that has the highest (optimistic) chance to confute the Condorcet
winner property of the latter (similar as in MergeRUCB) according to the current upper
confidence bounds. The authors present experimental results on learning-to-rank data sets,
revealing a satisfactory empirical performance of RCS regarding cumulative regret, but do
not provide theoretical guarantees for RCS in terms of an upper bound on its cumulative
regret.

3.1.7 Relative Minimum Empirical Divergence

Komiyama et al. (2015) assume that the underlying preference matrix has a Condorcet win-
ner, and propose three variants of the relative minimum empirical divergence (RMED) al-
gorithm, which can be interpreted as a dueling bandits variant of the deterministic minimum
empirical divergence (DMED) algorithm (Honda and Takemura, 2010) for the value-based
MAB problem. More specifically, the algorithm revolves around the empirical divergence of
an arm ai at time t defined by

Iai(t) =
∑

{aj :q̂ ti,j≤1/2}

nti,j KL(q̂ ti,j , 1/2),

where KL(p, q) denotes the Kullback-Leibler divergence of Bernoulli random variables with
success probabilities p and q. As the exponential negative empirical divergence of an arm
ai can be interpreted as the likelihood of being the Condorcet winner, one can define the
empirical best arm by means of i∗t = argmini∈[K] Iai(t). Further, the algorithm maintains a
set of potentially good arms defined by Ct = {i ∈ [K] | Iai(t) − Ii∗t (t) ≤ log(t) + f(K)} for
some non-negative function f that does not depend on t. After a variant-specific exploration
phase, all three variants of the RMED algorithm are in each time step essentially compar-
ing one specifically chosen arm in Ct (based on some ordering) with either the empirically
best arm or, depending on the RMED variant, one specific arm based on the first chosen
arm. In particular, the first variant, called RMED1, chooses in case the empirically best
arm is empirically not preferred over the first chosen arm, the arm which is empirically
preferred the most over the latter. Here, “empirically” means that the choices are based
on the current empirical pairwise estimates (q̂ ti,j)1≤i,j≤K . For this variant, a bound on its

5. Strictly speaking, the preference relation Q̃ depends on the iteration step t, as the Beta posterior distri-
butions do. For sake of convenience, we suppress this dependency here in the notation.
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expected regret of order O
(∑

i 6=i∗
log T ∆i∗,i

KL(qi,i∗ ,1/2)

)
+ O(K2+ε) is shown, where ε > 0 is a pa-

rameter of the algorithm specifying the used function f for the set of potentially good arms.
Further, using similar proof techniques as Lai and Robbins (1985) for showing asymptotic
lower bounds in the standard MAB problem, they derive an asymptotic lower bound6 of or-

der Ω
(∑

i 6=i∗ minj:qi,j<1/2
(∆i∗,i+∆i∗,j) log T

KL(qi,j ,1/2)

)
for the regret of any consistent dueling bandits

algorithm for preference relations having a Condorcet winner or admitting a total order of
the arms. This result reveals that there is a gap between the upper bound of RMED1 and
the asymptotic lower bound regarding the constant factors.

In order to obtain an algorithm having a regret bound with the constant factor match-
ing the asymptotic lower bound (i.e., which is asymptotically optimal), they suggest the
second variant of the RMED algorithm, called RMED2, which adapts the mechanism of
RMED1 for choosing the second arm in order to obtain an estimate of the gap between
the constant factor of RMED1 and the asymptotic lower bound of the first chosen arm.
Because the theoretical analysis of RMED2 is cumbersome, the third variant of RMED,
called RMED2 Fixed Horizon (RMED2FH), is introduced. In contrast to the first two
variants, RMED2FH needs to know the time horizon T beforehand, because this is used
to derive a “non-exploring” estimate for the gap between the constant factor of RMED1
and the asymptotic lower bound of the first chosen arm, facilitating the theoretical analysis
considerably. Under this assumption and the existence of a Condorcet winner, it is shown
that RMED2FH enjoys an asymptotically optimal regret upper bound.

3.1.8 Winner Stays

Chen and Frazier (2017) study the dueling bandits problem in the Condorcet winner setting,
and consider both extreme cases for the regret, namely the strong regret specified by the
instantaneous regret rt,max and the weak regret rt,min, which is 0 if either arm pulled is
the Condorcet winner. They propose the Winner Stays (WS) algorithm with variations for
both kinds of regret. WS for weak regret (WS-W) is a round-based challenge algorithm,
where arms are dueled with each other in a batch of duels in each round, and each batch
corresponds to a sequence of duels of the same pair consisting of the current champion and a
“worthy” challenger. The current champion is the arm that has currently the largest number
of overall duels won, while the challenger is the arm that has not yet been considered in the
current round and has currently the second largest number of overall duels won (possibly
breaking ties). The batch of duels continues until either (i) the challenger manages to win
against the current champion so many times that the champion’s overall number of duels
won is the third highest, or (ii) the champion wins against the challenger so many times that
the challenger’s overall number of duels won is the third highest. In case of the first event,
the challenger becomes the current champion, while in the second event, the champion
(winner) stays. In both cases, the defeated arm is not considered anymore in the current
round and the next round starts after each available arm has been considered at least once
in a batch of duels.

If the underlying instantaneous regret is the strong regret, the authors propose the WS
for strong regret (WS-S), which considers separate exploration and exploitation phases in

6. This asymptotic lower bound Ω(C · f(T )) is to be understood as lim infT→∞
E[RT ]
f(T )

≥ C.
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epochs. Within each epoch e ∈ N, first the eth round of the WS-W algorithm is conducted
for the exploration phase, resulting in a current champion that is then dueled against itself
(cf. “fully commitment” in Section 2.3.1) in the exploitation phase for the purpose of keeping
the cumulative strong regret low. In light of this, the length of an exploitation phase is
exponentially increasing with the number of epochs passed.

Assuming that there are no ties in the underlying preference relation Q, it is proven that
unlike all regret bounds for cumulative average regret, the WS-W algorithm has expected
cumulative weak regret that is constant in time. In particular, it is shown that WS-W has

an expected cumulative weak regret bound of order O
(

K2

mini,j |∆i,j |3

)
under the assumption

of an existing Condorcet winner, and of order O
(

K logK
mini,j ∆6

i,j

)
under the assumption of an

existing total order of arms. Further, it is proved that WS-S enjoys an expected cumulative

strong regret bound of order O
(

K2

mini,j ∆2
i,j

+ K log T
mini,j |∆i,j |

)
in the Condorcet winner setting,

and of order O
(

K logK
mini,j ∆6

i,j
+ K log T

mini,j |∆i,j |

)
under the assumption of an existing total order

of arms. Both bounds are optimal regarding their dependence on the time horizon T, but
are not optimal regarding the dependence on the calibrated preference probabilities. The
proof for WS-W is revised by Peköz et al. (2020), who show that WS-W incurs in fact

an expected regret upper bound of O
(

K2

minj 6=i∗ |∆i∗,j |2

)
under the assumption of an existing

Condorcet winner, but without assuming that there are no ties in the underlying preference
relation Q.

It is worth noting that the analysis of the WS algorithms is in some sense unique, as the
Gambler’s ruin problem is used to upper bound the number of pulls of sub-optimal arms,
whereas all regret minimizing algorithms reviewed so far make use of the Chernoff bound
in some way.

3.1.9 Beat the Winner

Having the same target as WS-W, Peköz et al. (2020) propose the Beat the Winner
(BTW) algorithm, which is a round-based challenge algorithm based on a queue structure
of the arms. Here, the first arm in the queue is the current champion while the second is its
challenger. Both arms are compared in round l ∈ N as long as one of the two arms has won
exactly l many times, whereupon the defeated arm is set to the end of the queue and the
winner is queued to the front (if necessary). It is shown that BTW enjoys an upper bound

on its expected weak regret of O
(
K2 + K

(1−exp(−2 minj 6=i∗ |∆j |2))2

)
, where the additive linear

(in K) term might dominate the quadratic term for a small total number of arms K.

As BTW does not consider the history of the past duels in an explicit way, the authors
suggest the Modified Beat the Winner (MBTW) algorithm, which improves upon
BTW by assigning scores to arms based on their history of wins and chooses the challenger
in each round in a random manner based on their relative scores. The initial scores of the
arms are set to 1 and increased/decreased by one for the winner/loser of a respective round,
which, however, cannot fall below a score of one. Although MBTW is not theoretically
analyzed, it is shown to have a satisfactory empirical performance compared to BTW as
well as WS-W for the task of expected weak regret minimization.
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3.1.10 Knockout Tournaments

Assuming a total order over the arms, γ-relaxed stochastic transitivity as well as stochastic
triangle inequality, Falahatgar et al. (2017b) consider the goals of finding the best arm as
well as the best ranking (cf. Section 3.1.13) in the (ε, δ)-PAC setting. More specifically, for
any given ε, δ > 0, the algorithm for finding the best arm must output an ε-optimal arm
(cf. Section 2.2.5) with probability at least 1− δ.

For this purpose, they propose the Knockout algorithm, which proceeds in rounds,
each of which corresponds to a knockout tournament with the goal of successively elimi-
nating half of all currently remaining arms until only one single arm is left, which is then
the suggested candidate for the best arm, i.e., an ε-optimal arm. At the beginning of each
round, all not yet eliminated arms are divided into pairs in a random manner. Then, all
these pairs of arms are successively dueled with each other until either one is confident
enough which arm is superior resp. inferior, or a certain (round-dependent) number of duels
has been reached, whereupon the arm with the larger number of duels won proceeds to the
next round, while the other one is eliminated. Thanks to the regularity assumptions made
on Q, it is ensured by choosing a suitable maximal limit on the (round-dependent) number
of duels that the highest ranked arm at the beginning of a round and the highest ranked
arm at the end of a round are close in terms of their calibrated preference probabilities,
which can be upper bounded by a term that is linear in the used approximation quality
of a round. To maintain the overall confidence level δ and the approximation quality ε of
the entire procedure, and at the same time prevent a larger sample complexity through
a rough Bonferroni correction, both the round-wise confidence level and the round-wise
approximation quality are geometrically progressing. In this way, it can be shown that
Knockout is an (ε, δ)-PAC algorithm for finding the best arm with a sample complexity

of O
(

K
γ4ε2

log 1
δ

)
. This improves upon the sample complexity shown for BTM for the same

setting (cf. Section 3.1.2) and matches the lower bound for γ = 1 (i.e., strong stochastic
transitivity), which can be derived by Feige et al. (1994).

3.1.11 Sequential Elimination

Seeking the same goals as Falahatgar et al. (2017b), but this time only requiring a total
order over the arms and strong stochastic transitivity (no stochastic triangle inequality),
Falahatgar et al. (2017a) present the Seq-Eliminate algorithm in an (ε, δ)-PAC setting for
finding the best arm, which uses O

(
K
ε2

log 1
δ

)
comparisons. The Seq-Eliminate algorithm

is a challenge algorithm (cf. Section 2.4.5), which does not use an arm for dueling if this
arm has been defeated once. In particular, Seq-Eliminate starts by selecting a current
“champion” at random, and keeps dueling it with another random arm (challenger) until the
more preferred arm of the two is determined with a certain confidence. It then proceeds to
the next competition stage, after setting the winner from the last stage as the new champion
and eliminating the loser. The algorithm stops as soon as only a single arm remains. Unlike
Knockout, the confidence levels within each competition stage are designed in a more
adaptive way, which ensures that with this elimination procedure the overall confidence
level δ as well as the approximation quality ε are maintained.

Using a random choice to determine the first champion, Seq-Eliminate has in fact a
sample complexity of O

(
K
ε2

log K
δ

)
, which is order optimal in the high confidence regime,
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i.e., if δ ≤ 1/K, but not if δ > 1/K. In order to deal with confidence levels of the latter kind,
the authors propose to find first a good initial champion, say ã, by using Seq-Eliminate
on a randomly sampled smaller subset A of a specific size. Next, ã is used to obtain an
auxiliary and potentially smaller subset of all arms, say Ã, by dueling it with all arms
multiple times in a competition stage manner (with specifically chosen confidence levels
and approximation quality) and include an arm in Ã only if it has managed to withstand
ã in all stages. Finally, each arm in Ã is dueled once again in a competition stage manner
against ã until either ã is winning against each arm in Ã, making ã the final output, or ã is
inferior to one arm in Ã, whereupon Seq-Eliminate is used on Ã to obtain the final output.
With this modification of Seq-Eliminate, the authors show that one obtains an (ε, δ)-PAC
algorithm for finding the best arm, which uses O

(
K
ε2

log 1
δ

)
comparisons for δ > 1/K.

3.1.12 Opt-Max

Replacing the strong stochastic transitivity by the moderate stochastic transitivity assump-
tion, Falahatgar et al. (2018) study the problem of best arm identification in an (ε, δ)-PAC
setting. They present the Opt-Max algorithm, which makes heavily use of a subroutine,
called Soft-Seq-Elim. The latter essentially operates as Seq-Eliminate, but can also
refrain from eliminating one arm after a sequence of duels in a stage, if no clear winner
based on a specific confidence level can be declared. Thus, Soft-Seq-Elim terminates if
the current champion has not changed after dueling it with all active arms.

The guarantees and the sample complexity of Soft-Seq-Elim critically depend on the
number of changes of the champion: Although the worst-case sample complexity of the
algorithm is quadratic, it runs fast (close to linear) and tends to yield correct answers when
the number of required changes is small. In other words, Soft-Seq-Elim strongly benefits
from the choice of a “good” initial champion (ideally the best arm) in the beginning. The
Opt-Max algorithm consists of three variants of Soft-Seq-Elim, each of them tailored
to a certain range of the confidence level δ by adapting it essentially in a similar manner as
Seq-Eliminate for the low confidence regime (cf. Section 3.1.11).

It is shown that Opt-Max is an (ε, δ)-PAC algorithm for finding the best arm having
a sample complexity of order O

(
K
ε2

log 1
δ

)
, at least if δ ≥ min(1/K, exp(−K1/4)). In light of

the findings by Feige et al. (1994), the order of Opt-Max’ sample complexity is optimal
(cf. also Section 3.1.10). Finally, the authors show that any algorithm for finding the best
arm in the PAC-setting requires in the worst-case scenario a number of comparisons that
scales with K2 if merely weak stochastic transitivity is assumed.

3.1.13 Binary-Search-Ranking

For the ranking problem in an (ε, δ)-PAC setting, the authors of the Knockout algorithm
(Falahatgar et al. (2017b)) also propose the Binary-Search-Ranking algorithm, assum-
ing that the underlying preference relation Q admits a total order over the arms and satisfies
strong stochastic transitivity as well as the stochastic triangle inequality.

This algorithm consists of three major steps. In the first step, it randomly selects a set of
arms of size K

(logK)x , called anchors, and ranks them using a procedure called Rank-x—an

(ε, δ)-PAC ranking algorithm, which for any x > 1, uses O
(
K
ε2

(logK)x log K
δ

)
comparisons,

while at the same time creating K
(logK)x −1 bins between each two successive anchors. Then,
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in the second step, a random walk on a binary search tree is used to assign each arm to a
bin. Finally, in the last step, the output ranking is produced. To this end, the arms that
are close to an anchor are ranked close to it, while arms that are distant from two successive
anchors are ranked using Rank-x.

In a subsequent work, Falahatgar et al. (2018) propose an improvement of the latter,
which gets rid of superfluous logarithmic terms in the sample complexity. This improvement
is achieved by modifying the components of the algorithm as follows. Each component is
called a first time with the (high probability) guarantee of a correct output of 1−1/ log(K)
instead of 1 − 1/K5, resulting in a smaller number of comparisons. Then, the output of
the respective component is checked, for which a small complexity can be shown. Finally,
if the output is incorrect, the corresponding component is run again, but this time with a
1− 1/K5 guarantee for its correctness.

It is shown that the (enhanced) Binary-Search-Ranking algorithm is an (ε, δ)-PAC

algorithm for the ranking problem with sample complexity O
(
K logK
ε2

)
if δ is set to 1

K .

Thus, the leading factor of the sample complexity of finding a nearly best arm differs from
finding a nearly best ranking by a logarithmic factor. This was to be expected, and simply
reflects the difference in the worst-case complexity for finding the largest element in an
array and sorting an array using an efficient sorting strategy.

Falahatgar et al. (2017b) derive a lower bound on the sample complexity of Ω
(
K
ε2

log K
δ

)
for any (ε, δ)-PAC algorithm for the ranking problem under the assumptions made by
Binary-Search-Ranking on the preference relation Q. For the best ranking problem
in the PAC-setting, Falahatgar et al. (2017a) show that any algorithm needs Ω(K2) com-
parisons under the strong stochastic transitivity property. To this end, they consider a
preference relation for which they reduce the problem of finding a 1/4-ranking to a problem

of finding a coin with bias 1 among K(K−1)
2 − 1 other fair coins, showing that any algo-

rithm requires at least a number of comparisons that scales quadratically with K. Finally,
Falahatgar et al. (2018) verify the same lower bound by assuming moderate stochastic tran-
sitivity together with the stochastic triangle inequality. This in particular shows that the
stochastic triangle inequality facilitates the learning problem.

3.1.14 Top-k identification via Quick Select

Ren et al. (2020) consider the (ε, δ)-PAC learning scenario for the top-k arms if the underly-
ing preference relation has a total order over the arms, satisfies strong stochastic transitivity
as well as the stochastic triangle inequality. Note that an ε-approximation of the top-k arms
is any k-sized set of arms such that any arm within the set is ε-preferable to any other arm,
which is not in the subset (cf. Section 2.2.5). Moreover, it is throughout assumed that k is
at most K/2.

The suggested algorithm, called Tournament-k-Selection (T-k-S), is a tournament algo-
rithm proceeding in rounds, each of which consists of dividing the currently selectable arms
into subsets of sizes at most 2k, and then using a subroutine called Epsilon-Quick-Select
(EQS) on each subset. This is done to eliminate arms that are (with a specific confidence)
not belonging to the (nearly) top-k arms of that subset. The entire process stops as soon
as the number of noneliminated arms is k. The final output of T-k-S is then given by the
remaining arms.
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The subroutine EQS is inspired by the well-known QuickSelect algorithm (Hoare,
1961) to find the k largest items of an array. First, EQS chooses one arm randomly to
be the pivot arm and then duels it with any other arm a specific number of times (similar
as for each stage of Seq-Eliminate) leading to a partition of the set of arms into three
subsets: One subset consisting of all arms one is confident enough that each of its elements
are preferred resp. not preferred over the pivot arm, and one subset consisting of all arms
one is not confident enough about the preference relation merged with the pivot arm itself.
If the subset of surely preferred arms consists of more than k elements, the EQS algorithm
is applied on the latter subset. Otherwise, if the union of surely preferred arms and unsurely
preferred arms consists of more than k elements, then a k-sized subset is formed by merging
the surely preferred arms and a randomly chosen subset (of the right size) of the unsurely
preferred arms. Finally, if the latter union has strictly less than k elements, say k′, then
this union is returned together with the subset returned by EQS for finding the top-(k−k′)
arms on the subset consisting of the surely not preferred arms.

By choosing the round-wise confidence levels and approximation errors in a suitable
way, T-k-S is shown to be an (ε, δ)-PAC algorithm for finding the top-k arms with sample
complexity O

(
K
ε2

log k
δ

)
. This sample complexity is optimal, as the authors show also a lower

bound on the sample complexity of Ω
(
K
ε2

log k
δ

)
for any (ε, δ)-PAC algorithm for finding the

top-k arms under the assumptions made by T-k-S.

3.1.15 Approx-Prob

Falahatgar et al. (2018) consider the problem of approximating all pairwise probabilities to
an accuracy of ε and present the Approx-Prob algorithm for this purpose with an optimal

sample complexity of the form O
(
K min(K,1/ε) log(K)

ε2

)
for δ ≥ 1/K. Approx-Prob takes a

pre-sorted list of the items in the form of an ε/8-ranking as an input—this requires solving
a ranking problem first, for which the Binary-Search-Ranking algorithm as discussed
in Section 3.1.13 can be used. Given this input, the algorithm reduces the number of
pairwise comparisons by exploiting the assumptions of strong stochastic transitivity and
the stochastic triangle inequality for the pairwise probabilities. The key idea is that, under
these regularity assumptions, the pairwise probabilities should obey constraints of the form
∆i−1,j ≤ ∆i,j ≤ ∆i,j−1 for i < j. These constraints are used to correct empirical estimates
∆̂i,j , which are obtained as relative winning frequencies from repeated pairwise comparisons
of arms ai and aj , or even to avoid such an estimation altogether. For example, if ∆̂i−1,j =
∆̂i,j−1, then by virtue of the above constraint, inequalities turn into equalities ∆i−1,j =
∆i,j = ∆i,j−1, and ∆̂i,j is simply set to ∆̂i−1,j instead of being estimated. Such equalities
are fostered by providing estimates on a grid, i.e., estimates of pairwise probabilities are
always rounded off to the closest multiple of ε. Moreover, to take the greatest advantage of
the triplet-constraints, the items are compared in a specific order: ai is compared to aj in
an outer loop for i = 1, . . . ,K − 1 and an inner loop for j = i+ 1, . . . ,K.

3.1.16 Robust Query Selection

Jamieson and Nowak (2011) assume that there is a total order over the arms and each arm
can be embedded into Rd by means of suitable location points. Further, they assume that
there exists some (reference) point in Rd, such that the Euclidean distance of this point to

27



Bengs, Busa-Fekete, El Mesaoudi-Paul and Hüllermeier

these locations is coherent with the underlying total order in the sense that the closer an
arm’s location point is to the reference point, the higher its ranking in the underlying total
order. While the locations are assumed to be known, the reference point is unknown. By first
assuming that the outcome of a duel between two arms is deterministic, i.e., Q ∈ {0, 1}K×K ,
the authors introduce the notion of ambiguity of a duel: If it is not possible to infer from
the past duels of other pairs of arms which arm will be preferred over the other for a specific
pair of arms, then the latter pair is called ambiguous, otherwise it is called unambiguous.

In order to characterize the property of ambiguity in the presence of a (latent) reference
point and the embedding of the arms, they relate the problem of identifying the underlying
ranking of the arms to the problem of determining the label of (d + 1)-dimensional points
via linear separators (in an active way). With this, they introduce the Query Selection
algorithm, which essentially samples a pair of arms uniformly at random from the set of pairs
not considered so far, checks whether the pair is unambiguous in order to skip superfluous
duels, and carries out the duel in case the pair is ambiguous. Once all pairs have been
considered, the algorithm terminates and provably returns the correct ranking.

For the scenario in which the outcome of duels between two arms is not necessarily
deterministic, the latter algorithm is modified to the Robust Query Selection algorithm.
This algorithm essentially corresponds to Query Selection. However, due to the noisy
outcomes, it conducts a pre-specified number of duels for an ambiguous pair of arms in order
to decide which arm is preferred over the other, namely the arm which has won the majority
of the noisy duels. It is shown that if the number of duels carried out per ambiguous pair is
set to log(2K log(K)/δ)/2h2, where δ ∈ (0, 1) and h ∈ (0, 1/2) is such that min1≤i<j≤K |∆i,j | ≥ h,
then the Robust Query Selection algorithm returns the true underlying ranking and
has a sample complexity of order O

(
d
h2 log2

(
K
δ

))
.

3.1.17 Verification-based Solution

Karnin (2016) considers the problem of finding the best arm in structured MAB problems,
which refers to a general bandit framework covering a variety of different bandit problems
such as the classical MAB problem, linear bandits, combinatorial bandits and other bandit
problems (see Lattimore and Szepesvári (2020) for an overview). To this end, a general al-
gorithmic framework is introduced, consisting of two subroutines which need to be specified
for each underlying bandit problem. The first subroutine, referred to as FindBestArm,
needs to be designed such that it identifies the best arm with a certain high probability,
while using as few samples within the underlying bandit problem as possible. The second
subroutine, referred to as VerifyBestArm, serves the purpose of verifying the optimal-
ity of the arm suggested by the first subroutine as the best arm with a certain degree of
confidence. In particular, this subroutine can either confirm or refuse the optimality of
the suggested arm and can also receive additional information about the underlying bandit
problem from the first subroutine. Both subroutines are run one after the other during
iterative stages, where in each stage the confidence level for the second subroutine is ge-
ometrically decreased, while the error probability of the first subroutine is throughout a
specific constant. The iteration process transitions into the next stage only if the second
subroutine has refused the optimality of the suggested arm, and the entire process stops
as soon as the second subroutine has confirmed the optimality of the suggested arm. The
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rationale behind this procedure is that it seems to be easier to verify or refute the optimality
of a candidate arm than to explicitly search for the best arm.

In concrete terms for the setting of dueling bandits under the Condorcet assumption, a
suggestion for both subroutines is made. The suggestion for the first subroutine initializes
an active set consisting of all ordered pairs of arms, and duels all active pairs, say (ai, aj),
until one of three specific conditions on the lower resp. upper confidence estimates of the
underlying pairwise preference probabilities, i.e., q̂ ti,j− cti,j resp. q̂ ti,j + cti,j , holds, whereupon
the pair is removed from the active set. Once the active set is empty, the subroutine stops
and returns as its candidate for the Condorcet winner the arm that has a lower confidence
estimate greater than 1/2 against any other arm. The three conditions are designed such
that this condition is fulfilled for exactly one arm, which is likely to be the actual Condorcet
winner. Here, cti,j is a confidence interval based on Hoeffding’s inequality for maintaining the
predefined error probability of the first subroutine. The second subroutine proceeds from the
information available after the first subroutine, i.e., the candidate for the Condorcet winner
as well as for each allegedly non-Condorcet winner arm its toughest competitor (similarly
as for RCS), and the verification task consists of verifying that each non-Condorcet winner
arm is indeed inferior to its toughest competitor based on confidence intervals maintaining
the confidence level for the second subroutine. It is shown that these two subroutines used
in the general algorithmic framework lead to a sample complexity of order

O

(∑
i 6=i∗

min
j:qi,j<1/2

log
(
K/(δ∆2

i,j)
)

∆2
i,j

)
+ Õ

(∑
i 6=i∗

(
∆−2
i∗,i +

∑
j 6=i

∆−2
i,j

))
, (4)

where Õ is hiding log-factors. By considering the RMED algorithm of Komiyama et al.
(2015) as an algorithm for sample complexity minimization and transforming its expected
regret upper bound to a sample complexity bound, the method suggested by Karnin (2016)
achieves an improvement over the latter by a multiplicative factor Kε, provided δ is suffi-
ciently large.

3.1.18 Parallel Selection and Partition

Under the assumption of a total order over the arms, the task of finding the kth best arm or
a partition of A into the set of best k arms and its complement is considered by Braverman
et al. (2016). The authors are not only interested in the sample complexity of algorithms
for the latter task, but also in their round complexity, which can be interpreted as the
degree of an algorithm’s adaptivity. To be more precise, an algorithm making all decisions
on the order of the duels entirely ahead of time has the smallest possible round complexity
(non-adaptive), while an algorithm deciding in each time step which duel to conduct has
the largest possible round complexity (fully adaptive).

The authors provide algorithms that correctly solve the above tasks with high probabil-
ity, having a low round complexity, while the sample complexity is of order

O

(
K

min1≤i<j≤K ∆2
i,j

log(K)

)
,
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assuming the knowledge of min1≤i<j≤K ∆2
i,j > 0. Further, it is shown that any algorithm,

which can correctly return the kth best arm with high probability, has a sample complexity
of the same order as above, revealing the optimality of the suggested algorithmic solutions.

Just as for the Robust Query Selection algorithm in Section 3.1.16, the authors first
consider the case of deterministic outcomes of duels in order to design suitable algorithmic
solutions and transfer them to the probabilistic scenario by repeating a duel between a
specific pair of arms a certain number of times. The major algorithmic procedure underlying
the deterministic case first chooses a sufficiently large subset of A in a random manner, say
AS , and then reduces AS successively by choosing random anchor arms in AS , comparing
these with all arms in AS and keeping all arms that are in some sort of interquartile range
(with respect to the number of duels won) of the anchor arms. The rationale behind the
latter iterative process is that the subset AS will reduce quickly to the kth best arm (or
a small subset containing it) of the initially first chosen subset, which in turn is likely to
be close7 to the kth best arm in A. Hence, one (randomly chosen) arm within the reduced
subset can be used as a kind of pivot in order to partition A into the set of best k arms
and its complement by dueling the former with all arms in A : All arms preferred over the
pivot are in the top set, while the inferior arms are in its complement.

By running the major procedure twice with suitable choices for the subset sizes as well
as number of iterations, and then combining and filtering the results of both procedures,
the authors show that the true partition (and also the kth best arm) can be identified with
high probability.

3.1.19 Single Elimination Tournament

Assuming the existence of a total order over the arms, Mohajer et al. (2017) study the top-
k identification problem as also considered by Braverman et al. (2016), and additionally
the top-k ranking problem, both with the goal to minimize the exact sample complexity
while maintaining a predefined confidence δ. To this end, they first present the Select
algorithm for identifying the best arm, which can be seen as a customized single-elimination
tournament consisting of multiple layers, where in each layer, pairs of arms are randomly
built first, and on the basis of pairwise comparisons, one arm is retained and the other one is
eliminated. This process is repeated until only one arm is left, which is then the suggestion
for the best arm. Note that the Select algorithm is conceptually similar to Knockout
(cf. Section 3.1.10). The authors subsequently show that the algorithm finds the best arm

with probability at least 1− δ and has a sample complexity of order O(K log(1/δ)
∆2

1,2
).

Select is then generalized to the Top algorithm, which works for both top-k ranking
and identification, by first splitting the arms into k sub-groups, then identifying the best
arm in each sub-group using Select, and finally forming a short list that includes all
winners from the sub-groups. For this list, they build a heap data structure, from which
the top-k arms are extracted one after another, while whenever a best arm is extracted from
its list, the second best arm from that list is identified and reinserted into the short list.
Unfortunately, it is not shown by the authors how the sample complexity of Top scales in

terms of δ,. We conjecture it is of the order O
(

(K+k log k) log(1/δ) max{log k,log logK}
log logK ∆k

)
, where

7. Closeness is here to be understood in terms of their ranks with respect to the ground truth ranking.
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∆k = mini∈[k] minj:j≥i ∆2
i,j in the case of top-k ranking and ∆k = ∆2

(k),(k+1) in the case of
top-k identification, with ∆(k),(k+1) denoting the calibrated pairwise preference probability
of the arm with rank k and the arm with rank k + 1 according to the total order of the
arms. In Table 3, we report the sample complexity as stated by the authors.

Similarly as in the (ε, δ)-PAC setting, the leading factor of the sample complexity of
Top differs from the one of SELECT by a logarithmic factor.

3.1.20 Sequential-Elimination-Exact-Selection

Having the same goal as Mohajer et al. (2017) but imposing stricter assumptions on Q
(strong stochastic transitivity and stochastic triangle inequality), the authors of the T-k-
S algorithm also propose the Sequential-Elimination-Exact-Best-Selection (SEEBS) algo-
rithm for finding the best arm and the Sequential-Elimination-Exact-k-Selection (SEEKS)
for identifying the top-k arms.

The SEEBS algorithm is a challenge algorithm proceeding in rounds. In each round
the T-k-S algorithm is used to obtain a nearly best arm by setting k to 1, which is used
as the current “champion”. The latter arm is then used in a similar manner as the pivot
arm in the QuickSelect inspired subroutine EQS of T-k-S to partition the set of arms
into three subsets (surely preferred, surely not preferred and undecided arms). All arms
(“challengers”) assigned to the set of surely not preferred arms over the champion are
eliminated. Adapting the confidence for the latter assignment as well as for the choice of the
round-wise champion in an appropriate way over the rounds will ensure that eventually only
one single arm is left and SEEBS maintains the overall confidence level δ. Moreover, SEEBS

reveals an expected sample complexity of O
(∑

i∈[K]
log 1/δ+log log 1/∆i,(k)

∆2
i,(k)

)
, which is shown

to be nearly optimal by providing a lower bound of Ω

(∑
i∈[K]

log 1/δ
∆2
i,(k)

+ log log 1/∆i,(k)

)
for

any algorithm able to identify the top-k arms with probability at least 1−δ under the above
assumptions on Q. Here, the gaps ∆i,(k) are defined for an arm ai by the calibrated pairwise
preference probability of ai and the (k+ 1)st best arm if ai belongs to the top-k arms, and
otherwise by the calibrated pairwise preference probability of ai and the kth best arm.

SEEKS is proceeding in rounds, just like SEEBS, but uses two versions of T-k-S to
successively build a pool of candidate arms for the top-k set: The first variant is used to
extract at the beginning of each round a smaller subset of all currently selectable arms with
the size equal to the number of remaining arms for the final top-k set, while the second
variant is used to determine the nearly worst arm of the latter subset8. The nearly worst arm
is then used in a similar manner as the round-wise “champion” of the SEEBS algorithm to
partition the initially extracted subset of arms into three subsets (surely preferred, surely
not preferred and undecided arms) and include all surely preferred arms into the pool
of candidates, and eliminate all surely not preferred and the surely preferred arms from
the list of selectable arms for the next round. The procedure stops as soon as either the
pool of candidates consists of at least k arms, or the cardinality of the candidate pool
and still selectable arms is at most k. In the first termination event, a randomly chosen

8. Here, nearly worst is once again to be understood in terms of the rank in the underlying total order of
the arms.
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k-sized subset of the candidate pool is the final top-k set, while in the second termination
event the candidate pool augmented by a random subset of the selectable arms in order to
form a k-sized subset is used for the final top-k set. Once again, adapting the round-wise
confidence levels in an appropriate way over the rounds leads to a sample complexity of

O
(∑

i∈[K]
logK/δ+log log 1/∆i,(k)

∆2
i,(k)

)
for SEEKS.

3.1.21 Iterative-Insertion-Ranking

Assuming that a total order over the arms exists and shall be found, Ren et al. (2019)
leverage the idea of the BinarySearch algorithm (Feige et al., 1994) in order to deal with
the case of an unknown lower bound for the calibrated pairwise preference probabilities
|∆i,j |. To this end, they introduce the Iterative-Insertion-Ranking (IIR) algorithm,
which essentially is a binary insertion sort to rank the arms, where the underlying tree
structure is a preference interval tree (PIT) as also used in BinarySearch.

A PIT is a binary tree where each node n maintains a triple of elements n[1], n[2], n[3],
each of which is an element of A∪ {−∞,∅,+∞}, where −∞,∅,+∞ are to be understood
as symbols representing artificial arms. For each inner node n, it holds that n[2] 6= ∅, while
for all leaf nodes l, the second element l[2] is always set to ∅. Further, each inner node n has
a pointer to its children n.left and n.right, respectively, and it holds that n[1] = n.left[1],
n[3] = n.right[3] as well as n[2] = n.left[3] = n.right[1]. The root node n0 of the PIT
is such that n0[1] = −∞ and n0[3] = +∞. Given these conditions, the idea is that the
sequence of leaf nodes from left to right represent the underlying total order of the arms:
If l1, . . . , lK+1 are the leaf nodes from left to right, then the total order of the arms is given
by l2[1] ≺ l3[1] ≺ . . . ≺ lK+1[1] or equivalently l1[3] ≺ l2[3] ≺ . . . ≺ lK [3].

The IIR algorithm successively builds a PIT by inserting each arm one after the other,
once being confident enough about its right position, by creating leaf nodes and updating
the inner nodes accordingly. To this end, the algorithm is repeatedly trying to insert an arm
ai into the PIT by moving through the PIT starting from the root and successively dueling
ai with the (non-artificial) arms of the current node in order to determine the direction of
the next move, or to insert the arm into the PIT — both based on certain confidence levels.
Once a leaf node is created for the current arm, the insertion mechanism is started for a
not yet included arm until all arms are included in the PIT. The used confidence levels are
based on a guess on minj 6=i ∆i,j , and it is shown that the insertion of an arm is at the right
position of the PIT with high probability once the guess is appropriate, while the guess is
updated in case the arm cannot be inserted with certainty into the PIT. In the latter case,
the insertion mechanism is started from scratch with the same arm.

A sample complexity of O
(∑

i∈[K]

(log log(minj 6=i ∆−1
i,j )+log(K/δ))

minj 6=i ∆2
i,j

)
is derived for IIR in

order to guarantee that the true underlying ranking is represented by the final PIT with
probability at least 1 − δ. This sample complexity is nearly optimal if strong stochastic
transitivity holds, as the authors derive a lower bound on the sample complexity of any
learner to return the true underlying ranking maintaining the confidence level δ of

Ω

(∑
i∈[K]

(log log(∆̃−1
i ) + log(1/δ))

minj 6=i ∆̃2
i

+ inf

{∑
i∈[K]

∆̃−2
i log(1/pi)

∣∣ ∑
i∈[K]

pi ≤ 1

})
,
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where ∆̃i denotes the smaller of the two calibrated pairwise preference probabilities of an
arm ai to its (two) adjoining arms according to the underlying true ranking. In particular,
∆̃i and minj 6=i ∆i,j are in general not the same, but coincide if Q satisfies strong stochastic
transitivity.

3.2 Regularity Through Latent Utility Functions

The representation of preferences in terms of utility functions has a long history in decision
theory (Fishburn, 1970). The idea is that the absolute preference for each arm can be
reflected by a real-valued utility degree.

This idea applied to the dueling bandits setting is also known as utility-based dueling
bandits, where one assumes the existence of a latent utility function u : A → R with
u(ai) representing the utility of an arm ai ∈ A. Further, the probability of the outcome
of a pairwise comparison between two arms ai, aj is determined by the difference of their
utilities. However, as the difference is not necessarily a value inside the unit interval, one
makes use of a link function σ : R → [0, 1] in order to map these differences of utilities to
actual probabilities. Formally,

P(ai � aj) = σ
(
u(ai)− u(aj)

)
, (5)

so that ∆i,j = σ
(
u(ai)− u(aj)

)
− 1/2 in this setting. The minimal assumptions on the link

function are as follows:

1. strict monotonicity on σ−1(0, 1), so that an arm with a higher utility than another
arm will also have a higher probability to be chosen than the latter;

2. σ(0) = 1/2, which implies that two arms having the same utility have also the same
chance to beat the other one, respectively.

In principle, any cumulative distribution function of a symmetric continuous random vari-
able is in line with these conditions. The two most common link functions, which are both
satisfying the conditions, are the logistic link function σ(x) = 1/(1 + exp(−x)) and the
linear link function σ(x) = max{0,min{1, 1/2 · (1 + x)}}.

Under the above assumptions on the link function and the additional assumption that
the utility function is injective, the low noise model assumption holds for Q. Indeed, injec-
tivity of u implies for distinct arms ai, aj ∈ A that

∆i,j = σ
(
u(ai)− u(aj)

)
− 1/2 6= 0 .

Without loss of generality, let u(ai) > u(aj). Then, by the strict monotonicity of σ, we
obtain

∆i,k = σ
(
u(ai)− u(ak)

)
− 1/2 > ∆j,k = σ

(
u(aj)− u(ak)

)
− 1/2

for all k ∈ [K]\{i, j}. Thus, summing over all k shows that the low noise model assumption
is fulfilled. Note that in case u is not injective, the implication does not hold in general
and also a total order over the arms does not exist. However, one can still infer that SST
is satisfied for the corresponding preference relation Q.

Another appealing property of the approach based on utility functions is the possibility
to model the dueling bandits problem for the case of infinitely many arms. Let S be
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some space of arms, which is not necessarily finite9. Then, one assumes the existence of
u : S → R with u(a) representing the utility of an arm a ∈ S. With this, the pairwise
comparison probabilities are modeled as in (5) by means of some suitable link function σ.
Assume u to be injective and σ to satisfy the requirements above. Then, similar to the case
of finitely many arms, one can infer that the low noise model assumption for the infinite
arm scenario holds, while in case of a non-injective u, SST still holds 10.

In summary, the assumption of a latent utility function for the arms is a stronger assump-
tion than the regularity properties in Section 3.1, provided the utility function is injective.
However, due to the increased structural complexity of a space of infinitely many arms,
the utility assumption seems to be necessary, as it provides a surrogate for the quantitative
rewards making the learning possible based on merely qualitative feedback.

The regret definition in the utility-based dueling bandits scenario is similar to the one
in (2) and given by

RT =

T∑
t=1

∆a∗,at + ∆a∗,a′t
=

T∑
t=1

σ(u(a∗)− u(at)) + σ(u(a∗)− u(a′t))− 1 , (6)

where (at, a
′
t) is the pair of arms chosen in time step t. Here, however, two variants are

considered for the reference arm a∗ :

(i) a∗ is the best one known only in hindsight, which is inspired by the classical regret
definition in the realm of online learning with full information.

(ii) a∗ is an arm with highest utility, i.e., a∗ ∈

{
argmaxa∈A u(a), finite arm case,

argmaxa∈S u(a), infinite arm case.

The problem of finding the best arm in hindsight can be viewed as a noisy online optimiza-
tion task (Finck et al., 2011), where the underlying search space is S, and the function
values cannot be observed directly; instead, only noisy pairwise comparisons of function
values (utilities) are available. In this framework, it is hard to have a reasonable estimate
for the gradient, so that classical online optimization algorithms are not directly applicable.

In the following, we investigate existing methods for PB-MAB problems that are posing
a latent utility structure on the available arms. For reasons of clarity, we list all these
approaches in Table 4 in the spirit of the previous section.

3.2.1 Dueling Bandits Gradient Descent

The dueling bandits setting has originally been introduced by Yue and Joachims (2009).
The authors consider the case of a possibly infinite number of arms, which are all elements of

9. This space corresponds to our set of arms A. However, as we assume A to be finite, we use another
notation here.

10. Here, a suitable substitute for the sum occurring in the low noise model assumption is necessary. One
possible approach is available in the case, where (S, S, µ) is a measure space. Then, an extension of the
low noise assumption can be defined as follows: For all a, ã ∈ S with a 6= ã, it holds that ∆a,ã 6= 0, and
if ∆a,ã > 0, then ∫

S
∆a,a′dµ(a′) >

∫
S

∆ã,a′ dµ(a′).
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Algorithm Algorithm
class(es)

Assumptions Target(s) and
goal(s) of learner

Theoretical
guarantee(s)

Dueling Bandit
Gradient De-
scent (Section
3.2.1)

Online op-
timization
based

Strictly concave,
Lipschitz-continuous
utility function and
rotation-symmetric,
second order Lipschitz-
continuous link function

Expected regret
minimization
with best arm in
hindsight

O
(
T 3/4

√
d
)

Noisy
Comparison-
based Stochas-
tic Mirror
Descent (Sec-
tion 3.2.2)

Online op-
timization
based

Smoothness and concav-
ity assumptions for the
utility functions; differ-
entiability assumption &
shape-constraints on link
function

Expected regret
minimization
with best arm in
hindsight

O
(
d
√
T log T

)

Doubler
(Section 3.2.3)

Reduction-
based

Linear link function Expected regret
minimization for
best arm

Finite arms:
O
(

K log2 T
minj 6=i∗ ∆i∗,j

)
Infinite arms:
O
(

d2 log4 T
mina 6=a∗ ∆a∗,a

)
resp. O

(√
d T log3(T )

)
MultiSBM
(Section 3.2.3)

Reduction-
based

Linear link function Expected regret
minimization for
best arm

Finite arms:
O
(∑

i 6=i∗
log T+K log(K)

∆i∗,j

)
Winner stays
(Section 3.2.4)

Tournament Linear link function Expected weak and
strong regret min-
imization for best
arm

Weak regret:

O
(

K logK

mini,j ∆5
i,j

)
Strong regret:
O (K logK +K log T )

Dueling Ban-
dits Temporary
Elimination
Algorithm
(Section 3.2.5)

Generic
tourna-
ment

Linear link function Expected regret
minimization for
best arm

O
(∑

i 6=i∗
log T
∆i∗,j

)
+O (K)

Round-
Efficient Duel-
ing Bandits
(Section 3.2.6)

Tournament Linear link function 1. Sample and
round complexity
minimization for
best arm

2. (ε, δ)-PAC
variant of 1.

1. Round complexity:

O
(

log
(

K
δ minj 6=i∗ ∆i∗,j

)
minj 6=i∗ ∆2

i∗,j

)
Sample complexity:

O
(∑

j 6=i∗
log
(

K
δ∆i∗,j

)
∆2
i∗,j

)
2. Round complexity:

O
(

log
(
K
δ ε

)
ε2

)
Sample complexity: See
(7)

Multisort
(Section 3.2.7)

Noisy-
sorting

Logistic link function
and well-separated
utilities

Sample complexity
minimization for
total ranking

O
(
K log6 K

)

Table 4: Utility-based approaches for the dueling bandits problem. In the case of infinitely
many arms, the dimension of the space of arms is denoted by d, while i∗ is the
index representing the best arm in case of finite arms and a∗ for infinite arms.
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a compact, convex subset of Rd containing the origin. Further, they assume the existence of
a strictly concave, Lipschitz-continuous utility function u of the arms, as well as a rotation-
symmetric, second-order Lipschitz-continuous link function σ. The goal of the learner is to
minimize the (expected) regret defined as in (6), where the reference arm is the best arm
in hindsight.

As mentioned above, this problem can be seen as an online noisy optimization task,
where, however, a reasonable estimate for the gradient is lacking. Therefore, the authors
opt for applying an online convex optimization method (Flaxman et al., 2005), which does
not require the gradient to be calculated explicitly, and instead optimizes the parameter by
estimating an unbiased gradient approximation. The suggested algorithm, called Dueling
Bandit Gradient Descent (DBGD), is an iterative search method traversing the space S
over the time horizon {1, 2, . . . , T}. For a time step t, let at ∈ S be the current point. To
determine the dueling arm for at, a random direction ut is drawn uniformly from the unit
ball and a′t is set to be ΠS(at + δut), where ΠS(·) denotes the projection into S, and δ is
some step parameter steering the degree of exploration. This point a′t is compared with
the current point at, with two possible consequences for the update of the algorithm: if at
wins the comparison, the subsequent point at+1 is set to be at, while in the case of a defeat,
the subsequent point is ΠS(at + γut) with γ > 0. Here, γ is an exploitation parameter of
the method, as it determines the step size with which an update is taken into the winner
direction.

Assuming that the space of arms S is a d-dimensional ball of radius R, the expected
regret of the proposed method is shown to be bounded by E[RT ] ≤ 2T 3/4

√
10RdL for an

appropriate choice of δ and γ, where L is the product of the Lipschitz constants of the link
function σ and the latent utility function u.

3.2.2 Noisy Comparison-based Stochastic Mirror Descent

Kumagai (2017) studies the utility-based dueling bandits problem imposing convexity and
smoothness assumptions for the utility function, which are stronger than those by Yue and
Joachims (2009), and which guarantee the existence of a unique minimizer of the utility
function. Other assumptions concern the link function, which are weaker than those by
Ailon et al. (2014b) (cf. Section 3.2.3) and satisfied by common functions, including the
logistic function used in the experiments by Yue and Joachims (2009), the linear function
used by Ailon et al. (2014b), and the Gaussian distribution function.

Motivated by the fact that Yue and Joachims (2009) use a stochastic gradient descent al-
gorithm for the utility-based dueling bandits problem, the authors propose to use a stochas-
tic mirror descent algorithm, which is known to ensure near optimality in convex optimiza-
tion problems. To this end, the expected regret minimization problem of a utility-based
dueling bandits problem is reduced to a locally-convex optimization problem, for which the
proposed algorithm, called Noisy Comparison-based Stochastic Mirror Descent (NC-SMD)
can be analyzed in the spirit of bandit convex optimization problems (Hazan, 2016; Kuma-
gai, 2018). With this, it is shown that NC-SMD achieves a regret bound of O

(
d
√
T log T

)
in expectation if the set of arms S is a compact convex subset of Rd with non-empty interior
and the learning rate of NC-SMD is suitably tuned (i.e., depending on the time horizon
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T ). The latter regret bound is optimal except for a logarithmic factor, as they derive a
lower bound of order Ω(d

√
T ) by relating their problem to a convex optimization problem.

3.2.3 Reduction to Value-based MAB

Ailon et al. (2014b) propose various methodologies to reduce the utility-based PB-MAB
problem to the standard value-based MAB problem for the case of finitely many arms
(denoted by A) as well as for infinitely many arms (denoted by S). In their setup, the
utility of an arm is assumed to be in [0, 1]. Formally, u : S → [0, 1], and the link function
is the linear link function σ(x) = max{0,min{1, 1/2 · (1 + x)}}. Therefore, the probability
of an arm a ∈ S beating another arm a′ ∈ S is

P(a � a′) =
1 + u(a)− u(a′)

2
,

which is again in [0, 1]. The regret considered is the one defined in (6), where the reference
arm a∗ is the globally best arm with maximal utility.

Ailon et al. (2014b) propose two reduction techniques, Doubler and MultiSBM, for
a finite and an infinite set of arms. In both techniques, value-based MAB algorithms such
as UCB (Auer et al., 2002a) are used as a black box for driving the search in the space of
arms. For a finite number of arms, value-based bandit instances are assigned to each arm,
and these bandit algorithms are run in parallel. More specifically, assume that an arm i(t)
is selected in iteration t (to be explained in more detail shortly). Then, the bandit instance
that belongs to arm i(t) suggests another arm j(t). These two arms are then compared in
iteration t, and the reward, which is 0 or 1, is assigned to the bandit algorithm that belongs
to i(t). In iteration t+ 1, the arm j(t) suggested by the bandit algorithm is compared, that
is, i(t + 1) = j(t). What is nice about this reduction technique is that, under some mild
conditions on the performance of the bandit algorithm, the preference-based expected regret
defined in (2) is asymptotically identical to the one achieved by the value-based algorithm
for the standard value-based MAB task.

For infinitely many arms, the reduction technique can be viewed as a two player game.
A run is divided into epochs: the `th epoch starts in round t = 2` and ends in round
t = 2`+1 − 1, and in each epoch the players start a new game. During the `th epoch, the
second player acts adaptively according to a strategy provided by the value-based bandit
instance, which is able to handle infinitely many arms, such as the ConfidenceBall algorithm
by Dani et al. (2008). The first player obeys some stochastic strategy, which is based on
the strategy of the second player from the previous epoch. That is, the first player always
draws a random arm from the multi-set of arms that contains the arms selected by the
second player in the previous epoch. This reduction technique incurs an extra log T factor
to the expected regret of the value-based bandit instance.

3.2.4 Winner Stays

The WS-W resp. WS-S algorithm (Chen and Frazier, 2017), which was already discussed in
Section 3.1.8, has also been analyzed by the authors for the case of a utility-based dueling
bandits scenario with a linear link function and finitely many arms. In particular, the weak
regret resp. strong regret version of (6) are considered (cf. discussion following (2)) and a
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bound of order O
(

K logK
mini,j ∆5

i,j

)
is derived for WS-W for minimizing weak cumulative regret,

while for minimizing strong cumulative regret a bound of order O (K logK +K log T ) in
expectation is inferred for WS-S.

3.2.5 Dueling Bandits Temporary Elimination Algorithm

Zimmert and Seldin (2018) introduce the general identifiability assumption (cf. Section 3.1)
and show that any link function as used by Yue and Joachims (2009) fulfills this assumption.
Like Ailon et al. (2014b), they study the dueling bandits problem for a linear link function
with the goal of expected regret minimization. For this purpose, they consider the sub-
optimality gaps ∆̃a

..= mina′ 6=a∗ ∆a∗,a′ −∆a,a′ , where a∗ is an identifiable arm emerging in
the general identifiability assumption, which allows them to rewrite the expected regret in
(6) as

E[RTA] =
T∑
t=1

E[δ(a∗, at) + δ(a∗, a
′
t)] =

T∑
a6=a∗

E[NT (a)] ∆̃a ,

where NT (a) is the total number of plays of an arm a.

Based on this relationship between the regret and the sub-optimality gaps, they sug-
gest the Dueling Bandits Temporary Elimination Algorithm (DBTEA), which is a
phase-based anytime algorithm maintaining a set of active arms consisting of arms having
a non-positive lower confidence bound on the sub-optimality gap. For these arms, one is
not yet certain enough that the sub-optimality gap is indeed positive (it is only zero for
optimal arms). Each phase consists of dueling arms from two random orders of the active
set, such that each arm in the active set duels twice in a phase.

Exploiting the relationship of the regret per time and the sum of the sub-optimality gaps
is at the heart of their approach, so that a different proof technique is required to obtain
confidence bounds for the latter sum. For this purpose, they provide a novel anytime
concentration inequality for the sum of sub-Gaussian random variables.

The authors’ theoretical analysis of the DBTEA leads to an upper bound on its expected
regret of O(K)+O(

∑
i 6=i∗

log(T )

∆̃i
). In numerical experiments, they illustrate that the additive

term appearing in some of the theoretical upper bounds of state of the art algorithms (cf.
Table 1) might dominate the regret for problem instances with a large number of arms and
moderate time horizons, so that the DBTEA is superior to some state of the art algorithms
in these cases.

The setting in Zimmert and Seldin (2018) is in fact more general, as they introduce the
factorized bandit problem, in which each action consists of a Cartesian product of elementary
actions. This is a generalization of the so-called rank-1 bandit problem (Katariya et al.,
2017), and allows to model the dueling bandits setting by considering A×A as the action
space, i.e., the action is to “generate” a duel between two arms.

3.2.6 Round-Efficient Dueling Bandits

Inspired by real world scenarios such as sport tournaments, where participants simultane-
ously compete against each other at a time, Lin and Lu (2018) consider the dueling bandits
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scenario where the learner maintains in each iteration a set of active arms, builds a set of
disjoint pairs of these arms and obtains all (noisy) pairwise preferences of these pairs. As
a matter of fact, this problem scenario can be seen as a special case of the multi-dueling
bandit problem, which will be discussed in Section 6, since the learner obtains preference
feedback in the form of a sequence of pairwise preferences, or in other words a partial pref-
erence feedback (cf. Section 6.2.4). However, as the authors assume a latent utility for each
arm and a linear link function underlying the probability in (5), their problem scenario fits
quite well into the scope of this section.

The goal is to find the best arm while keeping the total number of rounds as well as
the total number of pairwise comparisons as small as possible. Here, the number of rounds
is simply the number of iterations, i.e., how many times the learner carries out its action
in the form of a pairwise comparison of the pairs of active arms. Due to the underlying
latent utilities, the best arm is the one with the highest utility. The authors derive unbiased
estimates and corresponding confidence intervals for the latent utilities of the active arms,
and based on these design an algorithm which successively eliminates arms in the active set
as soon as their estimated utility is below the lower confidence utility of the empirically best
arm. At the beginning, apparently all arms are active and the algorithm simply partitions
all available arms randomly into disjoint pairs. If the size of active arms is an odd number,
i.e., there is one arm without a dueling partner, this arm is not compared with another arm
until one of the arms is eliminated, whereupon the former builds a pair with the arm that
competed with the eliminated one.

It is shown that this algorithm returns the arm with the highest utility with probability
at least 1− δ and has a round complexity of order

O

(
1

minj 6=i∗ ∆2
i∗,j

log
( K

δ minj 6=i∗ ∆i∗,j

))

and a (pairwise) sample complexity of order O
(∑

j 6=i∗
1

∆2
i∗,j

log
(

K
δ∆i∗,j

))
. Further, it is

shown that the algorithm is via a slight modification of its stopping criterion also an (ε, δ)-
PAC learner with round complexity O

(
1
ε2

log
(
K
δ ε

))
and sample complexity

O

 ∑
j /∈CWε

log
(

K
δ∆i∗,j

)
∆2
i∗,j

+
|CWε|
ε2

log
K

εδ

 , (7)

where CWε = {i ∈ [K] |ui ≥ ui∗ − ε} is the set of ε-best arms, which is slightly different
from the definition in Section 2.2.5.

3.2.7 Multisort

Maystre and Grossglauser (2017) address the ranking problem when comparison outcomes
are generated from the Bradley-Terry (BT) (Bradley and Terry, 1952) probabilistic model
with parameters u = (u1, . . . , uK)> ∈ RK+ , which represent the utilities of the arms. Using
the BT model, the probability that an arm ai is preferred to aj is given by

P(ai � aj) =
1

1 + exp(−(ui − uj))
. (8)
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Thus, they end up with a utility-based dueling bandits problem with the logistic link func-
tion. The authors propose the Multisort algorithm for this setting, which essentially
calls the QuickSort algorithm (Hoare, 1962) multiple times, stores the obtained (noisy)
rankings and aggregates them to a final ranking by using Copeland’s method (Copeland,
1951), in which the arms are increasingly sorted by their Copeland scores given by the
total number of pairwise wins (cf. Section 4). In order to analyze the theoretical prop-
erties of Multisort, the authors assume that the utilities are well-separated, so that in
particular a total order over the arms induced by the utilities exists. More specifically, it
is assumed that the utility parameter u is generated by a Poisson point process. Then, it
is shown that one call of QuickSort results in a ranking that is appropriately close to
the underlying ranking of the arms with respect to Spearman’s footrule distance given by
F (σ, τ) =

∑n
i=1 |σ(i)−τ(i)|, where σ(i) and τ(i) are the ranks of i according to the rankings

σ and τ , respectively. With this, they can infer that using O(log5K) calls of QuickSort
within the Multisort algorithm results in a ranking that is close to the total order over
the arms with respect to Spearman’s footrule distance with high probability. As each call
of QuickSort involves O(K logK) many pairwise comparisons, the total number of com-
parisons made by Multisort is of the order O

(
K log6K

)
, while the distance of the final

ranking to the underlying ranking of the arms is o(K) in terms of F.
For practical purposes, the authors suggest to run QuickSort repeatedly for a budget

of c pairwise comparisons, until the budget is exhausted, resulting in a set of c comparison
pairs and their outcomes, while ignoring the produced rankings themselves. Eventually, the
final ranking is built by sorting the ML estimates of the BT model parameters based on
the set of all c pairwise comparison outcomes.

3.3 Regularity Through Statistical Models

Since one of the most general tasks in the realm of preference-based bandits is to elicit
a ranking of the complete set of arms based on noisy (probabilistic) feedback, it is quite
natural to establish a connection to statistical models of rank data (Marden, 1995).

The idea of relating preference-based bandits to rank data models has been put forward
by Busa-Fekete et al. (2014a), who assume the underlying data-generating process to be
given in the form of a probability distribution P : SK → [0, 1]. Here, SK is the set of all
permutations of [K] (the symmetric group of order K) or, via a natural bijection, the set
of all rankings (total orders) of the K arms.

The probabilities for pairwise comparisons are then obtained as marginals of P. More
specifically, with P(π) the probability of observing the ranking π, the probability qi,j that
ai is preferred to aj is obtained by summing over all rankings π in which ai precedes aj :

qi,j ..= P(ai � aj) =
∑

π∈L(rj>ri)

P(π) , (9)

where L(rj > ri) ..= {π ∈ SK |π(j) > π(i)} denotes the subset of permutations for which the
rank of aj is higher than the rank of ai (smaller ranks indicate higher preference). In this
setting, the learning problem essentially comes down to making inference about P based on
samples in the form of pairwise comparisons.

So far, only two ranking models have been considered in the realm of PB-MAB problems,
namely the Mallows model (Mallows, 1957) and the Plackett-Luce model (Plackett, 1975;
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Luce, 1959). PB-MAB methods based on both models will be reviewed in the following
subsections. Note that both models impose assumptions on the preference relation Q that
are stronger than those for the utility-based dueling bandits (and thus also stronger than
those in Section 3.1), as the pairwise probabilities in (9) of both models can be expressed in
the form as stipulated by (5) for a suitable link function σ and utility function u : A → R.

Under the assumption of a statistical model, the two targets of finding an optimal arm
resp. ranking (cf. Section 2.2) can be formulated as follows.

– Optimal arm: The optimal arm i∗ is the one having highest probability of being
top-ranked:

i∗ ..= argmax
1≤i≤K

Eπ∼P I{ri = 1} = argmax
1≤i≤K

∑
π∈L(ri=1)

P(π),

where L(ri = 1) ..= {π ∈ SK |π(i) = 1} denotes the subset of permutations for which
the rank of ai is 1.

– Ranking : The target ranking π∗ is the mode of the distribution:

π∗ ..= argmax
π∈SK

P(π).

3.3.1 Mallows

Busa-Fekete et al. (2014a) assume the underlying probability distribution P to be a Mallows
model (Mallows, 1957), one of the most well-known and widely used statistical models of
rank data (Marden, 1995). The Mallows model or, more specifically, Mallows φ-distribution
is a parameterized, distance-based probability distribution that belongs to the family of
exponential distributions:

P(π |φ, π∗) =
1

Z(φ)
φd(π,π∗) , (10)

where φ and π∗ are the parameters of the model: π∗ = (π∗1, . . . , π
∗
K) ∈ SK is the location

parameter (center ranking) specifying the position πi = π∗(i) of each arm ai in the ranking,
and φ ∈ (0, 1] is the spread parameter. Moreover, d is the Kendall distance on rankings,
that is, the number of discordant pairs:

d(π, π∗) ..=
∑

1≤i<j≤K
I{ (πi − πj)(π∗i − π∗j ) < 0 } ,

where I{·} denotes the indicator function. The normalization factor in (10) can be written
as

Z(φ) =
∑
π∈SK

P(π |φ, π∗) =
K−1∏
i=1

i∑
j=0

φj

and thus only depends on the spread (Fligner and Verducci, 1986). Note that, since
d(π, π∗) = 0 is equivalent to π = π∗, the center ranking π∗ is the mode of P(· |φ, π∗),
that is, the most probable ranking according to the Mallows model.
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In the case of Mallows, it is easy to see that πi < πj implies qi,j > 1/2 for any pair of items
ai and aj . That is, the center ranking defines a total order on the set of arms. Moreover,
as shown by Mallows (1957), the pairwise probabilities can be calculated analytically as
functions of the model parameters φ and π∗ as follows: Assume the Mallows model with
parameters φ and π∗. Then, for any pair of items i and j such that πi < πj , the pairwise
probability is given by qi,j = g(πi, πj , φ), where

g(i, j, φ) = h(j − i+ 1, φ)− h(j − i, φ)

with h(k, φ) = k/(1 − φk). As shown by this result, the Mallows model even induces a
structural property over the arms like for the utility-based dueling bandits, so that the
Mallows model is an even stricter assumption than the total order assumption11. Further,
one can show that the “margin” around 1/2, i.e., mini 6=j |1/2− qi,j |, is relatively wide; more

specifically, there is no pair (i, j) such that qi,j ∈ ( φ
1+φ ,

1
1+φ). Moreover, the result also

implies that qi,j − qi,k = O(`φ`) for arms ai, aj , ak satisfying πi = πj − ` = πk − `− 1 with
1 < `, and qi,k − qi,j = O(`φ`) for arms ai, aj , ak satisfying πi = πj + ` = πk + ` + 1 with
1 < `. Therefore, deciding whether an arm aj has higher or lower rank than ai (with respect
to π∗) is easier than selecting the preferred arm from two candidates aj and ak for which
j, k 6= i.

For the problem of finding the optimal arm with high probability and a minimal sample
complexity, Busa-Fekete et al. (2014a) propose the MallowsMPI algorithm, which is
inspired by the algorithm for finding the largest element in an array. Any two arms ai and
aj are compared until

1/2 /∈
[
q̂i,j − ci,j , q̂i,j + ci,j

]
(11)

holds. This simple strategy finds the most preferred arm with probability at least 1− δ for

a sample complexity that is of the form O
(
K
ρ2 log K

δρ

)
, where ρ = 1−φ

1+φ .

For the problem of finding the most probable ranking with high probability and a min-
imal sample complexity, a sampling strategy called MallowsMerge is proposed, which is
based on the merge sort algorithm for selecting the arms to be compared. However, as in the
case of finding the optimal arm, two arms ai and aj are not only compared once but until
condition (11) holds. The MallowsMerge algorithm finds the most probable ranking,
which coincides with the center ranking of the Mallows model, with a sample complexity of

O
(
K log2K

ρ2
log

K log2K

δρ

)
,

where ρ = 1−φ
1+φ . The leading factor of the sample complexity of MallowsMerge differs

from the one of MallowsMPI by a logarithmic factor, which is in line with the results in
Section 3.1 for the exact sample complexity of best arm and top-K ranking.

Finally, the authors consider the KLD problem, which calls for producing a good esti-
mate P̂ of the distribution P, that is, an estimate with small KL divergence:

KL
(
P, P̂

)
=
∑
π∈SK

P(π) log
P(π)

P̂(π)
< ε.

11. Interestingly, the stochastic triangle inequality is not satisfied for the Mallows φ-model (Mallows, 1957).
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The KLD problem turns out to be very hard for the case of Mallows, and even for small
K, the sample complexity required for a good approximation of the underlying Mallows
model is extremely high with respect to ε. In (Busa-Fekete et al., 2014a), the existence of
a polynomial algorithm for this problem (under the assumption of the Mallows model) was
left as an open question.

3.3.2 Plackett-Luce

Szörényi et al. (2015a) assume that the underlying probability distribution is a Plackett-
Luce (PL) model (Plackett, 1975; Luce, 1959). The PL model is parametrized by a vector
θ = (θ1, θ2, . . . , θK) ∈ RK+ , where each θi can be interpreted as the weight or “strength”
of the arm ai. The probability assigned by the PL model to a ranking represented by a
permutation π ∈ SK is given by

Pθ(π) =

K∏
i=1

θπ−1(i)

θπ−1(i) + θπ−1(i+1) + . . .+ θπ−1(K)
, (12)

where π−1(i) is the index of the item on position i. The product on the right-hand side
of (12) is the probability of producing the ranking π in a stagewise process: First, the
item on the first position is selected, then the item on the second position, and so forth.
In each step, the probability of an item to be chosen next is proportional to its weight.
Consequently, items with a higher weight tend to occupy higher positions. In particular,
the most probable ranking (i.e., the mode of the PL distribution) is simply obtained by
sorting the items in decreasing order of their weight:

τ = argmax
π∈SK

Pθ(π) = argsort
k∈[K]

{θ1, . . . , θK} .

It is worth noting that the pairwise probabilities (9) for the PL model coincide with (8) by
setting the parameters ui of the Bradley-Terry model to log(θi) for all i ∈ {1, . . . ,K}.

The authors consider two different targets of the learner, which are both meant to be
achieved within an (ε, δ)-PAC learning setting. In the first problem, the goal is to find an
ε-optimal arm, for which they devise the PLPAC algorithm with a sample complexity of
O
(
K
ε2

log K
δ

)
. The second goal is to find an ε-optimal ranking, for which they propose the

PLPAC-AMPR algorithm, whose sample complexity is of order O
(
K
ε2

log2 K
δ

)
.

Both algorithms are based on a budgeted version of the QuickSort algorithm (Hoare,
1962), which reduces its quadratic worst-case complexity to the order O(K logK), and in
which the pairwise stability property is provably preserved (the pairwise marginals obtained
from the distribution defined by the QuickSort algorithm coincide with the marginals of
the PL distribution).

4. Learning from Non-coherent Pairwise Comparisons

The methods presented in the previous section essentially proceed from a given target, for
example a ranking � of all arms, which is considered as a “ground truth”. The preference
feedback in the form of (stochastic) pairwise comparisons provide information about this
target and, consequently, should obey certain consistency or regularity properties. This is
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perhaps most explicitly expressed in Section 3.3, in which the qi,j are derived as marginals
of a probability distribution on the set of all rankings, which can be seen as modeling a
noisy observation of the ground truth given in the form of the center ranking.

Another way to look at the problem is to start from the pairwise preferences Q them-
selves, that is to say, to consider the pairwise probabilities qi,j as the ground truth. In
tournaments in sports, for example, the qi,j may express the probabilities of one team ai
beating another one aj . In this case, there is no underlying ground truth ranking from
which these probabilities are derived. Instead, it is just the other way around: A ranking
is derived from the pairwise comparisons. Moreover, there is no reason for why the qi,j
should be coherent in the sense that a natural total ordering of the arms or a Condorcet
winner exists. In particular, preferential cycles and violations of transitivity are commonly
observed in practice, so that alternative concepts for the definition of a target, such as an
optimal arm or a ranking, are needed. In the following sections, we provide an overview of
approaches that adopt this point of view, thereby providing the missing supplement to the
taxonomy of PB-MAB algorithms (cf. Figure 1)

4.1 Alternative Target Concepts

The challenge caused by non-coherence such as cycles or violations of transitivity is faced
by ranking procedures, which have been studied quite intensely in operations research and
decision theory (Moulin, 1988; Chevaleyre et al., 2007). A ranking procedure R turns Q
into a complete preorder relation �R of the arms under consideration. Thus, another way
to pose the preference-based MAB problem is to instantiate � with �R as the target for
prediction—the connection between Q and � is then established by the ranking procedure
R, which of course needs to be given as part of the problem specification.

Formally, a ranking procedure R is a map [0, 1]K×K → CK , where CK denotes the set
of complete preorders on the set of arms. We denote the complete preorder produced by
the ranking procedure R on the basis of Q by �RQ, or simply by �R if Q is clear from
the context. Below we present some of the most common instantiations of the ranking
procedure R.

– Copeland’s ranking (CO) is defined as follows (Moulin, 1988): ai �CO aj if and only
if di > dj , where di ..= #{k ∈ [K] | 1/2 < qi,k} is the Copeland score of ai. The
interpretation of this relation is very simple: An arm ai is preferred to aj whenever
ai “beats” more arms than aj does.

– The sum of expectations (SE) (or Borda) ranking is a “soft” version of CO: ai �SE aj
if and only if

qi =
1

K − 1

∑
k 6=i

qi,k >
1

K − 1

∑
k 6=j

qj,k = qj . (13)

– The idea of the random walk (RW) ranking is to handle the matrix Q as a transition
matrix of a Markov chain and order the arms based on its stationary distribution.
More precisely, RW first transforms Q into the stochastic matrix S = [si,j ]K×K , where

si,j = qi,j/
∑K

`=1 q`,i. Then, it determines the stationary distribution (v1, . . . , vK) for
this matrix (i.e., the normalized eigenvector corresponding to the largest eigenvalue
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1). Finally, the arms are sorted according to these probabilities: ai �RW aj iff vi > vj .
The RW ranking is directly motivated by the PageRank algorithm (Brin and Page,
1998), which has been well studied in social choice theory (Cohen et al., 1999; Brandt
and Fischer, 2007) and rank aggregation (Negahban et al., 2012), and which is widely
used in many application fields (Brin and Page, 1998; Kocsor et al., 2008).

Unlike the total order over arms, which may not exist for a specific preference relation Q,
all the just mentioned notions of a target ranking are defined for any preference relation Q.
However, in case the total ordering over the arms exists, neither the random walk ranking
nor the Borda ranking will necessarily coincide with the former, whereas the Copeland
ranking provably does. Indeed, consider the preference relation

Q =

 0.5 0.55 0.55
0.45 0.5 1
0.45 0 0.5

 . (14)

Then, there is a total ordering given by a1 � a2 � a3, but the Borda ranking as well
as the random walk ranking are a2 �SE a1 �SE a3, as q1 = 0.55, q2 = 0.725, and q3 =
0.275. Furthermore, the random walk ranking coincides with the Borda ranking, that is
a2 �RW a1 �RW a3, since the stationary distribution of the induced stochastic matrix of Q
is (v1, v2, v3) ≈ (0.4107, 0.4147, 0.1746).

Groves and Branke (2019) provide a sufficient condition for the coherence of the Borda
ranking and the total order over arms in the case Q fulfills strong stochastic transitivity.
In particular, if for any two distinct arms ai, aj ∈ A, there exists some arm ak such that
∆i,k 6= ∆j,k, then the Borda ranking is the same as the total order. Moreover, if the low
noise assumption holds, then the Borda ranking as well as the random walk ranking coincide
with the total ordering.

The alternative notions for a target ranking also allow one to define alternatives for
the Condorcet winner, which, just like the total order of the arms, may not exist for some
preference relations Q. In particular, the following definitions of optimal arms are considered
in the literature.

– Copeland winner : The Copeland set CP(Q) is defined as the set of arms in [K] with
highest Copeland score, i.e., CP(Q) = {i ∈ [K] | i ∈ argmaxj∈[K] dj}. In other words,
the Copeland set consists of arms having the top position in the preorder defined
by �CO . Each arm in the Copeland set has the property that it beats the maximal
number of other arms, and hence is called a Copeland winner. In contrast to the
Condorcet winner, a Copeland winner can be beaten by another arm. The cardinality
of such arms, i.e., the number of arms by which a Copeland winner is beaten, will be
denoted by LC .

– Borda winner/random walk winner : Similarly as for the Copeland winner, it is possi-
ble to define the Borda winner resp. the random walk winner as the arms having the
top position according to the preorder on the alternatives induced by �SE resp. �RW.
Just like in the case of the Copeland winner, these alternative notions of optimality
of an arm do not exclude the possibility of being beaten by another arm.
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– von Neumann winner : Inspired by the game-theoretical point of view on the dueling
bandits problem (cf. Section 2.4.1), one can define a zero-sum game matrix P = 2Q−1.
By setting the outcome of the game to +1 if ai wins and −1 if aj wins, so that the
entry of P at position (i, j) is the expected outcome of a duel between the arms ai
and aj . This matrix P is skew-symmetric and specifies a zero-sum game, so that von
Neumann’s minmax theorem (von Neumann, 1928; Owen, 1982) implies the existence
of a probability vector P ∈ ∆(K−1) which is a maxmin strategy for the game described
by P 12. This probability vector P is called the von Neumann winner. In contrast to
the alternative notions of optimality, it thus represents a random strategy instead of
a pure strategy (a single arm or a set of arms) as an optimality concept. The von
Neumann winner specifically satisfies

∑K
i=1 P(i) qi,j ≥

∑K
i=1 P(i) qj,i for any j ∈ [K],

so that it guarantees a higher probability of winning by choosing an arm according to
P than loosing against any arm aj .

The relationship between the alternative optimality concepts for arms and the Condorcet
winner resembles their ranking counterparts. If the Condorcet winner exists, the Copeland
set reduces to a singleton set with the Condorcet winner as its only element. The Borda resp.
random walk winner, on the other hand, may differ from the Condorcet winner (consider
the preference relation in (14)). However, if the low noise model assumption is satisfied, the
Borda and random walk winner are both unique and equal the Condorcet winner. Regarding
the von Neumann winner P, it is well known that it coincides with the Condorcet winner
a∗ if the latter exists, in the sense that P is the Dirac measure on the singleton set {a∗}.
In cases where a Condorcet winner does not exist, the von Neumann winner will generally
differ from the Copeland, Borda, and random walk winner (cf. Appendix B in Dud́ık et al.
(2015)).

4.2 Algorithms for Non-coherent Preference Relations

In this section, we survey existing methods for PB-MAB problems that do not proceed
from specific structural assumptions on Q. Instead, the targets of the learner could be
derived from a possibly non-coherent preference relation. In Tables 5—7, we summarize the
approaches according to their algorithm class, the targets and goals considered, as well as
their theoretical guarantees.

4.2.1 Copeland Confidence Bound

Zoghi et al. (2015a) introduce what is currently known in the literature as the Copeland
dueling bandit problem, namely the task of regret minimization with the cumulative regret
as in (2) and the instantaneous regret suffered by the learner when comparing ai(t) and aj(t)
at time t set to 2cp(aC) − cp(ai(t)) − cp(aj(t)), where aC ∈ CP(Q) is a Copeland winner

of the underlying preference relation Q and cp(ai) = di
K−1 is the normalized Copeland

score of an arm ai ∈ A. It is worth noting that in case Q has a Condorcet winner, all
theoretical guarantees in the form of regret bounds derived for algorithms on a Copeland
dueling bandit problem can be transferred to regret bounds on the cumulative regret in (2)
by a multiplicative constant. In particular, algorithms for Copeland dueling bandits can be

12. ∆(K−1) is the K − 1 probability simplex.
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Algorithm Algorithm class Target(s) and
goal(s) of learner

Theoretical guarantee(s)

1. Copeland confidence
bound

2. Scalable Copeland
bandits
(Section 4.2.1)

1. Generalization-
based (UCB),
tournament
2. Generalization-
based (Explore-
then-exploit),
Reduction-based

High probability and
expected regret mini-
mization for finding the
Copeland winner

1. O
(
K2+K(|CP(Q)|+LC) log T

mini6=j ∆2
i,j

)
2. O

(
K(log(K)+LC) log(T )

mini6=j ∆2
i,j

)

Copeland winners rel-
ative minimum empir-
ical divergence
(Section 4.2.2)

Generalization-
based (Explore-
then-exploit,
DMED)

Expected regret mini-
mization for finding the
Copeland winner

O
(
mink∈CP(Q) C

∗
k(Q) log(T

)
+ o(log(T ))

resp. O
(
KLC log T

mini6=j ∆2
i,j

)

Double Thompson
sampling
(Section 4.2.3)

Generalization
(Thompson
sampling and
upper/lower confi-
dence bounds)

Expected regret mini-
mization for finding the
Copeland winner

O
(
K2 log log T+K(|CP(Q)|+LC ) log T

mini6=j ∆2
i,j

)
+O(K3)

Sparse sparring
(Section 4.2.4)

Reduction-based,
generalization
(successive elimi-
nation)

High probability regret
minimization for the
von Neumann winner

See (15)

General tournament
solutions
(Section 4.2.5)

Generalization
(UCB)

High probability regret
minimization for find-
ing the Copeland set,
the top cycle, uncov-
ered set, and Banks set

O
(
K2 + log T

∆(TS)

)
, where ∆(TS) is a

target specific complexity term

Table 5: Approaches for regret minimization tasks in the dueling bandits problem with
non-coherent pairwise comparisons.

Algorithm Algorithm class Target(s) and
goal(s) of learner

Theoretical guarantee(s)

PAC rank elicitation
(Section 4.2.6)

Generalization-
based (rac-
ing/successive
elimination)

(ε, δ)-PAC learning of
Copeland and Borda
rankings with the NDP
and MRD measures for
near optimality

O
(
R(ε,Q) log

R(ε,Q)
δ

)
with a func-

tion R depending on ε and Q.

Borda-ranking
(Section 4.2.7)

Generalization
(explore-then-
exploit), reduction-
based

(ε, δ)-PAC learning for
finding
1. Borda winner
2. Borda ranking

1. O
(
K
ε2

log 1
δ

)
2. O

(
K
ε2

log K
δ

)
Round-Efficient Duel-
ing Bandits
(Section 4.2.8)

Tournament (ε, δ)-PAC sample and
round complexity min-
imization for Borda
winner

Round complexity: O
(

1
ε2

log K
εδ

)
Sample complexity: O

(
K
ε2

log K
εδ

)
Hamming-LUCB
(Section 4.2.9)

Generalization
(lower-upper confi-
dence bound)

(ε, δ)-PAC learning of
the top-k Borda arms
(and their complemen-
tary set) w.r.t. the
Hamming distance

See (16)

Table 6: Approaches for (ε, δ)-PAC settings of the dueling bandits problem with non-
coherent pairwise comparisons.
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Algorithm Algorithm class Target(s) and
goal(s) of learner

Theoretical guarantee(s)

Preference-based rac-
ing
(Section 4.2.10)

Generalization-
based (rac-
ing/successive
elimination)

Exact sample complex-
ity minimization for
top-k ranking w.r.t.
Copeland, Borda, and
Random walk ranking

O
(∑

1≤i<j≤K
log K

δ
(∆i,j)2

)

Voting bandits
(Section 4.2.11)

Generic zooming
algorithm

Exact sample complex-
ity minimization for
finding Copeland and
Borda winners

O
(∑

1≤i<j≤K
log K

δ∆i,j

∆2
i,j

)
Successive elimination
(Section 4.2.12)

Reduction-based Exact sample complex-
ity for Borda winner

See (17)

Pairwise Optimal
Computing Budget
Allocation & Pairwise
Knowledge Gradient
(Section 4.2.13)

Generalization
(Bayesian Ex-
pected Improve-
ment Sampling)

Asymptotic optimality
for top-k arms with
respect to the Borda
ranking

Consistency of the algorithm, but no
bound on the sample complexity

Active ranking
(Section 4.2.14)

Generalization
(racing/successive
elimination)

Exact sample complex-
ity minimization for
Borda coarse ranking

See (18)

Table 7: Approaches for exact sample complexity tasks of the dueling bandits problem with
non-coherent pairwise comparisons.

used for the regret minimization task considered in Section 3.1 as well, since the former is
a more general problem scenario than the latter.

For the Copeland dueling bandit problem, Zoghi et al. (2015a) suggest two algorithms:
First, the Copeland confidence bound (CCB) algorithm, which is suited for learning prob-
lems with a small number of arms and borrows some ideas underlying the RUCB algorithm
(cf. Section 3.1.3). Second, the scalable Copeland bandits (SCB) algorithm, which can deal
more efficiently with learning problems having a large number of available arms and makes
use of the idea underlying the KL-UCB algorithm for value-based MAB problems (Garivier
and Cappé, 2011; Cappé et al., 2013) in order to find a Copeland winner arm.

CCB is making use of the principle underlying UCB, i.e., the optimism in the face
of uncertainty principle, and additionally its pessimistic counterpart by considering upper
confidence and lower confidence estimates of the pairwise preference probabilities simulta-
neously. More specifically, in each time step the optimistic/pessimistic Copeland scores are
computed based on the upper/lower confidence estimates. These scores are then used to (i)
determine a set of optimistic Copeland winners from which, except for a probabilistic explo-
ration, the first arm of the pair is sampled (almost) uniformly at random13, (ii) eliminate all
likely non-Copeland winner arms, and (iii) create a set consisting of tough competitors for
each arm. The key idea underlying the choice of the second arm is then to use an arm which
has the highest potential to refute that the first chosen arm is a Copeland winner. More
specifically, among all arms having a lower confidence estimate for the pairwise preference
probability against the first arm at most 1/2, the one with the lower confidence estimate
closest to 1/2 is chosen (possibly breaking ties). Thus, if the lower confidence estimate for

13. The “almost” is due to a slight bias given to arms in the optimistic Copeland winners set, which have
shown to be good candidates over the time.
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the pairwise preference probability against the first arm exceeds 1/2, then the upper confi-
dence estimate for the pairwise preference probability of the first arm being preferred over
the second arm falls below 1/2, which in turn lowers the first arm’s optimistic Copeland
score. In order to introduce additional “exploration” in this regard, the second arm with
the above property is picked with probability 1/2, respectively, from the set of all tough
competitors of the first arm and among all arms. Assuming that there are no ties, i.e.,
qi,j 6= 1/2 for all pairs (ai, aj), i 6= j, the authors provide for CCB both high probability

and expected (Copeland) regret bounds of the form O
(
K2+K(|CP(Q)|+LC) log T

mini6=j ∆2
i,j

)
. In fact,

the shown regret bound is stricter, because the gap term mini 6=j ∆2
i,j can be replaced by a

slightly larger gap term.

SCB is an explore-then-exploit algorithm, which is made horizonless by using the dou-
bling or squaring trick (Cesa-Bianchi and Lugosi, 2006). During its exploration phase within
one of the doubling periods, the algorithm uses a subroutine, which is a variation of the
KL-UCB algorithm for a best arm identification problem of a value-based MAB setting
with zero–one rewards. In order to specify a reasonable reward mechanism for each arm,
the algorithm simulates, each time a value-based reward of the pulled arm ai is expected,
the following process: First, another arm aj ∈ A\{ai} is chosen uniformly at random, then
ai and aj are dueled with each other a specific period-dependent number of times, resulting
in a reward of 1 in case ai has won the majority of the duels and a reward of 0 other-
wise. It can be shown that the best arm(s) based on these induced reward distributions
correspond(s) to the Copeland winner(s). After the KL-UCB variant has identified the
best arm using this reward simulation process, SCB starts the exploitation phase of the
doubling period by dueling the prior arm against itself (cf. “full commitment” in Section
2.3.1). If the available time budget of the corresponding doubling period is not sufficient to
let the exploration phase come to an end, no exploitation phase is conducted in this period
and instead the exploration phase of the next period is started. Once again assuming that
the preference relation has no ties, SCB achieves an expected (Copeland) regret bound of

O
(
K(log(K)+LC) log(T )

mini 6=j ∆2
i,j

)
, which has a more favorable dependency on the number of arms K

than the regret bound of CCB and does not depend on the number of Copeland winners
CP(Q).

4.2.2 Copeland Winners Relative Minimum Empirical Divergence

Komiyama et al. (2016) consider the Copeland dueling bandit problem as in Zoghi et al.
(2015a), but modify the instantaneous regret by a multiplicative constant factor. For this
problem scenario, they propose the Copeland Winners Relative Minimum Empirical Di-
vergence (CW-RMED) algorithm, which, just like the relative minimum empirical di-
vergence algorithm (cf. Section 3.1.7), is inspired by the DMED algorithm (Honda and
Takemura, 2010) for the value-based MAB problem. Thus, the design idea underlying
the algorithm is guided by the lower bound for the respective bandit problem. To this
end, the authors derive an asymptotic regret lower bound for any no-regret algorithm un-
der the assumption that there are no ties in the preference relation Q, which is of the
form Ω

(
mink∈CP(Q)C

∗
k(Q) log(T )

)
, where C∗k(Q) is a complexity term coming from Q and

depending on the Kullback-Leibler divergence of Bernoulli random variables with success
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probability equal to the pairwise probabilities and 1/2 in the same spirit as in Section 3.1.7.
This complexity term C∗k(Q) has a natural interpretation coming from the proof of the lower
bound, namely C∗k(Q) log(T ) represents the smallest possible cumulative regret to ensure
that k ∈ CP(Q), i.e., arm ak is a Copeland winner.

As a consequence, CW-RMED revolves around the natural estimate of the complexity
term by using the current estimates of the entries of the preference relation. Formally,
C∗k(Q̂t) with Q̂t = [q̂ ti,j ]1≤i,j≤K and i∗t ∈ argmini∈[K]C

∗
i (Q̂t) are used, where the latter set

specifies the candidates for the likeliest Copeland winners. After making sure that every
pair of arms has been dueled a sufficient time-dependent number of times and all pair-
wise preference estimates are far enough away from 1/2, the CW-RMED checks whether
the current these estimates provide enough evidence in favor of some i∗t being indeed a
Copeland winner. If this is the case, the corresponding arm is dueled against itself (cf. “full
commitment” in Section 2.3.1) in the upcoming time steps until the confidence of the belief
is doubtful, in which case the pair of arms with the highest chance to regain confidence is
dueled.

Because the computation necessary to determine the latter pair is in fact cumbersome,
the authors propose the Efficient CW-RMED (ECW-RMED) algorithm, which gets rid
of the latter computational problem by slightly modifying the target complexity term C∗k
to a reasonable surrogate C̃∗k . As a consequence, the exploratory behavior of ECW-RMED
is different from CW-RMED and leads to a (Copeland) regret bound of the former of

O
(

mink∈CP(Q) C̃
∗
k(Q) log(T )

)
+o(log(T )), while the latter has provably an expected regret

bound of O
(
mink∈CP(Q)C

∗
k(Q) log(T )

)
+ o(log(T )). However, both complexity terms are

the same if there is more than one Copeland winner, i.e., |CP(Q)| ≥ 2.

Finally, the authors relate the resulting regret bound of ECW-RMED to CCB, showing
improvements regarding the multiplicative constants. More specifically, they show that,

for the sake of comparison, the latter bounds can be further bounded by O
(
K LC log T
mini 6=j ∆2

i,j

)
,

revealing that the dependency on CP(Q) as a multiplicative factor in the (Copeland) regret
can indeed be eliminated as it is the case for SCB.

4.2.3 Double Thompson Sampling

For the Copeland dueling bandit problem, Wu and Liu (2016) suggest the Double Thompson
Sampling (D-TS) algorithm as well as an enhanced version of it (D-TS+). Both algorithms
rely on the well-known Thompson sampling (Thompson, 1933; Agrawal and Goyal, 2013;
Kaufmann et al., 2012; Chapelle and Li, 2011) algorithm for value-based MAB problems
in the sense that Beta posterior distributions over the entries of the preference relation are
maintained as in the RCS algorithm (cf. Section 3.1.6) and are consequently used to suggest
arms for the duel at one iteration step. Additionally, both algorithms borrow some ideas
underlying the design of the CCB algorithm for choosing a maximum informative second
arm to possibly refute that the first chosen arm is a Copeland winner. To be more precise,
D-TS first samples a preference relation Q̃ ∈ [0, 1]K×K in each iteration14 according to the
current Beta posterior distributions and chooses for the first arm the one with the largest

14. Strictly speaking, the preference relation Q̃ depends on the iteration step t, as the Beta posterior distri-
butions do, but we suppress this dependency here in the notation for sake of convenience.
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Copeland score on Q̃ among all arms currently having the largest optimistic Copeland score
(based on upper confidence estimates), while possible ties are broken randomly. Then, for
choosing the second arm, D-TS uses once again the current Beta posterior distributions
to sample for any other arm the pairwise preference probability for being preferred over
the first arm, and chooses the arm with the largest sampled pairwise preference probability
among all arms having a lower confidence estimate for the pairwise preference probability
against the first arm of at most 1/2 (possibly breaking ties). Thus, the mechanism in
choosing the second arm is similar to CCB, but differs due to the usage of the sampled
pairwise preference probabilities instead of the upper confidence estimates.

The enhanced version D-TS+ differs from D-TS in the possible tie breaking for choosing
the first arm. More specifically, D-TS+ additionally estimates the cumulative Copeland
regret of an arm dueled against any other arm through the history of the sampled preference
relations Q̃ and, in the case of ties, chooses among all optimistic Copeland winners the one
with the lowest estimated regret.

It is shown that D-TS achieves an expected cumulative (Copeland) regret bound of

O
(

K2 log T
mini6=j ∆2

i,j
+K2

)
, provided there are no ties in the preference relation. Under an addi-

tional assumption on the pairwise probabilities of non-Copeland winner arms, the expected
cumulative (Copeland) regret bound of D-TS is refined to

O

(
K2 log log T +K(|CP(Q)|+ LC) log T

mini 6=j ∆2
i,j

+K3

)
.

The latter bounds are also shown to be valid for D-TS+.

4.2.4 Sparse Sparring

Balsubramani et al. (2016) adopt the game-theoretic view of dueling bandits, as described in
the definition of the von Neumann winner. The authors aim for algorithms the performance
of which approach the performance of the von Neumann winner. To this end, they consider
the cumulative regret up to time T as maxk∈K

∑T
t=1(Pk,i(t) + Pk,j(t))/2, where P is the

zero-sum game matrix of Q (see the beginning of the section). This notion of regret was
initially introduced by Dud́ık et al. (2015), which will be discussed in another context in
Section 5.2.

The construction idea of the proposed Sparse Sparring (SPAR2) algorithm is guided
by the observation that the von Neumann winner is usually sparse in the sense that only
s � K many of its entries are non-zero, which can be interpreted as having only a small
set of good arms, while most of the arms are far from being optimal.

SPAR2 makes use of the sparring idea suggested by Ailon et al. (2014b) (cf. Section 5.1).
In a nutshell, two algorithms for the value-based MAB problem are used to determine the
pair of arms for the duel. One of the algorithms suggests the first arm, the other the second
arm, and after having conducted the duel, the algorithm which suggested the winning arm
obtains a reward of 1, the other a reward of -1. The key idea of SPAR2 is to use this
sparring approach with two independent copies of the Exp3 algorithm (Auer et al., 2002b)
and simultaneously maintain confidence regions around the empirical estimate of P in order
to successively reduce the set of suggestible arms for the Exp3 algorithms until only the arms
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in the sparse support of the actual von Neumann winner arm remain. Roughly speaking,
the latter reduction is realized by constantly checking the conformity of the supports of
all von Neumann winners extractable from the confidence regions around the empirical
estimate of P and eliminating an arm as soon as it is the first time not within the support
of all these von Neumann winners. Because this approach is computationally inefficient, the
authors propose a more efficient workaround, for which results on the stability of the von
Neumann support are derived to introduce more conservative yet practicable conditions for
monitoring the conformity of the supports.

Under the assumption that the von Neumann winner is unique and has s many non-zero
probabilities, it is shown that SPAR2 enjoys a cumulative regret bound of

min
{
Õ(
√
sT log(s/δ) + C(P ) log(1/δ)2) , O(

√
KT log(K/δ))

}
(15)

with probability at least 1 − δ, where C(P ) is some constant depending only on the zero-
sum game matrix of Q. This improves upon the regret bound of Õ(

√
KT ), which holds

for the straightforward approach of simply using the two independent copies of the Exp3
algorithm.

4.2.5 General Tournament Solutions

Ramamohan et al. (2016) consider general tournament solutions from social choice theory
(Brandt et al., 2016) as sets of winning arms. To this end, they relate a preference relation
Q with a tournament graph by means of TQ = ([K], EQ) with [K] as the set of vertices
and EQ = {(i, j) : qi,j > 1/2} as the set of edges. Moreover, a sub-tournament T = (V,E)
of TQ with V ⊆ [K] and E ⊆ EQ is called maximal acyclic, if it is acyclic and no other
sub-tournament of T is acyclic. With this, alternative general tournament solutions besides
the Copeland set and the Condorcet winner can be defined as follows:

– the top cycle (or also known as the Smith-set) defined as the smallest set W ⊆ [K]
for which qi,j > 1/2 for all i ∈W and j /∈W holds,

– the uncovered set defined as the set of all arms that are not covered by any other arm,
where an arm ai is covered by an arm aj if qi,j > 1/2 and for any k ∈ [K]\{i, j} it
holds that qj,k > 1/2 implies qi,k > 1/2,

– and the Banks set defined as the set consisting of the maximal elements of all maximal
acyclic sub-tournaments of TQ.

It is worth noting that in case a Condorcet winner exists, all these alternative tournament
solutions sets coincide and are singleton sets consisting of the Condorcet winner.

The authors measure the regret per time relative to the tournament solution of interest,
i.e., a suitable notion of individual regret of an arm with respect to a tournament solution
is defined and used to define the common pairwise regret. In order to minimize this no-
tion of regret, a generic upper confidence bound (UCB) style dueling bandits algorithm is
developed, UCB-TS, which can be instantiated for a specific tournament solution.

The generic algorithm maintains upper confidence bounds on the pairwise preference
probabilities and updates these as well as all necessary statistics after observing the outcome
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of a duel. The composition of the duel is determined by a selection procedure especially
designed for a specific tournament solution. For each tournament solution, one suitable
instantiation of the selection procedure is proposed, respectively. All selection procedures
are conceptionally similar to RUCB (cf. Section 3.1.3) or CCB (cf. Section 4.2.1): The first
arm is chosen to be a candidate for the respective tournament solution based on the upper
confidence bounds, while the second arm is chosen as the one having the highest potential
to refute the validity that the first arm is indeed a (respective) tournament solution.

For each tournament solution, say TS, the specific instantiation of the generic algorithm
is theoretically analyzed by showing high probability bounds on the regret of the form

O
(
K2 + log T

∆(TS)

)
, where ∆(TS) is a complexity term representing the difficulty of a specific

tournament solution comparable to the complexity term
∑

j 6=i∗ ∆i∗,j occurring in the regret
bound of RUCB (cf. Section 3.1.3), which assumes the existence of a Condorcet winner
ai∗ . In the worst-case, these bounds are of the order O

(
K2 log T

)
, and it remains an open

question whether a lower bound of the same order can be shown.

4.2.6 PAC Rank Elicitation

Busa-Fekete et al. (2014b) were one of the first authors considering the goal of finding a
ranking that is close to the ranking produced by some ranking procedure R in an (ε, δ)-PAC
learning scenario. To formalize the notion of closeness of the (predicted) permutation τ with
a (target) order �, two distance measures are considered. First, the number of discordant
pairs (NDP), which is closely connected to Kendall’s rank correlation (Kendall, 1955), and
can be expressed as

dK(τ,�) =
K∑
i=1

∑
j 6=i

I{τj < τi}I{ai � aj} ,

where τi denotes the rank of arm ai in the permutation τ . The second is the maximum
rank difference (MRD) defined as the maximum difference between the rank of an arm ai
according to τ and �, respectively. More specifically, since � is a partial but not necessarily
total order, τ is compared to the set L� of its linear extensions15:

dM(τ,�) = min
τ ′∈L�

max
1≤i≤K

|τi − τ ′i | .

The authors point out the fact that, regarding the induced order relation �CO, ranking
procedures such as Copeland might be strongly influenced by a minimal change of a value
qi,j ≈ 1

2 . Consequently, the number of samples needed to assure (with high probability) a
certain approximation quality ε may become arbitrarily large. A similar problem arises for
�SE as a target order if some of the individual Borda scores qi are very close or equal to
each other.

As a practical (yet meaningful) solution to this problem, the authors propose to impose
stronger requirements on the order of relations such as �CO and �SE in order to make these
more “partial”. To this end, let d∗i

..= # {k | 1/2 + γ < qi,k, i 6= k} denote the number of arms
that are preferred over ai with a margin γ > 0, and let s∗i

..= # {k : |1/2− qi,k| ≤ γ, i 6= k}.
Then, the γ-insensitive Copeland relation is defined as follows: ai �COγ aj if and only if

15. τ ∈ L� iff ∀ i, j ∈ [K] : (ai � aj)⇒ (τi < τj)
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d∗i + s∗i > d∗j . Likewise, in the case of the Borda ranking �SE, small differences of the qi are

neglected and the γ-insensitive sum of expectations relation is defined as follows: ai �SEγ aj
if and only if qi + γ > qj .

These γ-insensitive extensions are interval (and hence partial) orders, that is, they are
obtained by characterizing each arm ai by the interval [d∗i , d

∗
i + s∗i ] and sorting intervals

according to [a, b] � [a′, b′] iff b > a′. It is readily shown that �COγ ⊆�COγ′ ⊆�CO for
γ > γ′, with equality �CO0 ≡�CO if qi,j 6= 1/2 for all i 6= j ∈ [K] (and similarly for the
Borda ranking). The parameter γ controls the strictness of the order relations, and thereby
the difficulty of the rank elicitation task.

The authors propose four different methods for the two γ-sensitive ranking procedures,
along with the two distance measures described above. Each algorithm calculates a surro-
gate ranking based on the empirical estimate of the preference relation whose distance can
be upper-bounded again based on some statistics of the empirical estimates of preference.
The sampling is carried out in a greedy manner in every case, in the sense that those arms
are compared which are supposed to result in a maximum decrease of the upper bound
calculated for the surrogate ranking.

An expected sample complexity bound is derived for the γ-sensitive Copeland rank-
ing procedure along with the MRD distance in a similar way like Kalyanakrishnan (2011)
and Kalyanakrishnan et al. (2012). The bound is of the form O

(
R1 log

(
R1
δ

))
, where

R1 = R1(γ, ε,Q) is a task/problem dependent constant. More specifically, R1 depends
on the (sorted) calibrated pairwise preference probabilities ∆i,j , and on the robustness of
the ranking procedure to small changes in the preference matrix (i.e., on how much the
ranking produced by the ranking procedure might be changed in terms of the MRD dis-
tance if the preference matrix is slightly altered) as well as on the desired approximation
quality ε. An expected sample complexity is also derived for the γ-insensitive sum of ex-
pectations ranking procedure along with the MRD distance with a similar flavor as for the
γ-sensitive Copeland ranking procedure. The analysis of the NDP distance is more difficult,
since small changes in the preference matrix may strongly change the ranking in terms of
the NDP distance. The sample complexity analysis for this distance has therefore been left
as an open question.

4.2.7 Borda-Ranking

Falahatgar et al. (2017a) consider the (ε, δ)-PAC learning scenario with respect to the nearly
optimal Borda winner resp. Borda ranking. Here, an arm ai such that qi ≥ maxj qj − ε
is called an ε-Borda optimal arm (cf. Section 2.2.5). A permutation π ∈ SK such that
qπ−1(k) ≥ qπ−1(j) − ε holds for 1 ≤ j < k ≤ K, is called an ε-Borda ranking.

The authors show that the problem of finding an ε-Borda optimal arm can be solved
using O

(
K
ε2

log 1
δ

)
many pairwise comparisons. This is done by showing that PAC-optimal

algorithms for the standard MAB setting can be used to solve the Borda score setting using
the so-called Borda reduction of the dueling bandits to the standard MAB problem. This
reduction is based on the fact that the pull of an arm ai with an expected reward equal to
the Borda score qi can be simulated by conducting a duel of arm ai with another randomly
selected arm and returning a reward of 1 in case ai has won and 0 otherwise (i.e., a Bernoulli
MAB problem).
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For the problem of finding an ε-Borda ranking, they present the Borda-ranking al-
gorithm that requires O

(
K
ε2

log K
δ

)
comparisons. The Borda-ranking algorithm first ap-

proximates the Borda score of each arm with an approximation error of ε/2 with confidence
at least 1 − δ/K by using the Hoeffding’s inequality and the Borda reduction. Then the
arms are simply sorted according to the approximated scores, which, thanks to an under-
lying Bonferroni correction, results in an ε-Borda optimal ranking with confidence at least
1− δ .

4.2.8 Round-Efficient Dueling Bandits

Within the scenario as presented in Section 3.2.6, Lin and Lu (2018) also analyze the goal
of finding a Borda winner in an (ε, δ)-PAC learning scenario. To this end, they modify their
original algorithm by letting all arms be active throughout the time and replacing their
utility estimates by suitable Borda score estimates. The rationale behind keeping all arms
active is that each active arm is dueled with a randomly chosen arm (cf. Borda reduction in
Section 4.2.7), which allows to derive unbiased estimates of the Borda scores. Although the
authors do not mention the explicit stopping criterion for this modified algorithm, the proof
of its theoretical guarantees suggests that the algorithm is just run for a specific number of
times Tε,δ, which needs to be chosen appropriately, and then returns the arm with the largest
estimated Borda score. By using Tε,δ = O

(
1
ε2

log K
εδ

)
, it is shown that, with probability at

least 1− δ, an ε-Borda optimal arm is returned. Consequently, the round complexity is of
the same order as the chosen Tε,δ, while the pairwise sampling complexity is K times this
order. Regarding the results of Falahatgar et al. (2017a) in the previous section, it seems
that the log(ε−1) term occurring in these bounds could in fact be eliminated16.

4.2.9 Hamming-LUCB

Heckel et al. (2018) consider the task of partitioning A into the top-k arms, say Ak, and
its complement A{

k with respect to the Borda scores in an (ε, δ)-PAC setting. To this end,

the approximation quality of a suggested partition (Âk, ˆA{
k) is assessed by means of the

Hamming distance defined as DH(A,B) ..= |(A ∪B) \ (A ∩B)| for any subsets A,B ⊆ A.
In light of this, the approximation quality ε takes only values in the non-negative integers.

The authors present the Hamming-LUCB algorithm inspired by the Lower-Upper Con-
fidence Bound (LUCB) algorithm (Kalyanakrishnan et al., 2012), which maintains a set
consisting of the current k − ε best arms by considering the Borda score counterpart of
the lower confidence bound of the (k − ε)th best arm and a set of the current n − k − ε
worst arms based on the Borda score upper confidence bound of the (n − k − ε)th worst
arm. The guiding principle underlying the design of Hamming-LUCB is to be confident
as quickly as possible that the former set contains arms with larger Borda scores than the
latter set by dueling an arm, which potentially belongs, based on its current Borda score
confidence intervals, to both the actual k − ε best arms and the actual n − k − ε worst
arms, with a randomly chosen arm (cf. Borda reduction in Section 4.2.7). Because there is

16. Note that Lin and Lu (2018) assume that the learner obtains K many pairwise preference observations
per iteration, while Falahatgar et al. (2017a) assume only one. Consequently, the pairwise sampling
complexity by Lin and Lu (2018) can be compared with the sample complexity by Falahatgar et al.
(2017a).
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potentially more than one arm with the latter property, the one with the widest confidence
interval is chosen (possibly breaking ties). As soon as the lower confidence bound of the
current (k− ε)th best arm exceeds the upper confidence bound of the current (n− k− ε)th
worst arm, the Hamming-LUCB algorithm returns the k currently best arms as Âk and

correspondingly
ˆA{
k as A\Âk.

Assuming that all Borda scores are distinct, it is shown that, in order to return a
partition that is (2ε)-close to the true underlying partition in terms of the Hamming-distance
with probability at least 1−δ, Hamming-LUCB requires a number of comparisons of order

O
(

log
(K
δ

)(
ε · f1(∆SE

(k−ε),(k+1+ε)) +

k−ε∑
i=1

f1(∆SE
(i),(k+1+ε)) +

K∑
i=k+1+ε

f1(∆SE
(k−ε),(i))

))
, (16)

where ε ∈ N0, f1(x) = log 2 log(2/x)
x2 and for i < j the difference between the Borda scores

of the arms with the ith and jth best Borda score (i.e., q(i), q(j)) is denoted by ∆SE
(i),(j) =

q(i) − q(j). Further, they show a lower bound on the sample complexity for any algorithm,
which is an (ε, δ)-PAC algorithm for the considered problem scenario for any preference
relation Q satisfying qi,j ≥ 3/8 for any distinct i, j ∈ [K], of order

Ω

(
log
(1

δ

)(∑k−2ε

i=1
f0(∆SE

(i),(k+1+2ε)) +
∑K

i=k+1+2ε
f0(∆SE

(k−2ε),(i))
))

, f0(x) = x−2.

In fact, an even more refined lower bound is derived that also involves the Borda score
gaps of arms having a Borda score close to the top-k arm with respect to the Borda scores.
Nevertheless, the authors show that, up to logarithmic terms, Hamming-LUCB is already
optimal with respect to its sample complexity, if compared with the lower bound above.

Finally, it is shown that imposing a parametric assumption on the underlying pairwise
preference probabilities such as the Bradley-Terry model in (8) does not lead to qualitatively
stricter lower bounds for the sample complexity.

4.2.10 Preference-based Racing

The learning problem considered by Busa-Fekete et al. (2013) is to find, for some k < K, the
top-k arms with respect to the Copeland, Borda as well as random walk ranking procedures
with high probability, while simultaneously keeping the sampling complexity as low as
possible. To this end, three different learning algorithms are proposed in the finite horizon
case, with the horizon given in advance. In principle, these learning problems are very
similar to the value-based racing task (Maron and Moore, 1994, 1997), where the goal
is to select the k arms with the highest means. However, in the preference-based case,
the ranking over the arms is determined by the ranking procedure instead of the means.
Accordingly, the algorithms proposed by Busa-Fekete et al. (2013) consist of a successive
selection and rejection strategy. The sample complexity bounds of all algorithms are of
the form O(

∑
1≤i<j≤K ∆−2

i,j logK/δ). Thus, they are not as tight in the number of arms as
those considered in Section 3. This is mainly due to the lack of any assumptions on the
structure of Q. Since there are no regularities, and hence no redundancies in Q that could
be exploited, a sufficiently good estimation of the entire relation is needed to guarantee a
good approximation of the target ranking in the worst-case.
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4.2.11 Voting Bandits

Urvoy et al. (2013) consider a general bandit learning setting involving N many (unknown)
distributions P1, . . . , PN with respective means µ1, . . . , µN ∈ [0, 1], a decision set D as well
as a known utility function u : D × [0, 1]N → R+, which gives rise to the optimal decision
(set) by means of argmaxd∈D u(d, µ). The goal is to find, with high probability, an optimal
decision in the typical bandit learning protocol, i.e., only one distribution can be queried at
a time to obtain a sample, by using as few as possible sample queries to the distributions.

By choosing these features in a suitable way, this general learning setting can be cus-
tomized to the problem of finding an optimal arm in the value-based MAB or the dueling
bandits learning scenario, respectively. Indeed, the dueling bandits learning scenario, for
instance, can be recovered by setting the decision set as [K], N =

(
K
2

)
and identifying

the distributions P1, . . . , PN with the Bernoulli distributions corresponding to the random
outcomes of duels, so that µ1, . . . , µN correspond to the entries in the upper triangle matrix
of Q. In light of this, one obtains the problem of finding a Copeland winner, by using the
utility function u(i,Q) = di, while the utility function u(i,Q) = qi leads to the problem
of finding a Borda winner17. Assuming the existence of a Condorcet winner, the problem
of finding the latter can be modeled by using the same utility function as in the case of
Copeland winner.

For the general bandit learning scenario, the authors propose the Sensitivity Analy-
sis of Variables for Generic Exploration (SAVAGE) algorithm, which maintains an N -
dimensional confidence region for the mean vector (µ1, . . . , µN )> as well as a set A ⊂ [N ]
indicating which distribution is (still) relevant for the final optimal decision. In order to
make the latter set meaningful, the SAVAGE algorithm relies on a subroutine IndepTest,
which needs to be customized for the concrete task of the bandit problem at hand, by ex-
ploiting structural properties of the utility function in a suitable way. The key idea is that
by constantly observing samples from the underlying distributions, the confidence region
will concentrate around the singleton set consisting of the mean vector and, in the course
of time, allows one to infer which distribution is irrelevant for the final decision and, conse-
quently, can be removed from the set under consideration. To this end, SAVAGE simply
queries a sample from each distribution within the set A in a round-robin manner, and
reduces this set by means of the subroutine IndepTest.

For the problems of finding a Copeland or Borda winner, the authors design explicit
subroutines IndepTest, respectively, which roughly speaking exclude an arm as soon as
there exists another arm whose pessimistic Copeland/Borda score is larger than the opti-
mistic Copeland/Borda score of the former. Under the assumption of an existing Condorcet
Winner, the authors propose to instantiate IndepTest such that it removes an arm simply
by checking if this arm is even pessimistically preferred over another arm, which can be
expressed as a condition on the utility function used in the Copeland case.

The sample complexity of SAVAGE for finding the best arm (Copeland or Borda win-
ner) with probability at least 1− δ is shown to be of order

O

(∑
1≤i<j≤K

1

∆2
i,j

log
K

δ∆i,j

)
,

17. For sake of convenience, we abuse here the notation by using Q in the second argument of u .
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by implicitly assuming that there are no ties in Q, so that ∆i,j 6= 0 for all distinct i, j.
Further, the authors suggest to use SAVAGE for the task of regret minimization if the

time horizon is known in advance. To this end, they adopt an explore-then-exploit strategy
in the spirit of IF or BTM (cf. Section 3.1.1 and 3.1.2). However, for all winner concepts,
the resulting regret bounds are of the form

O

(∑
1≤i<j≤K

1

∆2
i,j

log(KT )

)
,

which are in general not strict for the Condorcet winner (cf. Section 3.1.7) or the Copeland
winner (cf. Section 4.2.2) as the target.

4.2.12 Successive Elimination

Interested in finding the best arm according to the Borda-score with a small number of
comparisons, Jamieson et al. (2015) consider a specific type of structural constraint on the
preference relation Q, which assumes a (small) set of arms, the top candidates, that are
similar to each other with respect to their mutual pairwise preference probabilities, and a
(large) set of arms that would be barely preferred over one randomly chosen arm among
the top candidates, i.e., arms having a large Borda score gap to the top candidates. This
assumption imposes some kind of sparsity on the preference relation and is motivated by
numerous practical problem scenarios.

They first show that, under such a sparsity assumption, the Borda reduction (cf. Section
4.2.7) in combination with a suitable best arm identification algorithm of the value-based
MAB problem may result in a poor sample complexity. Subsequently, they propose the Suc-
cessive Elimination with Comparison Sparsity (SECS) algorithm, which essentially invokes
the successive elimination (SE) algorithm of Even-Dar et al. (2006) for the value-based
MAB problem with the Borda reduction, but enhances upon the latter straightforward ap-
proach by explicitly making use of the possible sparsity of the underlying preference relation
Q. To this end, partial Borda score gaps are considered, where the Borda score in (13) is
computed only on a subset of A. More specifically, for a specific number of iterations T0

(input of SECS), the SECS algorithm uses only the elimination criterion of SE, which re-
moves arms having large (estimated) Borda score gaps to any another arm. After exceeding
T0 iterations, the extra elimination criterion is also activated, which eliminates arms having
a large partial Borda score gap estimated by using a set of potential top candidates, thereby
exploiting a possible sparsity.

Under the above sparsity assumption and uniqueness of the Borda winner, a high prob-
ability upper bound on the sample complexity of SECS of order

O
(∑
i 6=i∗

min
{

max
{ 1

∆SE
min

log
K

∆SE
minδ

,
1

K(∆SE
i )2

log
K

(∆SE
i )2δ

}
,

1

(∆SE
i )2

log
K

(∆SE
i )2δ

}) (17)

is shown, where i∗ denotes the index of the arm with the largest Borda score, ∆SE
min =

mini 6=i∗ ∆SE
i and ∆SE

i = qi∗−qi. Here, the first term within the minimum is representing the
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improvement over the straightforward SE with Borda reduction, whose sample complexity
would correspond to the second term within the minimum. Further, a lower bound of order

Ω
(∑

i 6=i∗
1

(qi∗−qi)2 log 1
δ

)
on the expected sample complexity of finding the Borda winner

with confidence 1 − δ ∈ (0.85, 1) is shown, which holds if qi,j ∈ [3/8, 5/8] for any pair
i, j ∈ [K].

4.2.13 Bayesian Sequential Sampling

Seeking to find the top-k Borda scored arms as in (Heckel et al., 2018), the work by (Groves
and Branke, 2019) investigates adaptations of well-established Bayesian methods used in
the Simulation Optimization community (Branke et al., 2007) to obtain learning algorithms
with a small sample complexity. For this purpose, they consider the probability of correct
selection given by

P(qi > qj ∀i ∈ S, j /∈ S), S ⊂ [K], |S| = k,

as the performance metric for the learner. This metric is estimated by the approximated
expected probability of correct selection (AEPCS) defined by

P
((⋂

i∈Ŝ
{qi > c}

)
∩
(⋂

j /∈Ŝ
{qj < c}

))
, c > 0,

where Ŝ ⊂ [K] is the k-sized set of arms with the current highest estimated Borda scores.
The consideration of AEPCS is reasonable as it is a lower bound for the sample version
of the probability of correct selection, i.e., P(qi > qj ∀i ∈ Ŝ, j /∈ Ŝ). Based on a normal
distribution assumption on the estimated Borda scores, the Pairwise Optimal Computing
Budget Allocation (POCBA) algorithm is suggested, which samples in each round the pair
of arms having the maximal expected increase on the AEPCS until the AEPCS criterion
reaches a predefined threshold.

The authors further suggest to approximate the expected value of information gain of a
single duel by the probability that the outcome of the duel will change the current set con-
sisting of the highest estimated Borda scores Ŝ. Exploiting again the normal assumption on
the estimated Borda scores, the authors propose the Pairwise Knowledge Gradient (PKG)
algorithm, which is successively choosing the pair of arms maximizing the approximated
information gain based on its current Borda score estimates. The algorithm terminates
similar as POCBA as soon as the AEPCS criterion exceeds some specific threshold.

Both algorithms are shown to be asymptotically optimal, that is, if the algorithms are
run with an infinite sampling budget the probability of a correct selection is tending to one.

4.2.14 Active Ranking

The coarse ranking problem is the task of sorting random variables according to a specific
parameter of their associated distribution into clusters of predefined sizes (Katariya et al.,
2018)18. Concretely, for a given number of clusters c ∈ {2, 3, . . . ,K} and for given cluster
boundaries 1 ≤ k1 < k2 < . . . < kc = K it is intended to identify the k1 random variables
with the “best” parameters, and from the remaining K − k1 ones the k2 − k1 random
variables with the “best” parameters, and so forth. Transferring this idea to the realm of

18. The minimal requirement on these parameters is that they admit an order relation.
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bandit problems, it is quite natural to use the expected value of an arm’s reward distribution
as the parameter of interest in the value-based MAB problem. In the dueling bandits setting,
on the other side, the choice of a suitable parameter is again far from obvious, due to the
absence of numerical rewards. Heckel et al. (2019) propose to use the Borda score of an
arm as the parameter of interest and study the sample complexity of algorithms to identify
a coarse ranking with high probability. It is worth noting that the coarse ranking task is
a generalization of finding the best arm (k1 = 1, k2 = K) and identifying the top-k arms
problem (k1 = k, k2 = K), and also includes the task of finding a total ranking over the
arms (ki = i for i ∈ [K]).

The authors propose the Active Ranking (AR) algorithm, which uses the idea underlying
racing or successive elimination strategies (Paulson, 1964; Maron and Moore, 1994; Even-
Dar et al., 2006). More specifically, AR maintains a set of active arms consisting of arms
which have not been assigned to a cluster yet, from which one arm is dueled with another
arm chosen uniformly at random from the set of all arms (without the first arm) in a
round-robin manner. Once the upper and lower confidence bounds on the Borda scores of
the active arms reveal that one of the active arms belongs to a certain cluster, the latter is
assigned to this cluster and removed from the set of active arms.

Assuming that all Borda scores are distinct, the authors show that AR outputs the
correct coarse ranking with probability at least 1−δ ∈ [0.86, 1) and has a sample complexity
of the order

O
(

log(K/δ)
( k1∑
i=1

f1(∆SE
(i),(k1+1)) +

c−1∑
l=2

kl∑
i=kl−1+1

max
{
f1(∆SE

(kl−1),(i)) , f1(∆SE
(i),(kl+1))

}
+

K∑
i=kc−1+1

f1(∆SE
(kc−1),(i))

))
,

(18)

where f1(x) = log 2 log(2/x)
x2 and ∆SE

(i),(j) is as in Section 4.2.9. Additionally, a lower bound
for any algorithm that outputs the correct coarse ranking with probability at least 1− δ ∈
[0.86, 1) is shown:

Ω
(

log(1/δ)
( k1∑
i=1

f0(∆SE
(i),(k1+1)) +

c−1∑
l=2

kl∑
i=kl−1+1

max
{
f0(∆SE

(kl−1),(i)) , f0(∆SE
(i),(kl+1))

}
+

K∑
i=kc−1+1

f0(∆SE
(kc−1),(i))

))
,

where f0(x) = x−2. This lower bound holds if the underlying preference relations Q is such
that qi,j ≥ 3/8 for any distinct i, j ∈ [K] and shows that AR is nearly optimal.

Last but not least, similar as in the PAC learning scenario in Section 4.2.9, it is shown
that parametric assumptions on the underlying pairwise preference probabilities do not lead
to qualitatively stricter lower bounds for the sample complexity for the considered coarse
ranking task.
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5. Further Extensions

In this section, we review different generalizations and extensions of the setting of preference-
based (dueling) bandits as discussed in the previous sections.

5.1 Adversarial Dueling Bandits

Ailon et al. (2014b) consider the adversarial variant of the utility-based dueling bandits
problem, in which no stochastic assumption on the utilities of the arms is required, i.e.,
the latent utility of each arm may change over iterations. The authors suggest to apply
the reduction algorithm SPARRING, which has originally been designed for stochastic
settings, with an adversarial bandit algorithm such as the Exponential-weight algorithm
for Exploration and Exploitation (EXP3) (Auer et al., 2002b) as a black-box MAB. More
specifically, the algorithm uses two separate MABs, one for each arm. On receiving a relative
feedback about a duel, one instantiation of EXP3 only updates its weight for one arm and
the other instantiation only updates for the other arm. For this SPARRING reduction, it
is shown that the O(

√
KT lnK) upper bound of EXP3 in the adversarial MAB problem is

preserved.

Adversarial utility-based dueling bandits are also studied by Gajane et al. (2015). They
suggest the Relative Exponential-weight for Exploration and Exploitation (REX3) algo-
rithm, which is an extension of the EXP3 algorithm to the dueling bandits setting with
feedback in the form of pairwise preferences. The key property observed by the authors for
the optimal arm in expectation in a particular time step is that, in addition to its property
of maximizing the absolute reward, it is also the one maximizing the regret of any fixed
opponent strategy (a role that might be played by the algorithms’ strategy itself). This
observation provides a possibility to estimate the individual rewards of two arms involved
in a comparison, despite having access only to a relative value, and thus allowing them
to adapt the EXP3 algorithm to the dueling bandits setting. In addition to providing a
general lower bound of order Ω(

√
KT ) on the regret of any algorithm, using the reduction

to the classical MAB problem by Ailon et al. (2014b), they prove an upper bound on the
expected regret of order O(

√
KT lnK) for REX3, which is of the same order as the regret

bound of EXP3 for adversarial MABs, and the one by Ailon et al. (2014b).

Finally, Zimmert and Seldin (2019) consider the adversarial utility-based dueling set-
ting as well and feed the SPARRING algorithm with their proposed TSALLIS-INF al-
gorithm for the adversarial MAB problem. This leads to an O(

√
KT lnK) upper bound

of SPARRING. In addition, they consider the stochastically constrained adversarial set-
ting, in which, contrary to the adversarial setting, a best arm is fixed throughout the time
horizon. For this setup, they show an expected regret upper bound for TSALLIS-INF of
order O(

∑
j 6=i∗

ln(T )
∆i∗,j

)+O(K) resulting in an expected regret upper bound of the same order

for SPARRING in the stochastically constrained adversarial version of the utility-based
dueling bandits setting.

5.2 Contextual Dueling Bandits

Dud́ık et al. (2015) extend the dueling bandits framework to incorporate contextual infor-
mation in the spirit of MAB problems (Auer, 2002). More precisely, the learner is supposed
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to optimize its choice of arms in the course of an iterative learning process of the following
kind: In each round, the learner observes a random context, chooses a pair of actions, con-
ducts a duel between them, and observes an outcome in the form of a pairwise preference.
The authors consider the solution concept of a von Neumann winner and present three
algorithms for online learning and for approximating such a winner from batch-like data,
while measuring performance of a learner by means of the regret as in Section 4.2.4.

The authors first present an algorithm that shares similarities with the sparring approach
of Ailon et al. (2014b) discussed in Section 5.1: Two separate independent copies of the
multi-armed bandit algorithm Exp4.P (Beygelzimer et al., 2011), which is designed to work
with a pre-specified space of multi-armed bandit algorithms in a contextual setting, are run
against each other. Both copies are using the same action space, context space and space of
multi-armed bandit algorithms as for the original problem. In each round, the environment
(or nature) specifies a context and a preference matrix, while only the context is revealed
to both copies, which then select an action, respectively. A duel is run between the two
selected actions, and the (negated) outcome (cf. the zero-sum game matrix in Section 4.1) is
forwarded as feedback to the first (second) copy. This approach, called Sparring Exp4.P,
leads to a regret that is upper bounded by O(

√
KT ln(|Π|/δ)), where Π is the space of

MAB algorithms, with probability at least 1− δ, and requires time and space linear in the
term |Π|, which leads to computational issues in cases where Π is large.

To deal with the latter issue, the authors furthermore propose a general approach for
constructing an approximate von Neumann winner. To this end, the problem of finding a
von Neumann winner is substituted by a more convenient empirical version of the latter
problem. Assuming the existence of a classification oracle on Π, which can find the minimum
cost MAB algorithm in Π if it is provided with the cost of each action on each sequence
of contexts, the authors propose two algorithms: SparringFPL, which is sparring two
copies of the Follow-the-Perturbed-Leader algorithm (Kalai and Vempala, 2005), and Pro-
jectedGD, which builds on the projected gradient descent algorithm (Zinkevich, 2003),
but is sparring essentially against its worst-case opponent strategy. The two algorithms are
primarily solving a compact game based on the more convenient empirical problem version,
which, however, is equivalent to computing an approximate von Neumann winner. While
their regret bound is weaker than for Sparring Exp4.P, namely O((KT )2/3 ln1/3(|Π|/δ)),
they require time and space that depend only logarithmically on |Π|. Further, the running
time as well as the number of oracle calls in order to return an approximate von Neumann
winner is theoretically analyzed.

Based on the Perceptron algorithm, Cohen and Crammer (2014) develop the SHAMPO
(SHared Annotator for Multiple PrOblems) algorithm for online multi-task learning with
a shared annotator, in which learning is performed in rounds. In each round, each of K
different learners receives an input and predicts its label. A shared stochastic mechanism
then annotates one of the K inputs, and the learner receiving the feedback updates its
prediction rule. The authors show that this algorithm can be used to solve the contextual
dueling bandits problem when a decoupling of exploration and exploitation is allowed.

To pick a task to be labeled, SHAMPO performs an exploration-exploitation strategy in
which tasks are randomly queried, with a bias towards tasks that involve a high uncertainty
about the labeling. To perform an update on the parameter vector representing the model,
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the algorithm applies the Perceptron update rule to the true label revealed for the task
chosen.

5.3 Dueling Bandits on Posets

Audiffren and Ralaivola (2017) extend the dueling bandits problem to partially ordered
sets (posets), allowing pairs of arms to be incomparable. They consider the problem of
identifying, with a minimal number of pairwise comparisons in a pure exploration setting,
the set of maximal arms or Pareto set among all available arms. The main challenge in this
framework is the problem of indistinguishability: The learner may be unsure whether two
arms are actually comparable and just very close to each other, or whether they are indeed
incomparable, no matter how many times the arms are compared. Without any additional
information, it might then be impossible to recover the exact Pareto set.

The authors first devise the UnchainedBandits algorithm to find a nearly optimal
approximation of the Pareto front of any poset. The strategy implemented by the algorithm
is based on a peeling approach that offers a way to control the number of comparison of
arms that are in fact indistinguishable. The authors provide a high probability regret bound

of O
(
K width(S) log K

δ

∑
i,i/∈P

1
∆i

)
, where S is the poset, width(S) is its width defined as

the maximum size of an antichain (a subset in which every pair is incomparable), P is the
Pareto front, ∆i is the regret associated with arm ai defined as the maximum difference
between arm ai and the best arm comparable to ai, and the regret incurred by comparing
two arms ai and aj is defined by ∆i + ∆j .

Further, by making use of the concept of decoys, the authors show that Unchained-
Bandits can recover the exact set P, incurring regret that is comparable to the former
one—except for an extra term due to the regret incurred by the use of decoys—with a
sample complexity that is upper bounded by O(Kwidth(S) log(NK2/δ)/∆2), where N is
a positive integer related to a weaker form of distinguishability and ∆ is a parameter of
the decoys. The concept of decoys is an idea inspired by works from social sciences and
psychology, intended to force a decision maker to choose a specific option (the target option)
by presenting her/him a choice between the target option and another option dominated
by the latter in specific aspects (the decoy option).

5.4 Graphical Dueling Bandits

Di Castro et al. (2011) consider the bandit problem over a graph, the structure of which
defines the set of possible comparisons. More specifically, they assume that there is an
inherent and unknown value per node (arm), and that the graph describes the allowed
comparisons: two nodes are connected by an edge if they can be dueled with each other.
Such a duel returns a random number in [−1, 1], the expected value of which is the difference
between the values of the two nodes. Thus, unlike the traditional dueling bandits setup, the
topology is not a complete graph, and non-adjacent nodes can only be compared indirectly
by sampling all the edges along a path connecting them. Further, the learner receives
feedback in the form of a numerical value.

The authors consider different topologies and focus on the sample complexity for finding
the optimal arm (largest latent value) in the PAC setting. For the linear topology, in
which each node is comparable to at most two other nodes, they present an algorithm that
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samples all edges, computes the empirical mean of each edge, and based on these statistics,
assigns a value to each node reflecting its alleged optimality. The sample complexity is
O( K2

max{ε,u}2 log(1
δ )), where u is the difference between the node with the highest value and

the node with the second highest value.

For the tree topology, that is, a topology in the form of a tree, the authors present
an algorithm which essentially reduces the graphical bandit problem to graphical bandit
problems with linear topologies by treating each path from the root to a leaf as a line graph
and use one each of these graphs the algorithm above. This leads to a sample complexity
of O( KD

max{ε,u}2 log( |L|δ )), where D is the diameter of the tree and L the set of leaves.

For the network topology, that is, general connected and undirected graphs, the authors
present the Network Node Elimination (NNE) algorithm, which is inspired by the action
elimination procedure of Even-Dar et al. (2006). This algorithm has a sample complexity up-
per bounded by KD

(max{ε,u}/ logK)2 log( K
δ/ logK ). Further, they consider the contextualized ver-

sion of the problem in the spirit of Section 5.2, and show that a version of the NNE algorithm

achieves a sample complexity of the form O(B log2B), where B = KD
(ε/ logK)2 log

(
K

δ/ logK

)
d2,

and d is the dimension of the feature vectors.

Karnin (2016) also applies the suggested verification algorithm to graphical bandits,
which improves upon the latter approach by logarithmic terms.

5.5 Dueling Bandits with Dependent Arms

Focusing once again on minimizing the weak regret, Chen and Frazier (2016) study the
utility-based dueling bandits, where each utility u(θ, xi) of an arm ai is determined by a
known utility function u : Rd′ ×Rd → R of a known (and fixed) d-dimensional arm-specific
feature xi and some unknown d′-dimensional weight parameter θ. Thus, dependency among
arms can be modeled if d′ is smaller than d, which in turn can be exploited by a learner.

The authors introduce the Comparing The Best (CTB) algorithm, which maintains
2K many cells, one for each possible pairwise preference sequence involving every pair of
arms, and assigns scores to each cell based on the number of times a pairwise preference
corresponding to the cell has been observed. In each iteration, the first arm of the duel is
the one that is optimal with respect to the cell(s) with the largest score, while the second
arm is the arm that is optimal with respect to the cell(s) having largest score, and where
the optimal arm is different from the first one.

It is shown that CTB enjoys a bound on its expected cumulative weak regret of or-

der O
(

K2M ′

mini 6=j ∆2
i,j

(maxi,j u(θ, xi)− u(θ, xj))

)
, where M ′ is a constant which is Θ(2K) in

general, but O(K2d′) for special cases.

Further, under specific conditions, the authors show that the algorithm can be imple-
mented in a favorable way in order to cope with high computational costs due to the large
number of cells.

5.6 Partial Monitoring Games

The dueling bandits problem can be seen as a special case of the partial monitoring
(PM) problem (Bartók et al., 2011; Bartók, 2013; Bartók et al., 2014)—a generic model
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for sequential decision-making with incomplete feedback, which is defined by a quintuple
(N,M,Σ,L,H), where N is the set of actions, M is the set of outcomes, and Σ is the
feedback alphabet; the loss function L associates a real-valued loss L(I, J) with each action
I ∈ N and outcome J ∈ M, and the feedback function H associates a feedback symbol
H(I, J) ∈ Σ. In each round of a PM game, first the opponent chooses an outcome Jt from
M, and the learner an action It from N. Then, the learner suffers the loss L(It, Jt) and
receives the feedback H(It, Jt). The performance of a learner is measured by means of the
expected cumulative regret against the best single-action strategy

RT = max
i∈N

T∑
t=1

L(It, Jt)− L(i, Jt). (19)

Following Gajane and Urvoy (2015) the utility-based dueling bandits problem with a linear
link function (and ties) can be encoded as a PM problem with the set of actions given by
the set of all pairs of arms N = {(i, j) : 1 ≤ i, j ≤ K, i ≤ j}, the alphabet Σ = {0, 1/2, 1},
and the set of outcomes given as vectors m = (m1, . . . ,mK) ∈ M = [0, 1]K , where mi is
simply the utility of arm ai, which can be interpreted as its instantaneous gain, so that we
differ from the notation as in Section 3.2. After the environment selects an outcome m ∈M
and the learner a duel (i, j) ∈ N, the instantaneous loss19 is

L((i, j),m) = 1− mi + mj

2
,

and the feedback is

X =


0, if mi < mj

1/2, if mi = mj

1, if mi > mj

.

Using the PM formalism, the authors prove that the dueling bandits problem is an easy
instance according to the hierarchy of PM problems (Bartók et al., 2011; Bartók, 2013),
i.e., it is possible to achieve a regret bound of order Õ(

√
T ) and the difference of the loss

vectors of adjacent actions are locally observable, where regret is measured as in (19).

Quite recently, Kirschner et al. (2020) suggested the Information Directed Sampling
(IDS) algorithm for linear partial monitoring games and also consider the utility-based
dueling bandits setting above as a special case. Their results lead to a regret bound of
order Õ(

√
KT ), which is the same as REX3 (cf. Section 5.1).

5.7 Dueling Bandits for Qualitative Feedback

Xu et al. (2019) consider the qualitative dueling bandits problem, which is a variant of the
MAB problem with reward feedback of the pulled arm on an ordinal scale, i.e., qualitative
feedback, instead on a numerical scale, i.e., quantitative feedback. This setting was intro-
duced by Szörényi et al. (2015b), but analyzed there in a rather classical MAB setting.
Instead, following ideas by Busa-Fekete et al. (2013), the authors embed the problem into a
dueling bandits setting. More precisely, for each pair of arms (i, j), they define the pairwise

19. Note that Gajane and Urvoy (2015) work with the instantaneous gain G((i, j),m) =
mi+mj

2
.
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winning probability in (1) as qi,j = P(Xi > Xj)+1/2P(Xi = Xj), where Xi, Xj are mutually
independent random variables with values in the considered ordinal scale. The law of Xi is
νi, representing the qualitative feedback mechanism of an arm ai.

With this definition of pairwise probabilities, one can orchestrate the dueling bandits
mechanism for this framework by simultaneously pulling two arms and observing which one
has a higher ordinal reward, breaking ties at random. The authors seek to minimize the
expected cumulative regret, with the cumulative regret given as

E[RT ] =

T∑
t=1

∆ai∗ ,ai(t) ,

where ai∗ is either the Condorcet winner or the Borda winner, and i(t) the index of the arm
pulled in time step t.

For the case of the Condorcet winner, they suggest the Thompson Condorcet sam-
pling algorithm, which uses for each arm ai a Dirichlet distribution as the prior distribution
for the probability vector specified by the law νi. In each time step, the algorithm generates
a random sample from the posterior distribution and pulls the Condorcet winner based on
these random samples20.

For the case of the Borda winner, the Thompson Borda sampling algorithm and the
Borda-UCB algorithm are introduced. The Thompson Borda sampling algorithm fol-
lows the same idea as Thompson Condorcet sampling, only replacing the determination
of the Condorcet winner by the Borda winner of the posterior samples. The Borda-UCB
algorithm is based on the UCB algorithm. It pulls the arm with the highest upper confi-
dence bound on the estimated Borda score if this is also the arm with the highest number
of pulls. Otherwise, all arms not having the highest number of pulls are pulled in order to
enhance the estimation of the Borda scores.

Furthermore, in the case of an existing Condorcet winner, the authors show an expected
regret bound for Thompson Condorcet sampling of order O(K log(T )). They also
show that the constant appearing in the bound can be arbitrary small compared to the
constants in the lower bound for the dueling bandits problem applied to the qualitative
dueling bandits problem. For the case of the Borda winner, they show that Thompson
Borda sampling suffers an expected regret which is polynomial with respect to T , while
Borda-UCB achieves expected regret bounds of order O(K log(T )), which, as verified by
the authors, matches the theoretical lower bound.

5.8 Combinatorial Pure Exploration for Dueling Bandits

The combinatorial pure exploration for dueling bandits problem is a variation of the com-
binatorial pure exploration MAB problem (Chen et al., 2014) introduced by Chen et al.
(2020). In this setting, there exists a known bipartite graph G = (A,P, E) with partitions
A = {a1, . . . , aK} and P = {p1, . . . , pl}, where l ≤ K, and a set of edges E ⊂ A × P with
the following meaning: The arms correspond to candidates, while elements in P are specific
positions, and each edge ei,k = (ai, pk) ∈ E represents that arm ai is available for position
pk. Moreover, the existence of an unknown preference matrix QG ∈ [0, 1]|E|×|E| associated

20. If no Condorcet winner exists for the sample, a new random sample is drawn.
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with G is assumed. The entries of this matrix are (qei,k,ei′,k′ )ei,k,ei′,k′∈E , which are zero if
k 6= k′ and otherwise indicate the stochastic preference of arm ai over ai′ for position pk.

The goal is to find an optimal maximum matching21 M in G based on QG, where it is
once again not obvious how to define the notion of an optimal maximum matching without
real-valued rewards (cf. Section 2.2). As a remedy, the authors introduce the pairwise
preference of a maximum matching M over a maximum matching M ′ (both with respect
to G) by means of

qGM,M ′ =
1

l

l∑
k=1

qM(k),M ′(k),

where M(k) (or M ′(k)) denotes the edge in M (or M ′) with pk as its endpoint. With this,
it is possible to leverage the winner concepts of the dueling bandits: Let M be the set of
all maximum matchings in G, then

– M∗ is a Condorcet matching winner if qGM∗,M > 1/2 holds for any M ∈M\{M∗};

– M∗SE is a Borda matching winner if it has the highest Borda matching score defined
for any M ∈M by qGM = 1

|M|
∑

M ′∈M qGM,M ′ .

Once again, the Condorcet matching winner might not exist for QG, while a Borda matching
winner always exists, but might not be unique and does not necessarily coincide with the
former if it exists.

For the Borda matching winner as the underlying goal, one could use the Borda reduc-
tion technique (cf. Section 4.2.7) and make use of the CLUCB for the combinatorial pure
exploration MAB problem suggested by Chen et al. (2014). However, the näıve usage of
the Borda reduction would require an exact uniformly at random sampling from the set
of all maximum matchings in G, which in turn could lead to exponential costs. Therefore,
the authors modify this approach leading to the CLUCB-Borda-PAC and the CLUCB-
Borda-Exact algorithm, which replace the exact uniformly at random sampling procedure
by means of a substitutional sampling procedure generating approximately uniform random
samples of M, but with polynomial costs. As the approximate sampling procedure intro-
duces a bias into the natural estimates, both algorithms are adjusted accordingly.

CLUCB-Borda-PAC is shown to be an (ε, δ)-PAC algorithm for finding the Borda

matching winner with a sample complexity of order O
(

1
HSE
ε

log
(
HSE
ε
δ

))
, where HSE

ε =∑
e∈E min{ C2

G

(∆SE
e )2 ,

1
ε2
} with ∆SE

e being some specific gap terms and CG > 0 some constant

depending on the structure of the bipartite graphG. For CLUCB-Borda-PAC, the authors
verify its correctness to return the Borda matching winner with probability at least 1 − δ
and derive a sample complexity bound of order

O
(
C2
G ·HSE · log(l/∆SE

min) · log

(
CGH

SE

δ

)
+ log log(l/∆SE

min)

)
,

21. A matching of a bipartite graph G = (A,P, E) is a sub-graph G′ with a set of edges E′ ⊂ E such
that there exist no two edges e′ = (a′, p′), e′′ = (a′′, p′′) in E′ with p′ = p′′. A maximum matching is a
matching of G with the maximal possible number of edges.
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where HSE =
∑

e∈E
1

(∆SE
e )2 and ∆SE

min = mine∈E ∆SE
e . Further, a lower bound of order

Ω
(
HSE log(1/δ)

)
for this learning scenario is shown on a specific subclass of problem in-

stances, so that both algorithms are almost optimal regarding their sample complexity for
such problem instances.

Assuming the existence of a Condorcet matching winner, the authors suggest two al-
gorithms, CAR-Cond and CAR-Parallel, for identifying it. CAR-Parallel uses k
many parallel variants of the CAR-Cond algorithm, which are adapting the verification
idea of Karnin (2016) (cf. Section 3.1.17), with suitably chosen confidence levels in order
to profit from the variant CAR-Cond having the most favorable sample complexity of all
parallel variants. The underlying key idea of CAR-Cond is that the Condorcet matching
winner can be expressed as the solution of a specific optimization problem, which in turn
can be relaxed to a convex optimization problem. Having access to some oracle that can
return an approximate solution under some specific constraints and a suitable guarantee,
the CAR-Cond algorithm maintains a set of undecided edges and uses upper as well as
lower confidence estimates of the entries in QG to iteratively check whether an undecided
edge e is likely an element of the Condorcet matching winner or not.

Both algorithms admit a polynomial running time and the authors derive respective
bounds on the sample complexity: CAR-Cond has a bound of order

O
(∑l

j=1

∑
e,e′∈E:e 6=e′

1

(∆e,e′)2
log

(
KG

δ∆e,e′

))
,

where KG is the number of all possible duels within G, and ∆e,e′ is some gap term, while
the sample complexity bound of CAR-Parallel is qualitatively similar to (4) by replacing
K by KG, ∆i,j by ∆e,e′ , and the sums by sums as in the display above.

6. Multi-Dueling Bandits

Although there are various practical scenarios in which the underlying sequential decision
process can be modeled by means of the dueling bandits setting, because each of the decisions
corresponds to a qualitative comparison of two choice alternatives, this modeling approach
is apparently not sufficient to capture more general sequential decision processes in which
qualitative comparisons of more than two available choice alternatives can be carried out at
once. Such more general variants occur in many fields of application such as recommender
systems, where a set of items (videos, songs, etc.) are displayed to a user, whereupon the
latter expresses her preference over the displayed items in the form of a discrete choice.
Another relevant field is web search, where usually an ordered list of the allegedly most
relevant websites related to a user’s query is returned, resulting in observing a click (or
no-click) of the user for the presented website collection. Last but not least, any application
involving social choices fits into the more general variant as well, because the underlying data
correspond to individual opinions oftentimes expressed in the form of a (partial) ranking
over specific choice alternatives.

Motivated by the limited coverage of the dueling bandits modeling approach for such
practically relevant problem scenarios, research interest in the so-called multi-dueling bandits
problem has recently increased. The latter is a generalization of the dueling bandits problem
allowing the learner a great deal of latitude with regard to the available actions. This
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generalization is conceptually similar to how the Combinatorial Bandits (Cesa-Bianchi and
Lugosi, 2012) generalize the classical value-based MAB problem by allowing the learner to
select subsets of arms in each iteration as well, whereupon feedback either in the form of
rewards of each single arm in the selected subset (semi-bandit feedback) or the total sum of
the rewards (bandit feedback) is observed. However, just like the underlying basic variants,
these two generalizations are still fundamentally different, since the feedback obtained by
the learner in the multi-dueling bandits setting is of a qualitative nature, while the feedback
in the combinatorial bandits is of a quantitative or numerical nature.

There are some active fields of research that are closely related to the multi-dueling
bandits problem, in the sense that the learner also receives some kind of preference feedback
related to the choice alternatives (arms). These frameworks and their similarities as well as
differences will be discussed at the end of this section.

Due to the different and in particular more general action space compared to the basic
dueling bandits problem, there are a couple of novelties emerging in the modeling of the
learning scenario of multi-dueling bandit problems, which shall be described in the following.

6.1 Learning Protocol

As already pointed out, one of the main differences between the dueling and the multi-
dueling bandits problem concerns the action space of the learner, which we shall denote
by A throughout this section. In the setting of multi-dueling bandits, the action space A
corresponds to a family of subsets of A = {a1, . . . , aK}, which does not necessarily have
to be the family of all possible pairs of arms in A, while the decision making process still
iterates in discrete steps, either through a finite time horizon T ..= [T ] = {1, . . . , T} or
an infinite horizon T ..= N. In each iteration t ∈ T, the learner can perform as its action a
comparison of the arms within the selected subset At ∈ A, resulting in a qualitative feedback
(cf. Section 6.2). Practically motivated forms of the underlying action space A include the
following:

• Al, all subsets of A of a fixed size l ∈ {2, . . . ,K}.

• A+
l , the union of Al and {a1}, . . . , {aK}.

• A≤l, all subsets of A with cardinality at least two but at most l for some fixed l ∈
{2, . . . ,K}.

• A+
≤l, the union of A≤l and {a1}, . . . , {aK}.

• Afull
..= A+

≤K , all non-empty subsets of A.

By characterizing the admissible “full commitment” to one arm of the dueling bandits by
means of the singleton sets {a1}, . . . , {aK}, the action space of the basic dueling bandits
setting corresponds to the action space A+

≤2. Needless to say, the complexity of most of the
above action spaces is much higher than the complexity of the action space underlying the
dueling bandits.
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6.2 Feedback Mechanisms

The fundamental assumption of observing a qualitative feedback underlying the dueling
bandits or basic preference-based multi-armed bandits can be manifested in various ways if
the learner expects a qualitative comparison of the arms involved in the performed action.
In the following, we therefore discuss all possible types of feedback, throughout assuming
that At ∈ A is the action of the learner in iteration t, and I(At) ⊆ [K] is the corresponding
index set of the arms in At.

6.2.1 All Pairwise Preferences

One natural way to leverage the concepts of the dueling bandits to the multi-dueling bandits
is by assuming that all (noisy) pairwise preferences among the involved arms in At are
observed, which in turn are still governed by an underlying (unknown) preference relation
Q specifying the pairwise preference probabilities. Formally, if |At| ≥ 2, the feedback22

consists of a sequence of length
(|At|

2

)
, each element of which is either {ai � aj} or {ai ≺ aj}

for some distinct ai, aj ∈ At, where the probabilistic mechanism generating such a pairwise
preference is given by (1):

P (ai � aj) = qi,j , P (ai ≺ aj) = 1− qi,j = qj,i.

6.2.2 The Most Preferred Arm

From a high level point of view, by comparing two specific arms in the dueling bandits
problem, the learner obtains as its feedback the most preferred arm among these two.
Thus, one can easily generalize the concept underlying this type of feedback to cases with
more than two arms involved in the comparison by assuming that the information received
is still only the most preferred arm, but now among all arms involved in At. Formally, the
feedback is a partial ranking of the form ai � At\{ai} for exactly one ai ∈ At, which is
observed with probability

qi|I(At)
..= P(ai � At\{ai}). (20)

Such type of feedback is of great importance especially in the fields of economics or social
sciences and studied there under the notion of discrete choice models (Train, 2009). Discrete
choice models specify the probability that an individual chooses one alternative among a
given set of choice alternatives, which is essentially represented by the left-hand side of (20)
by regarding choice alternatives and arms as the same. Formally, a discrete choice model
assumes a latent family of categorical distributions (qi|I(A))A∈A,i∈I(A) for every admissible
set of choice alternatives (arms) A ∈ A.

A popular class of such categorical distribution families is specified by a Random Utility
Model (RUM), where each arm (choice alternative) ai ∈ A is assumed to be equipped with
a (latent) utility θi > 0 and the discrete choice probability is given by

qi|I(At) = P

(
ui = max

aj∈At
uj

)
, (21)

22. In case |At| = 1, i.e., a “full commitment” to one arm (compare Section 2.3.1), the learner observes
obviously no preference information.
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where ui = θi + ζi and ζ1, . . . , ζK is an identically distributed sample of some probability
distribution P∗. Apparently, the probability specified by (21) depends on the concrete val-
ues of the latent utilities as well as on the distribution P∗ of the noise terms ζ1, . . . , ζK .
Different parametric probability models are used for the random noise in order to assess the
probability in (21), whereas it is common to assume that the noise terms are i.i.d.

In general, the right-hand side of (21) has no closed analytical form and even worse,
might be computationally costly. Nevertheless, RUMs still provide a convenient way to
facilitate theoretical considerations, as there is a natural ordering of the arms due to the
underlying latent utility structure on the one side (cf. Section 3.2), and on the other side,
RUMs offer a quite intuitive explanation of the feedback generation: The individual (or
nature) first assigns each available choice alternative (arm) a noisy utility (ui)ai∈At , then
sorts the available choice alternatives according to their noisy utilities, and finally chooses
the one with the highest noisy utility.

Here, the use of noise terms to perturb the actual utilities is reasonable, because external
effects such as information asymmetry or impreciseness in the choice mechanism might
occur, which can lead to a biased perception of the actual utility of each choice alternative.
In other words, the individual (or nature) may not act perfectly according to the latent
utilities θ1, . . . , θK of the choice alternatives.

Some popular special cases of a RUM include the following:

• The multinomial logit (MNL) model, where ζ1, . . . , ζK is an i.i.d. sample of a standard
Gumbel distribution. Quite interestingly, the MNL model admits a closed analytical
form for (21) given by

qi|I(At) =
exp(θi)∑

aj∈At exp(θj)
. (22)

• The multinomial probit (MNP) model, where ζ1, . . . , ζK is an i.i.d. sample of a standard
Gaussian distribution. In contrast to the MNL model, there is in general no closed
analytical form for (21) for the MNP model.

Another natural way to come up with a reasonable family of categorical distributions
is by assuming a probability distribution P : SK → [0, 1] such as in Section 3.3. The
probability of the most preferred arm in (20) can be obtained in the same spirit as in (9)
by summing over all rankings π ∈ SK in which ai precedes all arms in At\{ai} :

qi|I(At) =
∑

π∈SK :π(j)>π(i) , ∀j∈I(At)\{i}

P(π) , (23)

where π(j) is the rank of aj ∈ At with respect to π (smaller ranks indicate higher preference).
It is worth noting that the Plackett-Luce (PL) model (cf. Section 3.3.2) coincides with the
MNL model in this regard, i.e., if the score parameter θ ∈ RK+ of the PL model is set to
(exp(θ1), . . . , exp(θK))>, then the marginals in (23) of the PL model are equivalent to the
right-hand side of (22).
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6.2.3 The l′ Most Preferred Arms

Another practically relevant type of feedback is an ordered list of l′ ∈ {1, . . . , |At|} arms
involved in the action at time t. Here, it is reasonable to consider the action space Al with
l ≥ l′, or to allow that l′ can vary with each iteration if the action space is A≤l for instance.
Formally, a partial ranking π ∈ SK|I(At) of the form

aπ−1(1) � aπ−1(2) � . . . � aπ−1(l′) � At\{aπ−1(1), aπ−1(2), . . . , aπ−1(l′)}

is observed as the feedback, where SK|I(At) is the set of all permutations restricted to the
set I(At)

23 and π−1(i) is the index of the arm having the ith best rank with respect to π.
The two probabilistic approaches for modeling the feedback generation in the previous

case can here be used in a similar way:

• Probabilistic ranking model — Assuming an underlying probabilistic model for P on
SK , the probability of obtaining π ∈ SK|I(At) is given by∑

π̃∈SK(π,I(At))

P(π̃) ,

where

SK(π, I(At)) =
{
π̃ ∈ SK

∣∣∀i ∈ {2, . . . , l′} : π̃(π−1(i)) > π̃(π−1(i− 1)),

∀j ∈ I(At)\{π−1(1), . . . , π−1(l′)} : π̃(j) > π̃(π−1(l′))
}

is the set of all rankings respecting the order of the arms in At according to π (smaller
ranks indicate higher preference).

• Discrete choice model — By making the assumption of an underlying discrete choice
model (qi|I(A))A∈A,i∈I(A), the probability of observing the partial ranking π ∈ SK|I(At)
is equal to

l′∏
i=1

qπ−1(i)|I(At)\{π−1(1),...,π−1(i−1)} .

In words, the latter probability is equivalent to the process, in which iteratively the
most preferred arm among all “remaining” arms is (stochastically) determined, where
in each iteration, the set of remaining arms is reduced by removing the most preferred
arm of the previous iteration. Note that this is similar to the stagewise generation
process underlying the PL model (cf. Section 3.3.2).

Apparently, if l′ = 1, then the feedback about the l′ most preferred arms and the
feedback about the most preferred arm coincide. Consequently, for l′ > 1, the former type
of feedback is more informative than the latter. However, in general it is not possible to
compare the information content of the feedback about the l′ most preferred arms and the

23. The index set I(At) corresponding to the arms in At has to be used, as SK has been defined as the set
of all permutations on [K] ⊂ N.
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feedback in the form of all pairwise preferences even if l′ = |At|. Although it is true that a
partial ranking occurring in the latter case can be transformed into a sequence of all pairwise
preferences via the technique of rank-breaking (Soufiani et al., 2013), it is an open question
whether this technique introduces a bias for the pairwise preference estimates24. The other
way around, a (noisy) sequence of all pairwise preferences might not be aggregated into a
consensus ranking of all arms involved in At.

6.2.4 Partial Preferences

Finally, the most general type of feedback one may think of is certainly that of a sequence
of partial preferences of the arms involved in the learner’s action at time t, which opposed
to the feedback scenario involving the l′ most preferred arms can now be present in any
form, i.e., a sequence of k-wise preferences with k ∈ {1, . . . , |At|} or combinations of the
latter for different values of k. Once again, an underlying probabilistic model for P on SK
or a discrete choice model can be leveraged in order to specify the probability of observing
such a partial ranking.

6.3 Learning Tasks

The learning tasks considered in multi-dueling bandits are mostly the same as specified in
Section 2.2 for dueling bandits, but in contrast to the latter additionally give rise to the
task of finding the best subset of arms, which can be seen as a generalization of the task of
finding the best arm or finding the top-k arms. Similarly as in the dueling bandits setting,
it is oftentimes not obvious how to define a reasonable notion of a best arm, let alone an
optimal or best subset of arms in the multi-dueling bandits variant. This issue is once
again mainly due to the different types of feedback in the multi-dueling bandits variant,
which may suggest different notions of optimality. In the following, we will only discuss the
notions of best arm, best subset of arms, and reasonable target rankings.

6.3.1 Best Arm and Ranking of Arms

Clearly, if the underlying feedback mechanism allows one to make inference about the un-
derlying preference relation Q, then the most natural way to define the best arm/the target
ranking is to consider the Condorcet winner/total order of the arms, or if its existence is
doubtful to opt for alternative notions of a best arm/target ranking as specified in Section
4.1. This is most obviously the case in the feedback scenario, in which all pairwise prefer-
ences are observed, but can also be the case for other types of feedback as proposed by Saha
and Gopalan (2018) (cf. Section 6.5.4). However, it might be the case that the underlying
feedback mechanism is impractical to make inference about the preference relation Q. Then,
a workaround to establish the notion of a best arm or a reasonable target ranking can be
derived in a similar manner as in Section 3.2 under the assumption of an underlying discrete
choice model, or as in Section 3.3 under the assumption of a probabilistic model P on SK .

Another reasonable possibility to answer the question of optimality of an arm exists if
the feedback mechanism allows inference about the most preferred arm in a subset. In such

24. For the PL model it is known that no bias occurs (cf. Section 6.5.8) due to its independence from
irrelevant alternatives (IIA) property (Alvo and Yu, 2014).
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cases, one can generalize the concepts of a Condorcet winner or (some of) the alternative
notions of best arm in the spirit of Agarwal et al. (2020):

• Generalized Condorcet winner — There exists an arm ai∗ ∈ A such that qi∗|I(A) >
qj|I(A) for any A ∈ A with ai∗ , aj ∈ A. Here, I(A) ⊆ [K] corresponds to the index set
of the arms in A ∈ A. In words, for any subset it is contained in, the arm ai∗ has the
highest probability to be the most preferred arm compared to all other arms in that
subset.

• Generalized Copeland winner — Define the generalized (normalized) Copeland scores
of an arm ai ∈ A by means of

dgen
i

..=
1

|A(i)|
∑

A∈A(i)

I{∀aj ∈ A\{ai} : qi|I(A) > qj|I(A)} ,

where A(i) = {A ∈ A : ai ∈ A} is the subfamily of sets in A, which contain ai. Each
arm with highest generalized Copeland score is called a generalized Copeland winner.

• Generalized Borda winner — Define the generalized sum of expectations or generalized
Borda scores by

qgen
i =

1

|A(i)|
∑

A∈A(i)

qi|I(A) .

Each arm with highest generalized Borda score is called a generalized Borda winner.

It is easy to check that if the action space corresponds to the action space of the basic duel-
ing bandits setting (i.e., A+

≤2), all these generalized notions coincide with the corresponding
dueling bandits variant, because qi|I(A) = qi,j if A = {ai, aj}. However, the major drawback
of these generalized concepts is the combinatorial challenge involved in checking the neces-
sary conditions, respectively. Moreover, the drawbacks of the underlying basic variants are
still preserved in the sense that the generalized Condorcet winner may not exist and the
generalized Copeland/Borda winner may not be unique, but if the generalized Condorcet
winner exists, then there is only one generalized Copeland winner, namely the generalized
Condorcet winner itself25. Nevertheless, the generalized Borda winner can still differ from
the generalized Condorcet winner in case it exists, and may still not be unique.

Finally, it is straightforward to define the notions of a generalized Copeland/Borda
ranking using the generalized Copeland/Borda scores similarly as in Section 4.1. The nat-
ural ranking in the spirit of Section 2.2.2 is to consider ai to be ranked lower than aj if
qi|I(A) > qj|I(A) for any A ∈ A with ai, aj ∈ A. Once again, such a ranking may not exist
in general, while the generalized Copeland/Borda ranking always exists and agrees/might
disagree with the former if it exists25. Assuming a RUM for the underlying feedback mech-
anism, one obtains a natural ranking by sorting the latent utilities, while under the assump-
tion of an underlying probabilistic model for P on SK , the target ranking can be defined as
in Section 3.3 via the mode of the distribution.

25. This holds for all action spaces listed in Section 6.1.
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6.3.2 Best Subset of Arms

In the case of A = Al, it is of special interest to define a notion of a best subset of arms. In
fact, in this scenario it is quite natural to recommend an optimal action Al, which in turn
is exactly a subset in A of size l. For this purpose, the notions of reasonable rankings in the
previous section can be used in a straightforward way to establish the notion of an optimal
subset of arms by setting it equal to the top-l arms according to the corresponding ranking.

However, under the assumption of a RUM with latent utilities θ = (θ1, . . . , θK)> ∈ RK+
for the feedback mechanism, it is also sensible to define the expected utility of an action
A ∈ A by

Uθ(A) =
∑
ai∈A

θi · qi|I(A) , (24)

where the occurring probabilities above depend on θ as well, see (21). In this way, one may
also define the best subset(s) of arms by A∗ ∈ argmaxA∈A Uθ(A), i.e., the action(s) with
the maximum achievable expected utility. It is worth noting that this best subset is not
necessarily composed of the arms with highest utility (cf. Section 6.5.6).

6.4 Performance Measures

Quite unsurprisingly, the performance measures of interest are essentially the same as in
Section 2.3, i.e., sample complexity for (ε, δ)-PAC learning scenarios and cumulative regret
for regret minimization tasks. However, the generality of the multi-dueling bandits allows
one to define a reasonable regret per time in an even greater variety. By now, three variants
have been considered in the literature for defining the regret per time. These variants shall
be reviewed in the following, where we again denote by At ∈ A the action used in time t.

• Generalized averaged regret — If the feedback mechanism allows inference about the
pairwise preferences, then this regret is the straightforward extension of the average
regret used in (2), i.e.,

rgen
t,avg

..=

∑
aj∈At ∆i∗,j

|At|
,

where i∗ is the target arm, e.g., the Condorcet winner assuming it exists. Under the
assumption of an underlying RUM with latent utilities θ = (θ1, . . . , θK)> ∈ RK+ for
the feedback mechanism, another variant of the generalized averaged regret can be
defined quite naturally based on the latent utilities:

rgen
t,avg(θ)

..=

∑
aj∈At(θi∗ − θj)
|At|

,

where i∗ is the index of the arm with the highest utility. The notions of weak and
strong regret per time can be generalized in a straightforward way. Similarly as in
the dueling bandits case, the generalized averaged regret is only zero if the action in
time t is the singleton set {ai∗} corresponding to a full commitment to this arm.
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• Regret by shortfall of preference probabilities — If the feedback mechanism allows
inference about the probability that an arm is the most preferred among a subset of
arms, then one can consider the cumulated shortfall of the probabilities of all arms in
At to be the most preferred one if the target arm is also present. Formally,

rt,sh ..=
∑
aj∈At

qi∗|At∪{ai∗} − qj|At∪{ai∗} ,

where i∗ is the target arm, e.g., the (generalized) Condorcet winner assuming it exists.

• Expected-utility regret — Recalling the expected utility of an action At in (24), the
expected-utility regret in time t is then defined as

rt,θ = max
A∈A

Uθ(A)− Uθ(At).

In words, the difference between the maximum achievable expected utility and the
expected utility of the used action.

Finally, it is worth noting that although the feedback in the form of the most preferred
arm in the multi-dueling bandits is seemingly more informative than the one in the dueling
bandits, there are a couple of “negative” results in the sense that this seemingly larger
amount of information does not necessarily lead to a theoretical improvement (in order
sense) of the underlying performance measure for the same target. For instance, Ren et al.
(2019) show that if A = Al and the feedback is the most preferred arm for each action,
then the lower bound on the sample complexity of every algorithm to return the actual
total order of the arms (assuming its existence) with confidence 1− δ is the same as for the
dueling bandits problem (cf. Section 3.1.21). Other results in this spirit will be discussed in
the following section. However, if the feedback corresponds to the l′ most preferred arms,
the theoretical guarantees are indeed improving with the value of l′.

6.5 Algorithmic Approaches

In the following, we provide an overview of existing methods for the generalized PB-MAB
problem. For reasons of clarity, we summarize all approaches in Tables 8 and 9, maintaining
the conceptional structure used in the previous sections.

6.5.1 Multileaving

In the general scenario of the online learning-to-rank problem, it is assumed that there
exists some set of objects such as web pages and a (possibly infinite) pool of possible
ranking models (or rankers) producing a ranked list of the objects, which can be displayed
to users. The goal is to find the best ranking model by learning from preference feedback
produced by the users. The online learning-to-rank problem can be cast quite naturally as
a PB-MAB problem by considering the ranking models as arms. The pairwise preference
feedback of two arms as in the dueling bandits problem is then usually the result of an
interleaving method (Radlinski et al., 2008), which allows one to infer a preference between
the two ranking models. Roughly speaking, this is achieved by interleaving the suggested
lists of objects, presenting them to a user, and monitoring which object is chosen by a user.
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Algorithm Algorithm
class

Action space, feed-
back and further as-
sumptions

Target(s) and
goal(s) of learner

Theoretical guaran-
tee(s)

Multileaving
(Section 6.5.1)

Online
optimization-
based

Al; Partial rankings;
No further explicit as-
sumptions

Satisfactory ex-
perimental perfor-
mance

No theoretical guarantees

Multi-Dueling
Bandit
(Section 6.5.2)

Generalization
(UCB)

Afull; All pairwise pref-
erences; Existence of a
Condorcet winner

Expected regret
minimization with
generalized average
regret

No theoretical guarantees

SelfSparring
(Section 6.5.3)

Reduction-
based

A≤l; Partial rankings;
Total order of arms and
approximate linearity

Expected regret
minimization with
generalized average
regret

Asymptotically no-regret

Battling-
Doubler
(Section 6.5.4)

Reduction-
based

A≤l; Most preferred
arm; Linear pairwise
subset choice model

Expected regret
minimization with
generalized average
regret

Finite arms:
O
(

lK log2 T
minj 6=i∗ ∆i∗,j

)
resp.

O
(
l
√
K T log3(T )

)
Infinite arms:
O
(

ld2 log4 T
mina6=a∗ ∆a∗,a

)
Battling-
MulitSBM
(Section 6.5.4)

Reduction-
based

A≤l; Most preferred
arm; Linear pairwise
subset choice model

Expected regret
minimization with
generalized average
regret

O
(

lK log T
minj 6=i∗ ∆i∗,j

)

Battling-Duel
(Section 6.5.4)

Reduction-
based

A+
≤2; Most preferred

arm; Pairwise subset
choice model

Expected regret
minimization with
generalized average
regret

Same as the used black-box
dueling bandit algorithm

MaxMin-UCB
(Section 6.5.5)

Generalization
(UCB)

A≤l &Al′ ; l′ most pre-
ferred arms; Underly-
ing MNL model

Regret minimiza-
tion with
1. Gen. avg. regret
2. Gen. average
top-l′ regret

1. See (26)
2. See (27)

Thresholding-
Random-
Confidence-
Bound
(Section 6.5.6)

Generalization
(UCB)

Al; Most preferred
arm; Underlying MNL
model

Expected regret
minimization with
expected-utility
regret

O(
√
KT log(T ))

Confidence-
Bound-Racing
(Section 6.5.6)

Generalization
(Racing)

Afull; Most preferred
arm; Underlying MNL
model

Expected regret
minimization with
expected-utility
regret

O(
∑
i 6=i∗

log(T )

(θi∗−θi)2
)

Winner Beats
All
(Section 6.5.7)

Challenge A+
≤l; Most preferred

arm; Existence of a
generalized Condorcet
winner

Expected regret
minimization with
regret by shortfall

O
(
K log(T )

∆2
GCW

)
MNL Model: O

(
K log(T )
θi∗−θi

)

Table 8: Approaches for the multi-dueling bandits problem for regret minimization tasks.
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Algorithm Algorithm
class

Action space, feed-
back and further
assumptions

Target(s) and
goal(s) of learner

Theoretical guaran-
tee(s)

Trace-the-best
(Section 6.5.8)

Challenge Al; l′ most preferred
arms; MNL model

(ε, δ)-PAC setting
for finding best
arm

O
(
K
l′ ε2

log K
δ

)
Divide-and-
Battle
(Section 6.5.8)

Tournament Al; l′ most preferred
arms; MNL model

(ε, δ)-PAC setting
for finding best
arm

O
(
K
l′ ε2

log l
δ

)
or (28)

Halving-Battle
(Section 6.5.8)

Tournament,
Gener-
alization
(Successive-
Elimination)

A≤l; Most preferred
arm; MNL model

(ε, δ)-PAC setting
for finding best
arm

O
(
K
ε2

log 1
δ

)

PAC-Wrapper
(Section 6.5.8)

Tournament Al; l′ most preferred
arms; MNL model

(ε, δ)-PAC setting
for finding best
arm

See (29)

Uniform-
Allocation
(Section 6.5.8)

Tournament,
Gener-
alization
(Successive-
Elimination)

Al; l′ most preferred
arms; MNL model

Small error of prob-
ability for finding
best arm with fixed
budget B for total
number of actions

O
(

logn exp
(
l′B∆min(θ)
K+l log(l)

))
∆min(θ) = mini6=i∗ θi∗ − θi

Sequential-
Pairwise-Battle
(Section 6.5.9)

Tournament Al; l′ most preferred
arms; IID-RUM

(ε, δ)-PAC setting
for finding ranking
of arms

O
(

K
l′ C2

RUM ε2
log l

δ

)
Beat-the-Pivot
(Section 6.5.10)

Challenge Al; l′ most preferred
arms; MNL model

(ε, δ)-PAC setting
for finding ranking
of arms

O
(
K
l′ ε2

log K
δ

)
Score-and-Rank
(Section 6.5.10)

Challenge Al; Most preferred
arm; MNL model

(ε, δ)-PAC setting
for finding ranking
of arms

O
(
K
ε2

log K
δ

)
AlgPairwise &
AlgMulti-wise
(Section 6.5.11)

Tournament A≤l; Most preferred
arm; MNL model

Exact sample com-
plexity for finding
top-k ranking

See (30)

Table 9: Approaches for the multi-dueling bandits problem for (ε, δ)-PAC learning.
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As a matter of fact, the first work on dueling bandits by Yue and Joachims (2009) is also
strongly motivated by online learning-to-rank problems.

The multi-dueling bandits counterparts of the interleaving methods are the multileaving
methods (Schuth et al., 2014, 2015), which extend interleaving methods by allowing to
incorporate more than two ranking models at a time, and even more general feedback
coming from the user. Based on such multileaving methods, Schuth et al. (2016) propose the
Multileave Gradient Descent (MGD) algorithm, which extends DBGD (cf. Section 3.2.1)
by first using multiple random directions for the multiwise comparison with the current
point, representing the current best ranker, and modifying the update of the current point
accordingly to the more general user feedback. To this end, two variants of MGD are
suggested, which differ in the way the observed preferences are used for the update: MGD
winner takes all (MGD-W) and MGD mean winner (MGD-M). In MGD-W, the current
point is updated by sampling uniformly at random one of the directions that were preferred
over the current point, and move into this direction with a certain step size. This is basically
the straightforward extension of DBGD. The MGD-M algorithm updates the current point
by moving into the “mean” direction, i.e., the mean of all directions that were preferred
over the current point, again with a pre-specified step size. Oosterhuis et al. (2016) consider
the MGD-M algorithm as well, but replace the used multileaving method by Schuth et al.
(2016), team draft multileaving, by an extension of the probabilistic interleave method
(Hofmann et al., 2011).

Another attempt to improve the practical performance of the DBGD algorithm by
means of multileaving methods is suggested by Zhao and King (2016). They construct the
Dual-Point Dueling Bandit Gradient Descent (DP-DBGD) algorithm and the Multi-Point
Deterministic Gradient Descent (MP-DGD) algorithm, which, similar to MGD, both take
multiple directions within one time step into account, but are focused on reducing variances
in the underlying gradient approximation of DBGD. For this purpose, DP-DBGD uses
two opposite stochastic directions from the current point for the exploration, instead of
only one as in DBGD, while exploration in MP-DGD is carried out by using all points
lying on the directions determined by the (non-random) standard unit basis vectors with
a specific distance from the current point. The update for DP-DBGD corresponds to
the winner takes all strategy as in MGD-W, while MP-DGD updates the current point
successively into the directions based on the standard unit basis vectors (with a certain step
size), which were preferred over the current point. Both algorithms are combined with the
proposed multileaving method Contextual Interleaving, which takes previous results from
the conducted explorations into account to compose the final interleaved list of objects.

As all these algorithms are highly motivated from a practical perspective, they are thor-
oughly analyzed in various experiments on data sets from the field of information retrieval.
Needless to say, all approaches perform superior compared to DBGD in terms of common
metrics such as Normalized Discounted Cumulative Gain (NDCG). However, theoretical
analyses like for DBGD are not provided for these approaches.

Last nut not least, Pereira et al. (2019) propose the Counterfactual Dueling Bandits
(CDB) algorithm inspired by the specific task of music recommendation, where the objects
of interest correspond to songs, which can be recommended to a user. However, in their
setting the user obtains at each time step only one recommended song instead of a mul-
tileaved list of songs, which results in a binary feedback, i.e., whether the recommended
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song is played until the end or whether it is skipped. Moreover, the recommended song
is solely determined by the current point (current ranking model) and a set of candidate
songs generated by some retrieval function, but the conceptional idea for updating the cur-
rent point before the recommendation is made reveals some similarities to the multi-dueling
approach as in MGD. More specifically, CDB compares the current point with multiple
random directions (exploratory ranking models) based on rewards, which are estimated in
a counterfactual manner by considering the rank assigned by the corresponding ranking
model to the previously recommended song, and updates the current point successively into
the directions (with a specific step size) having a higher estimated reward than the reward
of the current point, which is based on the observed binary feedback.

6.5.2 Multi-Dueling

Also inspired by online learning-to-rank problems, Brost et al. (2016) consider the multi-
dueling bandits problem with feedback in the form of all pairwise preferences (cf. Section
6.2.1) and the possibility to choose all possible (non-empty) subsets of arms as actions for the
learner. Under the assumption that the underlying preference relation Q has a Condorcet
winner, the multi-dueling bandits algorithm (MDB) is proposed, which, based on two
types of upper confidence estimates for each pairwise preference probability, maintains a
set of optimistic Condorcet winners in the spirit of RUCB, respectively. Here, one of the
types is more conservative than the other by means of a multiplicative factor. In case the
set of Condorcet winners based on the non-conservative upper confidence estimates is a
singleton set, the MDB makes a full commitment to the corresponding arm, and otherwise
composes the subset for its action by all arms within the set of Condorcet winners based
on the conservative upper confidence estimates. The key idea underlying the usage of the
conservative upper confidence estimates is to boost exploration, which in turn should lead
to a quick exploitation by means of the non-conservative upper confidence estimates.

It is shown that the algorithm performs well in empirical experiments, if the performance
measure is the cumulative regret with the generalized averaged regret for the regret per time.
However, the authors do not provide any theoretical guarantees for MDB.

6.5.3 SelfSparring

Allowing the learner to choose a subset of size at most l as its action and assuming feedback
in the form of some (though not necessarily all) pairwise preferences of the arms involved
in the comparison, Sui et al. (2017b) investigate the multi-dueling bandits problem in two
settings: A finite arm scenario with an existing total order of arms and another scenario
based on a Gaussian process modeling of the preference probabilities allowing an infinite
number of arms. Inspired by the idea of the sparring approach of Ailon et al. (2014b) (cf.
Section 5.1), the authors propose the SelfSparring framework, in which l value-based
MAB algorithms are used to control the choice of each of the l arms to be drawn in each
iteration. For both scenarios, i.e., the utility-based and the one based on Gaussian process,
an instantiation using l many Thompson Sampling instances of SelfSparring is suggested:
IndSelfSparring and KernelSelfSparring.

In IndSelfSparring, the underlying Thompson sampling algorithms use independent
Beta prior and posterior distributions for the arm choice mechanism. Under the assumption
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of approximate linearity26 they show that the algorithm converges to the optimal arm with
asymptotically optimal no-regret rate of O(K ln(T )/∆), where the regret is the generalized
average regret, up to a constant, and ∆ is the calibrated pairwise preference between the
best two arms.

The key idea underlying the design of KernelSelfSparring is that u(a) = P(a � a∗),
where a∗ is the best arm, corresponds to a sample of a Gaussian process GP (µ(a), k(a, a′))
with unknown mean function µ : S → [0, 1] and some appropriate unknown covariance
function k : S × S → R, which needs to be positive semidefinite. Due to the covariance
function, it is possible to allow dependencies among the arms in contrast to the previous sce-
nario considered for IndSelfSparring. On account of the Gaussian process modeling, the
underlying Thompson sampling algorithms of KernelSelfSparring are using Gaussian
process priors and posteriors for the arm choice mechanism.

6.5.4 Battling Bandits

Picking up the dueling bandits metaphor, Saha and Gopalan (2018) refer to the scenario
of receiving feedback in the form of the most preferred arm in a multi-dueling bandits
setting as the battling bandits. They introduce the pairwise-subset choice model, which is a
probabilistic choice model based on the preference relation Q for the considered feedback
mechanism. In particular, they assume that the probability that an arm ai is the most
preferred among a subset of arms A ⊂ A with |A| = l and ai ∈ A is

P(ai |A) =
∑

j 6=i:aj∈A

2 qi,j
l(l − 1)

. (25)

They first propose two algorithms, Battling-Doubler and Battling-MultiSBM, which
are generalizations of Doubler and MultiSBM for the dueling bandits case (cf. Section
3.2.3). Further, a third algorithm, Battling-Duel, is suggested, using some dueling ban-
dits algorithm as a black-box in the following way. In each round, the black-box dueling
bandits algorithm suggests a pair of arms (ai(t), aj(t)) for the duel, which is then used to
define the set At for the battle by replicating ai(t) resp. aj(t) for bl/2c resp. dl/2e or dl/2e
resp. bl/2c times, each with equal probability. With this, the received feedback is either
the information that ai(t) is preferred over aj(t) or vice versa, so that this feedback can be
propagated to the black-box dueling bandits algorithm. As a consequence, the underlying
action space of Battling-Duel is in fact the same as in the dueling bandits problem, while
Battling-Doubler and Battling-MultiSBM consider the action space A≤l.

For the theoretical analysis, the authors assume the existence of a Condorcet winner for
Q and consider the generalized average regret. Under these assumptions and any probability
model (25), they show that the Battling-Duel algorithm has the same bound (up to a
multiplicative constant) on its expected regret as the underlying black-box dueling bandits
algorithm for the cumulative regret in (2). More interestingly, they show that the lower
bound under these assumptions is of the same order as in the dueling bandits case and
does not decrease with the size of compared arms. This confirms that, from a theoretical

26. This is a generalization of the linear utility-based setting of Ailon et al. (2014b), where for any triplet of
arms such that ai � aj � ak and some constant γ > 0, it holds that ∆i,j −∆j,k ≥ γ∆i,k.
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point of view, there is no advantage in comparing subsets of more than two arms for such
pairwise-subset choice models if feedback is given in the form of the most preferred arm.

For Battling-Doubler and Battling-MultiSBM, respectively, gap-dependent as
well as gap-independent upper bounds on the expected regret are proved under the addi-
tional assumption that the pairwise probabilities are given by (5) for the linear link function.
However, all these bounds exhibit a leading multiplicative term l (see Table 8) and, conse-
quently, are not optimal with respect to their dependency on l.

6.5.5 MaxMin-UCB

Saha and Gopalan (2019b) assume a PL model with utility parameter θ (cf. Section 3.3.2)
for the generation of the feedback in the form of the l′ most preferred arms if the action space
is A≤l, where l′ is some non-negative integer strictly smaller than l. Under this assumption,
the method of rank-breaking (Soufiani et al., 2014), in which a ranking is decomposed into
all possible pairwise preference relations coherent with the ranking, does not introduce any
bias in the empirical estimation of the pairwise preference probabilities. This is due to the
independence from irrelevant alternatives (IIA) property of the PL model (cf. Alvo and Yu
(2014)).

They suggest the MaxMin-UCB algorithm, which is essentially a generalization of the
RUCB algorithm (cf. Section 3.1.3) using only subsets of sizes l′+1 or 1 (full commitment to
one arm) for its actions. More specifically, MaxMin-UCB maintains also a set of optimistic
Condorcet winners27 based on the upper confidence estimates of the pairwise preference
probabilities extracted by the rank-breaking method and composes the subset of size l′ + 1
by first choosing one potential optimistic Condorcet winner and then iteratively adding
an arm to the subset until the subset has a size of l′ + 1. Here, the added arm in one
iteration corresponds to the overall worst competitor regarding all previously added arms
based on the upper confidence estimates. In case the set of optimistic Condorcet winners
is a singleton set, the algorithm makes a full commitment to this arm, i.e., chooses this
singleton set as its action subset. It is shown that MaxMin-UCB has a regret bound both
with high probability and in expectation of order

O

 log T

l′
max
i 6=i∗

1

∆2
i (θ)

∑
i 6=i∗

∆i(θ)

 , (26)

if the regret per time is measured by the generalized average regret with latent utilities.
Here, ∆i(θ) = θi∗ − θi denotes the difference between the utilities of the arm ai∗ with the
largest utility and arm ai. To complement the theoretical analysis, an asymptotic lower
bound of order

Ω

(
K log(T )

l′ mini 6=i∗ ∆i(θ)

)
is shown.

Under the same assumptions as above, but with the action space Al′ , the authors then
investigate the task of minimizing the (cumulative) generalized top-l′ regret, where the

27. The Condorcet winner exists due to the PL model.
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regret per time for using action At is measured by means of

rl
′

t,avg(θ)
..=

∑l′

i=1 θ(i) −
∑

aj∈At θj

|At|
,

with θ(1) ≥ θ(2) ≥ . . . ≥ θ(K). For this purpose, they suggest the Rec-MaxMin-UCB
algorithm, which differs from MaxMin-UCB as it now chooses a subset of size l′ for its
action, but also makes use of the iterative subset construction based on the upper confidence
estimates in order to compose the subset of the allegedly top-l′ arms. This algorithm has a
generalized top-l′ regret bound both with high probability and in expectation of order

O

 log T

l′

K∑
i≥l′+1

∆(l′),(i)(θ)

minj∈[l′−1](q(l′),(j) − q(i),(j))2

 , (27)

where q(i),(j) corresponds to the (i, j)th entry of the permuted preference relation matrix Q
such that the kth row corresponds to the pairwise preference probabilities of the arm with
the kth largest utility. The authors also provide an asymptotic lower bound of order

Ω

(
(K − l′) log(T )

l′ (θ(l′) − θ(l′+1))

)
,

and show that Rec-MaxMin-UCB is asymptotically optimal with respect to l′,K and T.

Finally, the authors show that regret by shortfall of preference probabilities (cf. Section
6.4) and the theoretically analyzed generalized average regret are equivalent up to constants
if the components of the PL model parameters are elements of a compact interval.

6.5.6 Preselection Bandits

Interpreting the action within a multi-dueling bandits problem as a preselection for a user,
who in turn chooses an arm from this subset, Bengs and Hüllermeier (2020) introduce the
notion of preselection bandits, along with the question what a good preselection of arms
should look like. To this end, they assume feedback in the form of the most preferred arm,
latent utilities θi > 0 for each arm ai, and introduce the expected utility in (24) to assess
the value of a preselection. They further restrict the analysis to the PL model (cf. Section
3.3.2) and model the utility parameters of the form θi = vγi in order to incorporate the
degree of preciseness of a user via the parameter γ > 0.

For the case A = Al, it is shown that the optimal preselection (i.e., actions in A)
does not necessarily consist of the arms with highest latent utilities. Instead, it is com-
posed of top and worst arms, while the arm with highest utility is always in the optimal
preselection. They propose the Thresholded-Random-Confidence-Bound (TRCB)
algorithm, which maintains estimates of the relative utility parameters θi/θj for distinct
i, j ∈ [K] as well as confidence bounds on the latter ratios, and uses the preselection (sub-
set of arms) having the largest expected utility for randomly sampled values within the
(trimmed) confidence intervals of the ratios θi/θj . It is shown that the algorithm has an
expected-utility regret bound of O(

√
KT log(T )), which is nearly optimal as they derive

a lower bound of Ω(
√
KT ) if l ≤ K/4. Interestingly, the cardinality l of the preselections
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does not play a role in these bounds, although the action space has complexity Θ(K l),
suggesting that the computation of the optimal preselection with maximal expected utility
involves a seemingly difficult combinatorial task. However, as shown by the authors, one
can derive structural properties on the expected utility that considerably facilitate the latter
optimization problem.

For the case A = Afull, where the optimal preselection (i.e., actions in A) is obviously
the singleton set consisting of the arm with highest utility, they suggest the Confidence-
Bound-Racing (CBR) algorithm. CBR keeps track of the pairwise preference probability
estimates, which are unbiased thanks to the appealing properties of the PL model, and
composes the preselections in each iteration by a random process as follows. First, the arm
with the highest empirical wins is selected as the current leader and an arm is randomly
included into the preselection based on the share of its confidence interval on its pairwise
preference probability of being preferred over the current leader above 1/2. The larger the
share, the higher the chance of being included, while an arm is excluded from consideration
once the entire confidence interval is below 1/2. This algorithm enjoys a bound on its

expected-utility regret of O(
∑

i 6=i∗
log(T )

(θi∗−θi)2 ), where i∗ denotes the index of the arm with

the highest utility. Both a worst-case lower bound of Ω(
√
T ) and an asymptotic problem-

dependent lower bound of Ω(K log(T )) are shown for this problem scenario.

6.5.7 Choice Bandits

Agarwal et al. (2020) consider the multi-dueling setting, where the learner is allowed to
choose any non-empty subset of arms of size up to l ≤ K and is provided with the feedback
of the most preferred arm among the chosen subset. The authors assume the existence of
a generalized Condorcet winner and suggest the Winner Beats All (WBA) algorithm,
which proceeds in rounds and revolves around finding a suitable champion arm, which
ideally should be the generalized Condorcet winner, and quite naturally should be involved
in any chosen action subset. To this end, WBA maintains a round-dependent set of possible
challengers and chooses in each iteration within each round the champion arm as the one
being empirically preferred over the maximum number of challenger arms, which have not
been used in the current round. In particular, the champion arm can change several times
within one round. The action subset in each iteration within one round is then composed
of the current champion arm and an arbitrary subset of size up to l − 1 of the possible
challengers, which have not been used in the current round (possibly also adding already
used challenger arms if the set is small). Once all possible challengers have been used in
one round, WBA computes the set of potential challengers for the next round by

{ai ∈ A | ∃A ⊂ A : Iai(t, A) ≥ log(t) + f(K, |A|)} ,

where f is some appropriately chosen non-negative function, and the empirical divergence
Iai(t, A) of an arm ai at time t for a subset A ⊂ A (similarly as RMED in Section 3.1.7) is
defined by

Iai(t, A) =
∑

{aj∈A: q̂ t
i,j|j≤1/2}

nti,j|j KL(q̂ ti,j|j , 1/2) .
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Here, q̂ ti,j|j and nti,j|j differ from q̂ ti,j and nti,j by conditioning on the event that j was the

current champion while a preference of the form ai � At\{ai} with aj ∈ At was observed,
in order to compute the respective quantities.

The motivation of using the latter pairwise preference estimates is that unlike in the case
of an underlying PL model (or MNL model) the pairwise estimates q̂ ti,j might be biased,
but q̂ ti∗,j|j are concentrating around a suitable term which is larger than 1/2 if i∗ is the
generalized Condorcet winner. As a consequence, the current champion chosen in the above
way will quickly become the generalized Condorcet winner and the set of possible challengers
will reduce quickly as well. Equipped with this concentration result, the authors show an

expected regret bound for WBA of orderO
(
K log(T )
∆2

GCW

)
+O

(
K2 log(K)

∆2
GCW

)
, where ∆GCW is some

complexity parameter for the most-preferred-arm probabilities in (20) under the assumption
of an existing generalized Condorcet winner, and the regret is measured by the shortfall of
preference probabilities regret. In the case of an MNL model with utility parameter θ, the

expected regret bound can be refined to O
(
K log(T )

∆i(θ)

)
+ O

(
K2 log(K)

mini6=i∗ ∆2
i (θ)

)
, where ∆i(θ) is

as in Section 6.5.5. For their learning scenario, the authors also show an asymptotic lower

bound (for any consistent learner) of order Ω
(
K log(T )
∆GCW

)
, which corresponds to Ω

(
K log(T )

∆i(θ)

)
in the case of the MNL model, so that WBA is order optimal for the MNL model.

6.5.8 Nearly Best Arm of Plackett-Luce Model

Again assuming a PL model and allowing the learner to choose actions in Al, whereupon the
most preferred arm is returned as the feedback, Saha and Gopalan (2019c) analyze the (ε, δ)-
PAC learning setting of finding the best arm. More specifically, if θi ∈ R+ is the (latent)
utility of arm ai according to the PL model, then one seeks to find an arm ai such that
∆i∗,i > −ε for some ε ∈ (0, 1/2) with probability at least 1− δ , where i∗ ∈ argmaxi∈[K] θi.

The authors propose two algorithms for this learning scenario. The first one, Trace-
the-best, is a rather typical challenge algorithm, which generalizes the idea of Inter-
leaved Filtering (cf. Section 3.1.1) by breaking the most preferred arm feedback into
pairwise winner feedback, i.e., the overall most preferred arm is preferred in a direct com-
parison with each arm involved in the action subset. In each challenge round, the action
subset is composed of the current champion and a randomly chosen (l − 1)-sized subset of
active arms (possibly adding non-active arms), and this action subset is chosen for a specific
number of iterations depending on the approximation quality ε and the confidence level δ.
At the end of the round, the current champion is replaced if and only if there is an arm
being empirically preferred over the former by a margin ε/2. All arms except the possibly
replaced champion of the subset become non-active, and Trace-the-best proceeds with
the above sampling procedure until only one arm remains active.

The second one, Divide-and-Battle, is a tournament-based algorithm that first di-
vides the set of arms into subsets of size l, and each subset is successively used as the action
for a specific number of times (depending on ε and δ). Then, all arms within one subset are
eliminated except for the arm having the largest number of wins, and Divide-and-Battle
proceeds in the same manner as for the first step on the remaining active arms until only a
single active arm is left.
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Trace-the-best enjoys a sample complexity of order O
(
K
ε2

log K
δ

)
to return an ε-

best arm with probability at least 1 − δ, while Divide-and-Battle improves upon the
logarithmic term revealing a sample complexity of order O

(
K
ε2

log l
δ

)
. It is shown that these

bounds are optimal up to the logarithmic term, respectively, as the authors prove that in
this learning scenario the lower bound on the sample complexity is the same as for the
dueling bandits scenario (cf. Section 3.1.11 and Section 3.1.12). Thus, similarly as for the
regret minimization scenarios considered before, the possibility of comparing more than two
arms at the same time does not result in a better theoretical performance for feedback in
the form of the most preferred arm.

However, the authors also consider the more general feedback scenario of obtaining the
l′ most preferred arms in each time step. For this kind of feedback, they provide a lower
bound of order Ω

(
K
l′ε2 log 1

δ

)
for the sample complexity, showing that the learning task is

facilitated thanks to the more informative feedback similarly as in the regret minimization
scenario in Section 6.5.5. To this end, they extend their algorithms Trace-the-best and
Divide-and-Battle for this kind of feedback by using the rank-breaking method and
adapting the lengths of the rounds appropriately. Also, Divide-and-Battle is modified
by means of its arm elimination strategy after a round: If there is an arm that is empirically
preferred over each arm (in a direct pairwise comparison) in its corresponding subset by an
ε-dependent margin, then this arm proceeds to the next round and all others are eliminated,
while if there is no such arm, then a randomly chosen arm proceeds.

Finally, if the action space is A≤l and the learner again observes feedback in the form
of the most preferred arm, the authors propose Halving-Battle, which is a tournament-
based algorithm sharing similarities with the beat-the-mean algorithm (cf. Section 3.1.2).
The set of arms is divided into groups of size l and each group is compared for a specific
number of times. Subsequently, all arms that have won less times than the empirical
median of the number of wins of arms inside the group are discarded, while the other ones
are maintained. Once again this procedure is repeated until only a single arm is left, which
is likely to be an ε-best arm, due to its high chance of having a higher win count than
the empirical group median. It is shown that Halving-Battle has a sample complexity
of order O

(
K
ε2

log 1
δ

)
, and therefore improves upon Trace-the-best and Divide-and-

Battle for the same feedback, but also has a more flexible action space.
In a subsequent work, Saha and Gopalan (2020a) propose an enhanced variant of

Divide-and-Battle, which differs in the way how the lengths of each round are defined:
While Divide-and-Battle ignores the overall utility of a subset and simply uses each
subset a fixed number of times for its action (up to adjustments of δ and ε), the enhanced
version first estimates the overall utility of a subset via a subroutine and then adapts the
length of a round accordingly to the estimated overall utility of the action subset of that
round. This results in a refined instance-dependent bound on the sample complexity of
order

O
(
K maxA∈Al

∑
ai∈A θi

l
max

{
1,

1

l′ε2

}
log

l

δ

)
. (28)

This enhanced variant is then combined with the sampling procedure of the algorithms
discussed below in Section 6.5.10 to an epoch-based tournament algorithm called PAC-
Wrapper. In each epoch, first the enhanced Divide-and-Battle algorithm is used to
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find a good anchor arm. Then, the set of all non-eliminated arms except the anchor arm is
divided into subsets of size l− 1, merged with the anchor arm, and thereafter each of these
subsets is successively used as the action subset for a particular number of times based on
the epoch. At the end of an epoch, i.e., after all subsets have been used the epoch-specific
number of times, all arms within one subset, which are empirically not preferred over the
anchor arm up to some ε-dependent margin, are eliminated, and the next epoch is started
until only one arm remains.

By adapting the epoch-wise approximation qualities and confidence levels appropriately,
as well as using the estimation of the overall utility of an action subset, it is shown that
PAC-Wrapper is an (ε, δ)-PAC learner with sample complexity of order

O

maxA∈Al
∑

ai∈A θi

l

∑
i 6=i∗

max

{
1,

1

l′max{∆2
i (θ), ε

2}

}
log

l

δ

(
log

1

max{∆i(θ), ε}

) ,

(29)

where ∆i(θ) is as in Section 6.5.5. Moreover, it is shown that PAC-Wrapper returns the
arm with largest latent utility with probability at least 1 − δ with a sample complexity as
in (29) for ε set to 0. Further, a lower bound of order

Ω

max

1

l′

∑
i 6=i∗

θiθi∗

∆2
i (θ)

,
K

l
log(1/δ)




for this learning scenario is derived, showing that PAC-Wrapper has a nearly optimal
sample complexity.

Finally, the authors also consider the learning scenario in which the learner has only
a limited budget available for the total number of its actions. Such learning scenarios
have been considered in the MAB problem (Audibert et al., 2010), but have not received
much attention in the PB-MAB problem yet. For this problem scenario, they propose the
Uniform-Allocation algorithm, which is conceptionally similar to Halving-Battle,
but adapts the lengths of each round with respect to the available budget, and also incor-
porates that the action space is Al as well as that feedback is provided in the form of the l′

most preferred arms. The following bound on its probability of error for returning the best
arm is shown:

O
(

log n exp

(
l′B∆min(θ)

K + l log(l)

))
,

where ∆min(θ) = mini 6=i∗ ∆i(θ) and B is the available budget. However, the authors also

derive a lower bound of Ω(exp(−2l′BH(θ))), where H(θ) =
(∑

i 6=i∗
θ2
i

∆2
i (θ)

)−1
is a complexity

parameter of the underlying PL problem instance, showing that there is a gap between the
error bound of Uniform-Allocation and the derived lower bound.

6.5.9 Nearly Best Arm of RUMs

Considering the same learning scenario as in Saha and Gopalan (2019c), but relaxing the
PL model assumption28 to a more general RUM assumption with identically distributed

28. The discussion below (23) justifies to speak of a relaxation.
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noise variables (IID-RUM), Saha and Gopalan (2020b) analyze the Divide-and-Battle
algorithm under the name Sequential-Pairwise-Battle. To this end, they introduce
the notion of minimum advantage ratio (Min-AR) of an arm ai over an arm aj , which is
defined as

min
A∈Al: ai,aj∈A

qi|I(A)

qj|I(A)
.

By showing a lower bound on the Min-AR for any IID-RUM, the authors derive a condition
under which the use of the rank-breaking method, for updating the pairwise preference
estimates after receiving feedback in the form of the l′ most preferred arms, can still lead
to appropriate estimates in the sense that it is still possible to infer which arm has the
larger utility parameter. More specifically, if for any pair of arms ai, aj , the Min-AR of ai

over aj is larger than 1 +
4CRUM(θi−θj)

CRUM
, where CRUM > 0 is some constant depending on the

distribution of the noise variables in the underlying IID-RUM, then Sequential-Pairwise-
Battle returns the ε-best arm with probability at least 1− δ and has a sample complexity

of order O
(

K
l′ C2

RUM ε2
log l

δ

)
if the feedback comes in the form of the l′ most preferred arms.

Here, the round-wise approximation qualities of Divide-and-Battle have to be modified
by incorporating the constant CRUM, giving rise to the Sequential-Pairwise-Battle
algorithm. The authors also provide a lower bound for any (ε, δ)-PAC learning algorithm
for an IID-RUM (fulfilling a qualitatively similar lower bound on its minimum advantage

ratios as above) of order O
(

K
l′ C2

RUM ε2
log 1

δ

)
, showing that Sequential-Pairwise-Battle

is optimal up to logarithmic terms.

6.5.10 Nearly Best Ranking of Plackett-Luce Model

Saha and Gopalan (2019a) investigate the PAC setting of finding an ε-best ranking, that
is, a ranking π such that θπ−1(k) ≥ θπ−1(j) − ε holds for any 1 ≤ j < k ≤ K, under
the same scenario as in (Saha and Gopalan, 2019c) (cf. Section 6.5.8). For this setting,
the authors suggest the Beat-the-Pivot and the Score-and-Rank algorithm, which are
both making use of a subroutine Find-the-Pivot in order to obtain a “good” initial anchor
arm for eventually inferring the final ranking. The Find-the-Pivot subroutine is an (ε, δ)-
PAC algorithm for finding the best arm (the same problem as considered in Section 6.5.8)
and is just the Trace-the-best algorithm. Both Beat-the-Pivot as well as Score-
and-Rank use the same sampling procedure, but differ in the way how the final ranking
is returned. More specifically, Beat-the-Pivot uses the estimated pairwise preference
probabilities with respect to the anchor arm, say A, while Score-and-Rank uses the
estimated relative utility parameters θi/θA to infer the ranking. The sampling procedure of
both algorithms is simply to divide all arms except the anchor arm into subsets of size l−1,
merge each subset with the anchor arm and thereafter use each of these subsets successively
as the action subset for a particular number of times based on δ and ε.

Both algorithms have a sample complexity of order O
(
K
ε2

log K
δ

)
, which is shown to be

optimal by providing a corresponding lower bound. Once again, there is no improvement
of the sample complexity compared to the dueling bandits problem (see Table 2). However,
assuming feedback in the form of the l′ most preferred arms leads to a lower bound of
order Ω

(
K
l′ ε2 log K

δ

)
, which Beat-the-Pivot again achieves by exploiting the appealing

properties of the PL model via the rank-breaking method.
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6.5.11 Exact Top-k Arms of Plackett-Luce Model

Allowing the learner to choose subsets with a size of up to l as its actions, where l ≤ K
is fixed, and assuming that the feedback in the form of the most preferred arm among the
chosen subset is generated by a PL model (or MNL model), Chen et al. (2018) study the
problem of identifying the top-k arms. To this end, they consider two regimes for l, one in
which l = O(logK) and another one for l = Ω(logK).

For the logarithmic regime, the authors suggest the AlgPairwise algorithm, which uses
only pairs of arms as its action subset, and argue that this restriction to pairs results in a
logarithmic term of K in the resulting theoretical guarantee. AlgPairwise maintains a set
of active arms and builds the set of top-k arms successively by proceeding in rounds, each of
which eliminates active arms by checking whether an arm belongs to the set of top-k arms
or an arm belongs to the worst K − k arms with a certain confidence. In each round, the
algorithm samples uniformly at random Õ(n) many pairs of active arms for its action and
computes confidence intervals for the pairwise preference probabilities to decide about the
order of their underlying latent scores. Because the order for a specific pair, say ai and aj ,
can not necessarily be decided solely on the basis of the comparisons made between ai and
aj , the algorithm exploits some sort of transitivity to incorporate order relations between
other active arms: If there exist active arms ai1 , . . . , aid such that, based on the comparison
made, ai has a higher (lower) utility than ai1 , aj has a lower (higher) utility than aid , and
ais has a higher (lower) utility than ais−1 for s = 1, . . . , d− 1, then it is inferred that ai has
a higher (lower) utility than aj . In light of this, an active arm is eliminated and added to
the set of top-k arms in case it has a higher utility than k − k′ many active arms, while if
an active arm has a lower utility than m− k′ many active arms, it is simply removed from
the set of active arms. Here, k′ is the number of arms that are already added to the set of
top-k arms, and m is the number of active arms.

It is shown that the set of top-k arms is returned with high probability, while the number
of pairwise comparisons is of order

Õ

(
K

l
+ k +

∑K
i=k+1 θ(i)

θ(k)
+

∑
i≥k+1: θ(i)>θ(k)/2

θ2
(k)

(θ(k) − θ(i))2

+
∑

i≤k: θ(i)≤2θ(k+1)

θ2
(k+1)

(θ(k+1) − θ(i))2

)
,

(30)

where polylogarithmic terms of K and (θ(k) − θ(k+1))
−1 are hidden in the latter Õ term,

respectively. For the superlogaritmic regime, the authors suggest the AlgMulti-wise
algorithm, which has a sample complexity (i.e., total number of actions) of the same order
as in (30). Moreover, the authors derive a lower bound of the same order (without the
polylogarithmic terms), showing that the algorithms are nearly optimal.

6.6 Related Frameworks

As mentioned at the beginning of this section, there are some other frameworks that share
similarities with the multi-dueling bandits regarding the qualitative nature of the feedback
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observed by the learner. In the following, we give a brief overview of such frameworks,
explaining similarities but also highlighting differences.

6.6.1 Stochastic Click Bandits

The online learning-to-rank problem as described in Section 6.5.1 covers web search as one
of its most prominent fields of application. However, the modeling approach by means of
the multi-dueling bandits disregards in some way how the user usually interacts with a
displayed list of objects such as web pages or documents: The user scans the list from top
to bottom, so that the order in which the objects are presented may play a central role.
Moreover, the user might not choose any of the presented objects at all.

In stochastic click bandits, these specialties are taken into account by means of a click
model, which is a stochastic model of the choice (or click) behavior over an ordered set. A
commendable introduction to this setting (and beyond that) can be found in Chapter 32 of
Lattimore and Szepesvári (2020), with a thorough overview of the literature on this topic.
Nevertheless, it is important to note that multi-dueling bandits and stochastic click models
are quite different, mainly due to their different views on the importance on the order of
the arms in the subset, and neither one can be considered a special case of the other.

6.6.2 Dynamic assortment optimization

The dynamic assortment optimization problem (Caro and Gallien, 2007) is motivated by
the area of retailing, where a retailer seeks to find an optimal assortment (subset) of her/his
available products (arms) by repeatedly offering different assortments to a customer, and
observe a/no purchase of one product within the offered assortment. Quite naturally, the
goal is to maximize the expected revenue over time, which can be expressed as a regret
minimization task. This problem framework differs from the multi-dueling bandits in two
important points. First, the arms in the former are assumed to be equipped with a priori
known revenues, while in the latter, such revenues are simply not present. As a consequence,
the optimal action subset might be different in both settings. Second, the customer in the
dynamic assortment optimization problem may refuse the purchase. Technically, in the
setting of multi-dueling bandits, this can be modeled by extending the set of arms by
means of a dummy arm representing this no-choice option and adding this dummy arm
to all possible action subsets. While this seems to be an interesting direction for future
work, it would require a rethinking of many of the learning tasks and related performance
measures.

6.6.3 Best-of-k bandits

In the setting of best-of-k bandits, the learner is allowed to use a k-sized subset of arms as
an action (similarly as in multi-dueling bandits with action space Ak) and obtains specific
forms of feedback. In contrast to multi-dueling bandits, feedback is usually assumed to
be numerical. However, Simchowitz et al. (2016) consider another type of feedback, called
marked-bandit feedback, in which the learner observes the index of the arm with the largest
(latent) reward if it is among the action subset, and otherwise a “void” information. As
the rewards are assumed to be binary, the index is chosen uniformly at random from the
index set of all arms with positive rewards. Although this type of feedback is once again of
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a qualitative nature, the “void” information is conceptionally similar to a no-choice option
in the dynamic assortment optimization problem. It is an interesting question whether
the best-of-k bandits with marked-bandit feedback can be formulated as a specific learning
scenario within the multi-dueling bandits by incorporating a dummy arm.

7. Applications

Multi-armed bandits have been used in various fields of application, and the more recent
setting of dueling bandits is receiving increasing attention from a practical perspective, too.
In the following, we provide a short overview of some recent applications of dueling bandits
algorithms.

Chiu and Marsella (2012) consider the problem of learning a model of gesture generation
to automatically generate animations for dialogues. To this end, they make use of subjective
human judgment of naturalness of gestures. In this regard, pairwise comparisons (one
gesture is considered more natural than another one) appear to be much easier than absolute
judgments, which are often very noisy. This is why the authors tackle the task as a dueling
bandits problem. Concretely, they use the DBGD algorithm (cf. Section 3.2.1) and show
empirically that the framework can effectively improve the generated gestures based on the
simulated naturalness criterion.

In the context of information retrieval, Hofmann et al. (2013) investigate to what extent
historical data in the form of interaction data can lead to an improvement for learning
in online learning-to-rank problems. They introduce an approach based on the DBGD
algorithm using the Probabilistic Interleave (PI) method for interleaving (cf. Section 6.5.1).
They evaluate the performance of their approach in terms of the discounted cumulative
reward on several learning-to-rank data sets and find that historical data can indeed be
useful to enhance the performance of a learner in online learning-to-rank problems.

Supporting clinical research that aims at recovering motor function after severe spinal
cord injury, Sui and Burdick (2014) set up a dueling bandits instance to help paralyzed pa-
tients regain the ability to stand on their own feet. The feedback consists of a stochastically
ranked subset of K tests, each of which corresponds physically to an electrical stimulation
period applied to the spinal cord with a specific stimulus. The goal is to identify the optimal
stimulus for a patient, and the ranking is based on a combined scoring of certain standing
criteria by the observing clinicians (under noisy conditions). The authors introduce the
Rank-Comparison algorithm, a modified version of BTM (cf. Section 3.1.2).

Sui et al. (2017a) address the same application. To overcome the issue of very large
action spaces, which is due to the huge number of different stimulating configurations and
hinders a fast convergence of algorithms attempting to solve this problem, they consider
correlation structures on the action space and exploit dependencies among the arms. This
allows them to update a set of active arms instead of only a pair in each iteration of the
algorithm. The authors propose CorrDuel, an algorithm based on BTM. This algorithm
is applied in a synthetic experimental setup and shown to perform better than algorithms
that do not exploit correlation information. In a live clinical trial of therapeutic spinal cord
stimulation, CorrDuel performs as good as specialized physicians.

Sui et al. (2018a) consider the safe Bayesian optimization problem, where the goal is to
optimize an unknown utility function with absolute or preference feedback in a sequential
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manner, subject to some unknown safety constraints, in the case where a small region of the
safe action space is known a priori and needs to be expanded in an iterative manner. They
propose the StageOpt algorithm, which models both the safety and utility functions via
Gaussian processes (GPs), and makes use of confidence bounds around the mean function
for the sake of (safe) exploration and optimization. Moreover, StageOpt proceeds in two
stages for the underlying optimization problem; in the first stage, the safe region is gradually
expanded by means of the confidence bounds, while in the second stage, this expanded
safe region is used as the domain for Bayesian optimization. For the case of preference
feedback, in which the algorithm receives feedback in the form of a Bernoulli distribution
with probability as in (5) for the current and the previous sample points (infinite action
space), they use the multi-dueling bandit algorithm KernelSelfSparring (cf. Section
6.5.3). Motivated by the clinical application setting described in Sui and Burdick (2014),
they consider the goal of finding effective stimulation therapies for patients with severe
spinal cord injuries without introducing undesirable side effects, and use the preference-
based version of their algorithm to safely optimize clinical spinal cord stimulation in order
to help the patients regain physical mobility. They show that the therapies it suggests
outperforms the ones proposed by experienced physicians.

Sokolov et al. (2016) use the Structured Dueling Bandits algorithm, an extension of
DBGD, for response-based structured prediction in Statistical Machine Translation (SMT).
In a repeatable generate-and-test procedure, the learner is given partial feedback that con-
sists of assessments of the quality of the predicted translation, which is used by the learner
to update specific model parameters. In a simulation experiment, the authors show that
learning from such type of feedback can indeed facilitate the supervision problem and allows
a direct optimization of SMT for different tasks.

Chan et al. (2016) consider the problem of the allocation of assessment tasks among
peers when grading open-ended assignments in Massive Open Online Courses (MOOCs),
and formalize it as a sequential noisy ranking aggregation problem. More specifically, each
student ranks a subset of his peers’ assignments, and the goal is to aggregate all the partial
rankings into a complete ranking of all assignments. The authors assume the existence of a
ground-truth ranking, and that the underlying distribution is a Mallows model. Based on
these assumptions, they propose TustAwareRankingBasedMAB, an algorithm based
on merge sort and MallowsMPR (cf. Section 3.3.1).

Schneider and Kummert (2017) investigate the problem of learning a user’s task prefer-
ences in Human-Robot Interaction for socially assistive tasks. Concretely, they consider the
goal of learning a user’s exercise category. They formulate a dueling bandits problem, where
arms represent exercises. Preference feedback is given by a user who, given two exercises
that are presented to him as text on a display, selects the more preferred one. DTS (cf.
Section 4.2.3) is used as a dueling bandits learning algorithm. The simulation experiments
show that the users were satisfied with the suggested preference rankings. Moreover, the
results of a comparison of the preference learning approach against a simulated strategy
that randomly selects preference rankings show that the preference learning approach leads
to a significant reduction of ranking errors.

Inspired by the application of MAB algorithms for implementing tree search policies in
Monte Carlo tree search (Browne et al., 2012), such as UCT (Upper Confidence bound for
Trees), Joppen et al. (2018) introduce the Preference-Based Monte Carlo Tree Search (PB-

92



Preference-based Online Learning with Dueling Bandits: A Survey

MCTS) framework, where the feedback is of a qualitative nature (e.g., ordinal rewards). In
contrast to classical tree policies, where a single successor is chosen at each node, resulting
in an observation over a path, PB-MCTS triggers two roll-outs at each node, resulting in an
observation along a binary tree. Apparently, this variant induces an exponential growth in
the number of explored paths. The authors propose a tree policy with a choice mechanism
for the successor guided by the RUCB algorithm (cf. Section 3.1.3) and investigate its
performance for the 8-puzzle problem.

For the task of automatically recommending suitable parameter settings for an algo-
rithm or solver for sequentially arriving problem instances, El Mesaoudi-Paul et al. (2020)
propose the Contextual Preselection with Plackett-Luce (CPPL) algorithm. Here, each al-
gorithm parametrization corresponds to an arm having a latent utility parameter function,
which depends on the features of the algorithm parametrization and varies with the fea-
tures of a problem instance. It is assumed that for an incoming problem instance multiple
parametrizations of a solver can be run in parallel for solving the instance, and the parallel
solving process is stopped as soon as one of the parametrizations has found a solution.
CPPL maintains a pool of candidate parametrizations generated by a genetic crossover
procedure using estimates of the utility parameter function in order to decide which al-
gorithm parametrizations are suitable candidates. The candidates with the largest upper
confidence on the utility parameter function evaluated for the current problem instance are
used for the parallel solving process, and candidates within the pool are pruned by adopting
a racing strategy (Maron and Moore, 1994, 1997), whereupon the pool is replenished with
new candidates by the genetic crossover procedure. On a series of data sets corresponding
to mixed-integer programming and satisfiability problems, the suggested algorithm reveals
satisfactory empirical performance in choosing the configurations of corresponding solvers
in a sequential manner and even outperforms state-of-the-art methods.

8. Summary and Perspectives

In this paper, we surveyed the state of the art in preference-based online learning with
bandit algorithms, a relatively recent research field that we referred to as preference-based
multi-armed bandits (PB-MAB), and which is also known under the notion of “dueling
bandits”. In contrast to standard MAB problems, where bandit information is understood
as (stochastic) real-valued rewards produced by the arms the learner decided to explore (or
exploit), feedback is assumed to be of a more indirect and qualitative nature in the PB-MAB
setting. This includes preference information in the form of comparisons between pairs of
arms, which has been the focus of most approaches so far, but which has been extended
toward more general feedback scenarios such as partial rankings in the recent past. We
have given an overview of instances of the PB-MAB problem that have been studied in
the literature, algorithms for tackling them, and criteria for evaluating such algorithms.
Besides, we have given an overview of existing applications.

In spite of a growing body of literature, the field is still developing and certainly much
less mature than research on standard multi-armed bandits. Obviously, this is due to its
recency but also because the setting itself is more involved (for example, inconsistencies
such as preferential cycles may occur, the definition of regret is less obvious than in the
standard value-based setting, etc.). Various algorithms have been proposed so far, and
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different theoretical results have been produced. However, comparing these results and
relating them to each other is far from obvious, mainly because different authors start
from different assumptions and formalizations of the problem; in fact, there is no complete
agreement on assumptions, targets, and performance measures so far, and a complete and
coherent theoretical framework is still to be developed. Moreover, even for the standard
setting, there is still a number of “gaps” in the PB-MAB landscape, i.e., open theoretical
questions and algorithmic problems that have not yet been addressed.

With this survey, we hope to contribute to the further popularization, development, and
shaping of the field. We conclude the paper with a short (and certainly non-exhaustive) list
of open problems that we consider particularly interesting for future work.

For some of the settings and related learning tasks discussed in the paper, the lower
bounds are still not known. For instance, the lower bound on the regret for general tour-
nament solutions in Section 4.2.5 has been left as an open question. Also for the task of
weak regret minimization considered by Chen and Frazier (2017) (cf. Section 3.1.8), there
seems to be still no proven lower bound. Thus, it is difficult to say whether the suggested
algorithms are optimal with regard to the problem-dependent complexity terms or not. In
the context of statistical approaches (such as Mallows and Plackett-Luce), the analysis of
lower bounds would also be interesting for the problem of approximating the entire distri-
bution P. Busa-Fekete et al. (2014b) address this problem for the Mallows model, using
the Kullback-Leibler (KL) divergence as a measure of distance between P and the learner’s
prediction P̂. The problem turned out to be hard, and the sample complexity of the au-
thors’ algorithm scales quite poorly with the number of arms. Thus, one may conjecture
that a truly efficient algorithm does not exist, which in turn calls for the proof of a lower
complexity bound.

Next, as we have seen, the difficulty in the basic PB-MAB learning scenario strongly
depends on the assumptions on the preference relation Q: The more restrictive these as-
sumptions are, the easier the learning task becomes. Take the (ε, δ)-PAC learning scenario
for finding a suitable ranking of the arms for instance, for which the results of Falahatgar
et al. (2018) show that strong stochastic transitivity and the stochastic triangle inequal-
ity, and consequently the exploitation of both properties is the key to achieve a sample
complexity which is sub-quadratic with respect to the number of arms. However, in the
multi-dueling bandit problem, such transitivity properties are not readily available. It
would be an interesting question whether one could define properties giving a full-fledged
substitute without imposing too strict requirements such as latent utilities of the arms or
suchlike.

Related to the previous issue, another important problem concerns the development
of (statistical) tests for verifying the assumptions made by the different approaches in a
real application. In the case of the statistical approaches based on the Mallows and PL
distributions, for example, the problem would be to decide, based on data in the form of
pairwise comparisons, whether the underlying distribution could indeed be Mallows or PL
versus a reasonable alternative hypothesis class. In other words, suitable (online) hypothesis
tests are needed that allow for deciding whether or not the data-generating process obeys
a certain distribution, such as Mallows or Plackett-Luce. Surprisingly little work has been
done on this problem in the statistical literature so far (Alvo and Yu, 2014; Fligner and
Verducci, 1993). There is some recent work on testing properties of discrete distributions.
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For example, given the possibility to sample from a multinomial distribution, the goal is to
decide whether the distribution belongs to a family of distributions that is given in advance
to the learner, e.g., a family of monotone distributions (Acharya et al., 2015). Similar
questions can be addressed in the preference-based setup. For instance, given the possibility
to sample pairwise preferences determined by Q, decide whether Q belongs to some subset of
relations with a certain property, such as relaxed or strong stochastic transitivity, satisfying
the stochastic triangle inequality, or exhibiting a Condorcet winner as required by many
methods. Existing works seem to be restricted to testing the weak stochastic transitivity
assumption in an offline setting (Iverson and Falmagne, 1985; Cavagnaro and Davis-Stober,
2014).

The role of adaptivity29 is not yet fully clear either. In preference-based online learning,
we assume that the learner can sample from the underlying pairwise data-generating process,
and hence partly control the data to learn from. To what extent does this additional freedom
help the learner, facilitate the problem, and possibly improve performance? This question
has not been investigated in detail so far. Agarwal et al. (2017) address it in a specific
(utility-based) setup, however, it still remains open in most of the cases we discussed in
this paper. In particular, the question seems to be hard to answer in the case of the
ranking-distribution-based setup. As an important prerequisite, the sample complexity of
the optimal learning should be characterized when the learner has sample access to full
rankings. For the case of the Mallows model, the sample complexity of optimal learning has
been obtained in a recent work by Busa-Fekete et al. (2019). Nevertheless, to the best of
our knowledge, there is no known sample-optimal learning algorithm for other parametric
ranking distributions, such as Plackett-Luce or log-linear ranking models (El Mesaoudi-Paul
et al., 2018).

The Kemeny consensus or minimum feedback arc set (MFAS) ranking can be considered
as the holy grail among the ranking methods, because it corresponds to the ranking with
the smallest violation of pairwise relations. It is known that if Q is given, finding the MFAS
ranking is NP-hard. There is a constant approximation algorithm (Ailon et al., 2005), and
what is more, there is a PTAS for this problem (Kenyon-Mathieu and Schudy, 2007). One
can naturally address the question of learning the MFAS ranking with O(K logK) sample
complexity in the online preference learning setup. In other words, do we need to reveal
the whole matrix Q, or might partial information of Q be enough?

Another interesting variant of the bandit problems themselves is a combination of the
preference-based and real-valued MAB problems, such that the learner is allowed to either
pull an arm in order to obtain a real-valued reward, or to choose a pair of arms and obtain
preference feedback. Such a scenario has recently been considered by Xu et al. (2020) with
the goal of finding all arms with a mean reward above some specific threshold, while keeping
both the number of duels and pulls as small as possible. The motivation behind such a fusion
of both settings is that in some practical applications it might be more difficult to obtain
real-valued rewards of arms than a preference between arms. These considerations open up
a number of interesting questions, while the main question would be certainly how much
the possibility of dueling arms can support the pulling of arms in order to achieve a certain
target or vice versa. Even though Xu et al. (2020) already provide some insights and first

29. In the sense of learning in a “non-batch” setup, such as active or online learning, which provides the
learner with an opportunity to influence and partly control the training data.
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answers to this question, there are definitely more open questions to be addressed in this
regard.

Last but not least, there are of course various practically motivated extensions of the
basic PB-MAB setting one may think of, along the lines of those summarized in Section 5
and even beyond. In addition to working on such extensions and generalizations, it would
be important to test methods and algorithms in real applications, such as crowd-sourcing
platforms. However, up to now it seems that there is no available code repository including
all (or at least a substantial share) of the established algorithms of the PB-MAB setting.
An attempt to address this issue for the programming language Python is made by the
duelpy package30.
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Gábor Bartók, Dean P. Foster, Dávid Pál, Alexander Rakhlin, and Csaba Szepesvári. Partial
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