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Abstract—The Go programming language offers strong pro-
tection from memory corruption. As an escape hatch of these
protections, it provides the unsafe package. Previous studies
identified that this unsafe package is frequently used in real-
world code for several purposes, e.g., serialization or casting
types. Due to the variety of these reasons, it may be possible
to refactor specific usages to avoid potential vulnerabilities.
However, the classification of unsafe usages is challenging and
requires the context of the call and the program’s structure.
In this paper, we present the first automated classifier for
unsafe usages in Go, UNGOML, to identify what is done with
the unsafe package and why it is used. For UNGOML, we
built four custom deep learning classifiers trained on a manually
labeled data set. We represent Go code as enriched control-
flow graphs (CFGs) and solve the label prediction task with
one single-vertex and three context-aware classifiers. All three
context-aware classifiers achieve a top-1 accuracy of more than
86% for both dimensions, WHAT and WHY. Furthermore, in a
set-valued conformal prediction setting, we achieve accuracies of
more than 93% with mean label set sizes of 2 for both dimensions.
Thus, UNGOML can be used to efficiently filter unsafe usages
for use cases such as refactoring or a security audit.
UNGOML: |https://github.com/stg-tud/ungoml|
Artifact: [https://dx.doi.org/10.6084/m9.figshare. 22293052

Index Terms—graph neural networks, Go, unsafe package,
classification, API-misuse

I. INTRODUCTION

In November 2022, NSA released guidance on how to avoid
memory vulnerabilities, such as buffer overflows, as these still
occur very frequently in code [[I]]. One of the recommendations
is to use modern programming languages, such as Java, Rust,
and Go, with automatic memory management to avoid these
vulnerabilities. But they also provide escape hatches, such as
the unsafe API, for several purposes. For instance, empirical
studies on the usage of Go’s unsafe API in-the-wild [2] [
show that unsafe is used for calling C libraries, making
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system calls, serialization, performance optimizations, or for
modeling missing language features such as genericsﬂ

Such escape hatches may, however, reintroduce security
risks similar to those in memory unsafe languages (2 F [l [
Hence, their usage requires special attention by software qual-
ity teams and developers and should be used rarely. However,
in practice the usage is wide-spread across Go projects [2]]
and occur more frequently than expected by Go experts [3].
Lauinger et al. [2]] analyzed 343 top-rated GitHub projects for
two potentially exploitable usage patterns and identified 60
usages of this pattern. The following report revealed a fix and
response rate of over 70 % [2]]. Further, the Go community
actively engages and educates about the risks, e.g., in blog
posts or talks at their main conference’]

To mitigate the risk, auditing the usages and refactoring to
safer alternatives should be considered. The unsafe API as
well as the language evolves, and one may want to perform a
large-scale refactoring to introduce the safer alternatives into
the code base. For example, Generics were recently introduced
in Go and can replace the unsafe usages that served to model
generics. Also, one might want to check if unsafe usages
for performing serialization can be replaced with one of the
many libraries for efficient serialization. Unfortunately, some
unsafe usages are unsuitable for large-scale refactoring.
Thus, one may want to start an in-depth security audit. A
simple search to identify unsafe usages that are flagged as false
positives for a static analyzer, reveals that over 370 unsafe
usages on GitHub are explicitly marked as audite(ﬂ

A prerequisite for such "hardening" actions is efficiently
getting an overview of what unsafe is used for, e.g., to
perform pointer arithmetic or to access memory to compare

I'The latter have been introduced recently, in Go version 1.18, March 2022.

2We added details to the README-file of UNGOML: |https://github.com/|

|Cortys/unsafe_go_study_results}
“See footnote 2.
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two addresses, or why, e.g., for improving efficiency or for
modeling generics. Reasoning manually about the what and
why of unsafe usages in large-scale software repositories
is cumbersome and time-consuming. At the same time, au-
tomated inference of the what and why of unsafe usages
is often challenging to be precisely modeled as rules for all
unsafe usage patterns for traditional static analyzers. Cur-
rently, the static analyzers only support a small subset of well-
studied security-critical unsafe usages [2} [l Bl. Machine
learning methods, in general, and deep learning models, in
particular, are typically employed to enable the automated
handling of complex problems, for which precise modeling
is not feasible. Such methods are used for various software
engineering tasks, e.g., for vulnerability detection [O] [T0] [TT].

The work presented in this paper proposes that modern ma-
chine learning classifiers, e.g., graph neural networks (GNNs),
are well-suited for the automatic classification of the what
and why of unsafe usages — by considering the context
of the calls and the structure of the broader program they
have the potential to derive meaningful classifications similar
to humans. We validate this proposition by designing and
implementing UNGOML - a tool support quality assurance
teams and auditors to obtain an overview of the tasks solved
with unsafe. UNGOML builds upon a large set of manually
labeled data of unsafe usages in real-world code [2]] and
classifies any unsafe usage along two dimensions, namely
what is done and why unsafe is used.

We investigated three different GNN architectures, more
specifically, DeepSets [I2]], graph isomorphism networks
(GINs) [13], and the higher-order 2-WL-GNN architec-
ture [14]]. A GNN architecture seems natural given that code
is typically represented in graphs, and recent work on vul-
nerability classification has shown that GNNs can improve
the accuracy [13 [[7] over token-based approaches. The
different GNN models use the control-flow and edge informa-
tion differently, e.g., the DeepSets classifier [I2]] ignores the
control-flow structure and variable usages between the input
vertices. This enables us to assess the importance of structural
information.

Finally, to effectively support developers and auditors even
for ambiguous predictions, we investigate conformal predic-
tion [I8], a framework for reliable prediction that comes with
statistical guarantees. This technique allows for predicting a
set of candidate labels covering the true classification for each
usage with a prespecified probability, e.g., 95%. Thus, we can
present a set of varying sizes instead of a fixed one. Such
sets reflect the fact that sometimes even human annotators
have difficulties agreeing on one specific label [3]]. Further,
we assume that conformal set prediction can improve the
usability for an end user over the top-1 or top-3 accuracy.
The underlying assumption is that the conformal set prediction
finds the balance between achieving high accuracy while
keeping the set of potential labels as small as possible. To
the best of our knowledge, this work is the first to explore
conformal set prediction [I8] for software engineering tasks.

Our results positively validate our proposition that machine

learning models are well-suited to classify automatically the
what and why of unsafe usages. For all three context-
aware models, we achieve a combined (WHAT and WHY) top-1
accuracy of nearly 80% and a top-3 accuracy of over 91%.
For the single-vertex model multilayer perceptron (MLP), the
top-1 accuracy drops to 74%. This indicates that the context is
relevant for classifying unsafe usages. Further, the average
sizes of the sets predicted by the conformal set prediction
are around 2 elements with a combined accuracy of over
93%. Thus, conformal set predictions are suitable for unsafe
classification to improve the accuracy at the cost of a flexible
but on average small set of labels.

We integrated our prediction models along with GO-
GEIGER [2], into a tool to identify unsafe usages along
with the classification of any usages of unsafe in a given Go
project as the basis for further refactoring or security auditing.
In summary, we make the following contributions:

o A formalization of the problem of inferring programmers
intentions when using unsafe (WHAT and WHY) as a
classification problem.

e« A comparison of relational and non-relational machine
learning models, such as GNNs and DeepSets, to under-
stand the impact of the call graphs on the prediction.

o A discussion of the important features needed to classify
the what and why of unsafe usages.

« UNGOML, the first classification tool that predicts each
unsafe usage within Go projects to understand how and
why unsafe is used to support developers and auditors
in effectively filtering and judging unsafe usages.

« Initial evidence that conformal set prediction seems valu-
able and worth exploring for software engineering tasks
that leverage classifiers.

II. UNSAFE USAGE PATTERNS

In this section, we introduce Go’s unsafe package along
with results [2 B3] on its usages (Subsection II-A)), the labeled
data set used to train our model (Subsection II-B), and one
example of an unsafe usage (Subsection II-C).

A. Unsafe In Go

Type Safety and the unsafe Package. Go is a statically-
typed language. Like in other type-safe languages, e.g., Java
or Rust, the unsafe package provides a way to enable
developers to write low-level code and escape type-safety.

The API consists of five functions and one type [I9].
The type Pointer represents a pointer type that is more
powerful than a "classical" pointer in Go and enables to read
and write arbitrary memory. The three functions Alignof,
Offsetof, and Sizeof provide information about the
memory alignment of Go types. These three functions and
one type are discussed in previous studies [2 Bl. The Go
1.17 release (August 2021) added two new functions to the
unsafe package to supposedly simplify the correct usage of
the type unsafe.Pointer. As the previous studies did not
cover these additions, our discussions of the unsafe package
focus on the functions and types introduced before Go 1.17.



TABLE I: An overview of different unsafe usage labels observed in GitHub projects.

(a) An overview of the possibilities for label WHAT (what is done).

Usage  Description Code Example C@ L&

Cast  Implement casts between types o = (*int32) (unsafe.Pointer(i)) [ ) ]

Definition  Declaration unsafe.Pointer var p unsafe.Pointer O [ )
Delegate  Pass unsafe variable needPointer (ptr) O [ )
Memory-access ~ Manipulate or reference memory d := % ((*unsafe.Pointer) (ptr)) [ ) ]
Pointer-arithmetic ~ Perform arithmetic change of addresses u := uintptr (unsafe.Pointer(&v[0])) & 3 [ ) ]
Syscall ~ Use packages for syscalls [ J [ ]

Unused Dead code or unused parameters func A(ptr unsafe.Pointer){} O ]

(b) An overview of the possibilities for label WHY (underlying purpose of the usage).

Usage  Description

Note, that we combined the different casts,

Atomic Operations
Avoid Garbage Collection

Use atomic package
Prevent free of value

Efficiency  Improve efficiency of program
Foreign Function Interface  Integrate C code
Generics  Implement generic functionality

Hide Escape Analysis
Memory Layout Control

Break escape analysis chain
Manage low-level memory

Reflection  Use or re-implement reflection
Serialization =~ Implement marshalling and serialization
Types  Implement Go type systems (std lib)
Unused Dead code or unused parameters

cpl L@ such as cast-basic and cast-bytes for brevity
O ® for WHAT and omit code examples for label
e) Y WHY as these are already covered within one
© Y of the WHAT category examples.
° ® Legend:
0 PS C Bl and L [2] presents if this usage pat-
e) ° tern was discussed by Costa et al. [3] and
© ® Lauinger et al. [2]], respectively.
Y Y @®: covered,
) Y ©: only covered partly,
O ® O: not covered.
O [ ]

By using the unsafe package, developers gain more
control over the memory at the cost of potentially introducing
vulnerabilities in code, e.g., buffer overflows. Besides vulner-
abilities, the program may behave differently than expected,
e.g., crash. In addition, the usage may render the program to be
not portable to different systems as well as not being protected
by the Go 1 compatibility guideline [I9].

Usage of unsafe in Go software. The unsafe pack-
age is used frequently in popular Go projects on GitHub.
Previous empirical studies [3 2l revealed that 24% to 38%
of the projects use unsafe within the application code.
Furthermore, 91% of the projects use unsafe in transitively
imported packages [2]] with an average depth of 3.08+1.62 [2]].

B. Labels for unsafe.Pointer Usages

The manual analyses conducted by Costa et al. [3]] and our
previous work [2]] reveal several usage patterns for unsafe.
These patterns were observed in a diverse set of applications
collected from GitHub and represent usages that occur in-the-
wild. We present these patterns along with code examples in
Table [l The table is divided into two label categories [2]
and includes the usage, a description, a code example, and
information if the pattern was discussed in previous work.

The first label category, hereafter WHAT (Table Ta)), labels
what is actually done with the unsafe usage. One use case
for unsafe is to perform casts from arbitrary types to other
types, basic types, slices, or unsafe.Pointer values. In
[Table Ia] we grouped them within the label cast. As each
unsafe usage is labeled, it is possible that a usage "only"
declares an unsafe.Pointer without using it further at
this location (definition). Similarly, to definition, it is possible
that a usage "only" passes an unsafe variable (delegate),
e.g., as a parameter. The label memory-access groups all

unsafe usages that manipulate or reference memory. Pointer-
arithmetic contains unsafe usages that perform arithmetic
changes of addresses, e.g., advancing an array. For the inter-
action with low-level operating system primitives, calls to the
syscall package are necessary, and some functions require
unsafe parameters to work correctly (syscall). Finally, un-
used includes all unsafe usages that are dead code or unused
parameters.

The second label category, hereafter WHY (Table Tb), focuses
on the rationale for the usage. The package at omic requires
unsafe pointers for some of their functions. Therefore,
developers have to use the unsafe package to interact with
the library. Go has a garbage collector (GC), and in some cases
developers want to prevent that a value is collected by the GC
(avoid garbage collection) with the help of unsafe usages.
The label efficiency groups usages that aim to improve the time
or space of the code. Costa et al. [B]] focuses on optimizations
due to cast operations. While this holds for the majority of
usages classified as efficiency by us [2l], we included cases
such as memory-access. The label foreign function interface
(FFI) marks usages that interact with C code, e.g., by calls
that expect unsafe pointers. During the study, generics were
not part of the language. Thus, the label generics groups
unsafe usages where developers implement some generics
functionality by themselves. The Go compiler has a phase
for escape analysis, and in some cases, the developer wants
to break the escape analysis chain to improve efficiency [2I],
which is labeled as hide escape analysis. The label memory
layout control marks usages that aim to manage the memory.
The usage pattern by Costa et al. [3] includes examples for
getting the memory address, while our patterns [2]] also include
examples for delegation and definition. The label reflection
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// toAddrPointer converts an interface to a pointer that points to the interface data.

func toAddrPointer (i *interface{},
if isptr {
return pointer{p:

}

isptr bool) pointer {

unsafe.Pointer (uintptr (unsafe.Pointer(i)) + ptrSize)}

(a) A usage of unsafe in a frequently used protobuf fork [20].

func makeMapMarshaler (f *reflect.StructField) 13
< (sizer, marshaler) {

vaddr := toAddrPointer (&vi, vallsPtr) 14
} 16

(b) One usage of the function with unsafe in the project [21I|.

// In pointer_reflect.go we use reflect instead of
— unsafe to implement the same (but slower)
— interface.
type pointer struct {
p unsafe.Pointer

}

(c) An indication that unsafe is used to improve performance [20].

Listing 1: An example of an unsafe usage that challenges classification. We removed some comments for brevity.

groups usages that use the reflect package or imple-
ment some reflective functionality. Usages that (un)marshal
or (de)serialize are grouped within the label serialization. As
the labeled data set includes usages of the standard library of
Go, some of the unsafe usages implement the type system
of Go (types). Like the WHAT label, we group usages that are
dead code or unused parameters as unused.

C. Example of an unsafe usage

Below, we briefly discuss an unsafe usage (Listing I).
The function toAddrPointer (Listing Th, Line [2) casts an

empty interface, which can be any type, into a pointer to the
data of the interface [20]. Line[zl] takes the passed interface (1)
to retrieve an unsafe.Pointer that is cast to a uninptr
and back to a unsafe.Pointer. For the conversion back
to an unsafe.Pointer it is necessary to add the offset
(ptrSize). The retrieved unsafe.Pointer is used to
initialize the pointer struct in Line [I4] which is returned
by the method toAddrPointer. This function is called
(Listing Tb, Line [I0) by the function makeMapMarshaler
(Listing Tb, Line [8)) that marshals a map.

For WHAT, we classified the usage in Line @] as pointer-
arithmetic. In our previous work [2]], we decided for this
label because pointer arithmetic was necessary to cast back
to unsafe.Pointer. Another possible label is a cast due
to the conversion. The WHY label for the usage in line [ is
serialization. We decided for this label as the caller of the
function (Listing Ip, Line[8) marshals a message. Nonetheless,
it could be argued that WHY for the usage is efficiency, because
in the global context of the program, unsafe is used to
improve the efficiency in comparison to the reflection-based
implementation as indicated in Line [I3]

This example illustrates two possible refactorings to harden
or even avoid the unsafe usage. First, in Line |4, one can
use the function Add, which was newly introduced in Go
and can be used to wrap the pointer arithmetic. Second, it
may be possible to refactor the usage of unsafe entirely
by evaluating currently existing marshaling libraries. For both
cases, it is essential to identify and classify unsafe usages.

III. UNSAFE CODE CLASSIFICATION

This section presents our approach to automatically classify
a given unsafe usage, thereby answering the two questions
“What is happening?” and “For what purpose?”. Figure [I]
shows a high-level overview of the composition of UNGOML.

ection III-Alfocuses on the representation of an unsafe us-
age, |Section III-B| then describes how this representation is

used to classify the usage.

A. Code Representation

We represent unsafe usages as enriched control-flow
graphs (CFGs), which encode information about the usages
and their surroundings. Thus, our approach follows a recent
trend observed for vulnerability detection, that programs are
encoded into a CFG variant [[I0]. We developed our CFG
representation by investigating information that is relevant to
our problem and can be easily derived. Given unsafe usages
as pointers to lines of Go code, their graph representation
contains the control-flow structure of their surrounding con-
text. Possible contexts of an usage are either the body of the
function, the type declaration, or the global variable definition
where the usage occurs. In cases where the unsafe usage
context is a type declaration or a global variable definition,
there is no control-flow structure, and the context is repre-
sented as a single statement vertex of type declaration.

There are two types of vertices in the CFG representation:
Statement vertices and variable vertices. Statement vertices
correspond to Go statements; they are connected via flow
and alt-flow edges, which indicate possible execution
paths — the latter represent the control-flow from a branching
statement to its successor if the branch condition is not
satisfied; £ 1ow edges represent all other control-flow relations.
Variable vertices correspond to the named memory locations
referenced by statement vertices; this includes stack and heap
variables, as well as struct fields and function pointers. Edges
from statement vertices to variable vertices represent different
types of memory accesses, namely decl edges for variable
declarations, use/dir-use for reads, update/assign for
writes, and call for function pointer calls.
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Fig. 1: High-Level Design of UNGOML.

There are two types of read access edges to distinguish
between tail and non-tail positions in pointer dereference
chains of the form x s.fl.£f2.£3; the three non-tail
dereferences would be represented by use edges, while the
final dereference of the field £3 would be represented by
a dir-use edge. Analogous, there are two types of write
edges to distinguish between direct (“real”) writes to memory
and indirect variable modifications; a statement of the form
s.f1.£2.£3 x would have three update edges to the
non-tail dereferences and one assign edge to the field £3.

Lastly, there are contains edges from a variable vertex v,
to a variable vertex vp. They indicate the existence of a pointer
to the memory location of v, at v,; for the previous example
s.fl.f2.f3, there would be three contains edges in our
graph: s — f1, f1 — £2 and £2 — £3.

1) Mapping Go Code to Vertices: Most CFG vertices
directly correspond to a single Go statement or variable/field.
However, there are two exceptions to this direct correspon-
dence. First, we add a flow edge between the pseudo-
statement vertex ent ry and the first Go statement and one for
all terminal statements, such as return, to exit. Further,
we model function parameters, return values, and receivers
as special variable vertices that are declared by the entry
vertex. return statements are treated as assignments to the
return variables, with assign edges being added between
both. Second, we split branch statements that combine a
branch condition expression with another statement, as in
for i := 0; 1 < 6; i++ {...}, into separate state-
ment vertices. illustrates the CFG vertices that are
generated for a simple function.

2) Label-based Vertex Representation: We encode the in-
dividual statements and variables by assigning labels to each
vertex. Statement vertices can have the following labels:

Statement Types: Each statement vertex has exactly one
label representing its type, e.g., 1f, switch, for, return,
assign, or declare.

Data Types: The data types that are instantiated in a
statement via make, new, literal expressions, or casts are
represented using distinct labels. For composite types, we
also include additional labels for encoding the contained basic

types (e.g., bool or float32) and the used composition
structures (e.g., Struct or Slice). The instantiation of the
type map [string]**[]int inside a statement would be
represented by six labels: Map, string, Pointer, Slice,
int, and one label for the complete composite type.
Operators: Go operators occurring in a statement are rep-
resented by corresponding operator labels, e.g., binary/+,
binary/==, unary/&, or unary/-.
Functions: Both the built-in Go functions (e.g., len
or append) and all other regular package functions (e.g.,
fmt.Errorf or golang.org/x/sys/unix.Syscall)
called within a statement are represented by distinct labels.
Packages: In addition to the function labels, the origin
packages of all called functions in a statement are added as
labels, e.g., fmt or golang.org/x/sys/unix.
Self-references: 1f a statement in the body of a function
f contains a recursive call to f, the selfref/function
label is added to that statement. If a statement occurring in
a Go module m and a package p contains a call to any
function from m and/or p, the selfref/module and/or
selfref/package labels are added. Lastly, recursive dec-
laration statements, e.g., recursive structs, are labeled with the
selfref/type label.

Note that this label-based representation does not preserve
the syntactic structure within statements; both statements
x=f (a+b) *g (£ (c)) and x=g(a*f (b)+c) will be rep-
resented by the same set of vertex labels. We also experi-
mented with a more fine-grained representation that encodes
the abstract syntax trees (ASTs) of statements. However, this
representation did not improve the classification accuracy,
while increasing graph sizes and therefore slowing down
model training; hence, we chose to discard the AST structure
of statements.

Variable vertices are labeled using the following categories:

Variable Types: We model function parameters, results,
and receivers as variable nodes. To distinguish those spe-
cial variables from regular Go variables, we add a param,
result, or receiver label to them.

Variable Names: The name of a variable is added as an
additional label to each variable vertex, such as i for iterators
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Fig. 2: An exemplary code snippet containing unsafe and its corresponding enriched CFG representation. We highlight the
"enriched" part of our CFG with the blue nodes and edges, and the unsafe usage with red.

or err for errors.

Datatypes: We represent the data type of each variable
by a set of labels analogously as for statement vertices.

Packages: For each variable, we add the name of the
package in which the variable is defined as an additional label.

Self-references: If a variable is defined in the same mod-
ule and/or package as the context of the considered unsafe
usage, a selfref/module and/or selfref/package is
added. If the context of an unsafe usage is a global variable
definition, the variable vertex corresponding to the defined
global variable gets the selfref/variable label. The
CFG in [Fig. 2] illustrates how different label types are used.

3) Mapping Vertex Labels to Feature Vectors: One common
assumption of machine learning (ML) algorithms is that their
input is represented as one or multiple numerical feature
vectors of fixed dimensionality. This is a common requirement
that also holds for other machine learning models besides
GNNs, such as CODEBERT [22]]. The labeling scheme de-
scribed in the last section does not fulfill this assumption;
the individual labels are not numerical nor is their number
fixed, since there is a potentially infinite number of data types,
functions, packages, and variable names.

We address this issue by restricting the set of allowed
labels to the most common ones in the training data. More
precisely, for each of the label categories the top-k£ most
frequent labels within that category are selected. For finite
label categories, k is chosen such that all possible labels
within those categories are selected. For the four infinite
label categories DATATYPES, FUNCTIONS, PACKAGES and
VARIABLE NAMES, we chose a fixed cutoff of k = 127 as
we did not observe any improvements by using a larger cutoff
in our experiments. If a vertex has an uncommon label that
is not part of the per-category top-k selection, that label is
replaced by a fallback ‘other’ label for its category. For
example, variable names such as err for errors and i for
iterators are encoded, while uncommon variable names are
grouped within the label ‘other’. This approach reduces
the number of considered labels for each infinite category to
k+1 = 128. Combining the labels of all categories, we obtain

a total of n :=4-(k+1)+nfnite = 594 possible vertex labels
L = {l;};—,, where nfy;. is the number of labels in the finite
label categories.

Through this reduction of the permitted labels, the label set
L, C L of a vertex v can be encoded as a binary feature vector
x, € {0,1}", with x,[i] == 1[l; € L,]. Using this encoding
strategy, an enriched CFG becomes a directed multigraph with
binary vertex feature vectors and nine types of edges.

B. Model Architecture

Our unsafe usage classification approach is based on a
family of ML models called graph neural networks (GNNs).
Over the recent years, GNNs have been successfully applied
to various graph learning tasks, including graph classification,
and are becoming the standard for software engineering classi-
fication tasks such as vulnerability detection [[I3l [0} 17} [I€].
GNN-based graph classifiers are a family of differentiable
models, which take graphs with vertex, and depending on the
GNN variant, edge feature vectors as input and output a vector
encoding the predicted class probabilities. Below, we briefly
introduce GNNs and subsequently present how we use them
to solve the unsafe usage classification problem.

1) Introduction to GNNs: A GNN for graph-level predic-
tion tasks, such as graph classification, typically consists of a
sequence of so-called graph convolution layers, followed by a
graph pooling layer. Generally speaking, a graph convolution
operator takes a set of vertex feature vectors {x; € Rd}?zl as
inputE] and aggregates the feature vector x; of each vertex v;
with the feature vectors of other vertices v; that are related to
v; by some structural characteristic in the graph. The result
of each convolution is a set of convolved feature vectors
{zi € RY }?:1. After applying one or more graph convolutions
to the feature vectors, a final graph-level vector representation
z¢ € R is obtained by combining the convolved vectors
{z; € Rd/}?zl via a pooling layer.

The simplest possible graph convolution ignores all struc-
tural information and treats a graph as a set of vertices.

4There are convolution approaches that also consider edge feature vectors.
For simplicity, they will not be covered here.



It aggregates each vertex feature x; only with itself; this
convolution is described by z; = f(x;), f : R — R¥ . If f
is chosen to be a MLP, one obtains a so-called DeepSets [12]]
model. Next, we look at GNNs that do utilize graph structure.

Most graph convolution approaches are based on the princi-
ple of aggregating vertices that are spatially related, typically
by being direct neighbors. The so-called graph convolutional
network (GCN) convolution [23]], for example, updates the
feature vector of each vertex by computing the mean of the
features of its neighbors. Xu et al. [I3]] show that this approach
has a limited discriminative power, i.e., it cannot distinguish
some classes of non-isomorphic graphs. To address this lim-
itation, they propose the more powerful graph isomorphism
network (GIN) architecture.

Recently, multiple approaches going beyond the discrimina-
tive power of GIN have been proposed [[14l 24} R3]. The so-
called 2-WL-GNN architecture [I4]], for example, is based on
the 2-dimensional (Folklore) Weisfeiler-Lehman (WL) graph
isomorphism test [28]]; it is provably more powerful than GIN.

2) Unsafe Usage Classification: The architecture of our
unsafe usage classification model follows the standard GNN
structure for graph-level prediction tasks, i.e., it consists of a
sequence of graph convolution layers, followed by a graph
pooling layer, which produces a vector embedding for a given
CFG. This embedding is a summary of the encoded infor-
mation and reduces the size of the feature map. This pooled
embedding vector is then concatenated, to compensate for
the loss introduced by the pooling layer, with two additional
vectors that encode the following information:

Usage Location: A Go function may contain multiple
unsafe usages with different WHAT and WHY labels. How-
ever, in the pooled graph embedding vector, all statements
that contain unsafe are merged and can no longer be
distinguished. We address this issue by concatenating the
pooled vector with the convolved feature vector of the vertex
representing the Go statement, which contains the unsafe
usage that should be labeled.

Context Type: Additionally, we append a one-hot context
type vector, which encodes whether the unsafe usage occurs
in a function declaration, a global variable, or a type definition.
Since global variable and type definitions are both represented
as single declaration statement vertices, they generally
cannot be distinguished from each other and from functions
without parameters and return types whose body only contains
a single variable declaration. The context type vector allows
the model to distinguish these cases. Finally, the concatenated
embedding vector is fed into a MLP, followed by two par-
allel fully-connected layers with softmax activations, which
produce two label probability distributions for the WHAT and
WHY labels. We present this architecture in and mark the
unsafe usage with red. The concatenated embedding vector
is represented by the edge after the concatenation icon in the
right half of the Figure.

For the evaluation in we created four variants
of this architecture using the following types of graph con-
volutions: DeepSets [12]], GIN [I3]] and 2-WL-GNN [[I4]].

To determine the importance of the context in which an
unsafe usage occurs, we additionally built a simple baseline
MLP model, which only gets the feature vector of the vertex
representing the statement to be classified.

We train our models with the Adam optimizer [27] and the
sum of the cross-entropies for both labels as the loss function;
i.e., the optimization target is to maximize the predicted
probabilities of the correct labels for each usage. Modern
neural network classifiers often tend to be overly confident,
i.e., the model’s accuracy is lower than the average probability
it assigns to its top-1 predictions [28]. To address this issue,
we calibrate the predicted probabilities for WHAT and WHY
independently via temperature scaling [29] 2]

We do not only output the WHAT and WHY labels with the
highest predicted probability but instead output a set of labels
for each label category. The rationale is to account for the
fact that correct labels for a given unsafe usage are not
always obvious, even to a human expert. The predicted sets
can serve as a preselection that assists the user in determining
the most plausible WHAT and WHY labels. Each prediction set
is created by selecting the top-k classes until the probability
mass of the set exceeds a certain threshold. The threshold is
chosen via inductive conformal prediction using the so-called
generalized inverse quantile nonconformity score [[18]]. This
approach provably guarantees that the predicted WHAT and
WHY sets each contains the respective true label for a given
usage with a probability of at least 1 — ¢, where € € [0, 1]
is a significance level that can be freely chosen; we use the
common default e = 0.1. In addition to this validity guarantee,
the sizes of the conformal prediction sets are adaptive; if
the model is uncertain about the label for a given usage, it
will produce a large prediction set. Likewise, a small set is
produced if the model is certain about the true label.

IV. IMPLEMENTATION AND EVALUATION

We implemented our approach as a self-contained tool,
UNGOML, which provides functionality to both identify and
quantify unsafe snippets (GO-GEIGER [2]]) along with the
classification for unsafe usages (Fig. I). UNGOML expects
a Go project, e.g., local or a GitHub URL, as input and returns
a report of unsafe usages within the Go project, including
the prediction of WHAT and WHY. To generate this report, UN-
GOML runs GO-GEIGER upon the project. Afterward, we pass
all identified unsafe usages to the classifier, which predicts
for each snippet WHAT and WHY labels. These predictions are
combined with the results of GO-GEIGER to generate a report
of all unsafe usages within the given project.

In we describe the studied dataset, fol-
lowed by our experimental setup in and an-
swer the following three research questions in

RQI1: What is the impact of the context in predicting
WHAT and WHY of unsafe usages? The GNN
models get the context of a usage as input, while
the MLP baseline only considers a single vertex.
What is the impact of control- and data-flow
for classifying unsafe usages? Control- and data-

RQ2:



flows are commonly used, e.g., in static analyses, to
reason about code, and are effective for deep learning
vulnerability detection (10 I3l [I7].

How relevant are different vertex features for the
classification of unsafe usages? The vertex labels
in our enriched CFG representation encode various
aspects of a code snippet. We want to determine the
importance of the different vertex label categories,
e.g., DATATYPES or FUNCTIONS.

We also present the predictions for [Listing If in [Subsec-|

tion IV-D] and discuss in how UNGOML

can be used in practice.

RQ3:

A. Studied Dataset

We chose our dataset [2]] over the one of Costa et al. [3] for
the following reasons. First, with 1,400 entries, it is much
larger than the 270 labeled entries of Costa et al. [3l.
Second, the labels are provided in two dimensions instead
of one, thus providing a more fine-granular representation
of the unsafe usage. Further, our comparison of the usage
patterns (cf. confirms that we identified more diverse
unsafe usage patterns. Third, we [2] labeled unsafe
usages on a statement-level instead of a file-level. Thus, we
can predict usages more fine-granular. Fourth, the analysis of
Costa et al. [3]] focuses only on unsafe usages within the
application code without considering dependencies. Thus, it
ignores a common source of many unsafe usages [2] and
vulnerabilities [30L B1]]. To train our model, we used the dataset
as-is. The labels are derived from the 10 projects of the top-
500 starred GitHub projects with the most unsafe usages.
For more details about this data set, we refer to our paper [2]].

B. Experimental Setup

To train and evaluate different model architectures, we use
an existing manual labeled data set of unsafe usages [2]
(more details [Section II-B). We randomly split the dataset
into ten stratified folds of equal size [B2], preserving the
joint distribution of the WHAT and WHY label dimensions in
each fold. Each model is independently tuned, trained, and
evaluated ten times using each bin once as test data and in
the other iterations as training/validation data. All following
results are averages over the ten iterations.

In each iteration, we further subdivide the training/validation
data into a 90% training split and a 10% validation holdout
split. As mentioned in we use the Adam
optimizer [27]] to minimize the sum of the cross-entropy losses
for both labels. The learning rate is fixed at 0.001. To tune
the hyperparameters of each model, we use Hyperband [33]
with a reduction factor of 3 and a maximum epoch count of
200. As the hyperparameter optimization objective, we use the
joint top-1 accuracy on the validation split, i.e., the proportion
of validation instances for which the WHAT and WHY labels
with the highest predicted probability are both correct. The
explored hyperparameter space is shown in The
activations and widths of the convolution and MLP layers
are tuned independently. The softmax pooling treats one

TABLE II: Explored hyperparameter space.

Parameter Values
Depths Conv. € {2,...,6}, MLP € {1,2,3}
Activations {relu,sigmoid,tanh,elu}
Layer Widths {n € N|n (mod 32) =0An < 512}
Pooling {sum,mean,max,min, softmax}
Regularization  Batch Norm € {yes, no}, Dropout € {0, %}

TABLE III: Unsafe usage combined mean test classification
accuracies (in %) and the set sizes for conformal set prediction.

Top-1 Top-3 Conformal Set
Acc Acc. WHAT Size WHY Size Acc.
Majority 289+£00 | 489 | 80+£0.0 58+0.0 884
MLP 73.8+0.4 | 87.3 254+0.1 264+0.1 925
DeepSets 79.84+04 | 91.5 21401 194+0.1 932
GIN 78.0£0.5 | 91.8 224+0.1 204+0.1 93.1
2-WL-GNN 79.34+0.5 | 91.6 22401 1.94+0.1 93.2

vertex feature dimension as a weight distribution logic to
compute the weighted mean of the remaining dimensions.
Batch normalization is only applied after convolutions, dropout
only between MLP layers.

After hyperparameter selection, the model is trained three
times to estimate the performance variance caused by random
weight initialization. For each training repeat, we use a maxi-
mum epoch limit of 1,000 in combination with early stopping
if the validation loss does not decrease for 100 epochs. We
use the validation split as the calibration data for temperature
scaling and conformal prediction. To evaluate each
trained and calibrated model, we use the top-1, top-3, and
conformal set accuracy, plus the mean conformal set size on
the test data. We aggregate the results for the three repeats by
computing the mean and standard deviation for each metric.
Those results for each of the ten outer iterations are further
aggregated by computing the expected value and standard
deviation of their mean.

C. Model Comparison and Ablation Study

Table III| presents the aggregated results we obtained for
the evaluated models trained with all feature dimensions
(Section TMT-A3). We compare the accuracies obtained for
all models relative to a majority classifier that predicts the
distribution of WHAT and WHY in its training data. Overall, we
find that all four types of models significantly outperform the
baseline majority classifier by at least 45%, indicating that they
successfully learn generalizable correlations between CFG
properties and the target labels. Also, all context-aware models
perform similarly and have consistently higher accuracies than
the MLP models in top-1 (6%) and top-3 (4%).

Answer to Research Question 1

The three context-aware models significantly outper-
form the single vertex MLP model, showing that the
context is important for unsafe classification.

The DeepSets model achieves essentially the same mean re-
sults as 2-WL-GNN without considering control-flow structure
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Fig. 3: Combined Top-1 Prediction Accuracy for different
vertex feature sets. ALL shows the results for CFGs with the
full set of vertex features. For the remaining, all (NONE) or
all but one infinite vertex label category are removed.

and variable usage dependencies. Note, that only 2-WL-GNN
considers edge labels, while GIN treats all edges equally. This
architecture generally performs slightly worse than the other
two context-aware models.

Answer to Research Question 2

For unsafe classification, the impact of control- and
data-flow is negligible, as DeepSets achieves essen-
tially the same accuracies as 2-WL-GNN and GIN.

shows the aggregated results we obtained for the
evaluated models when trained with different subsets of the
feature dimensions and models. The block
ALL contains the results for the models trained with the
complete set of features. In the NONE block, all variable
vertices and all vertex labels, except those from the categories
STATEMENT TYPES and SELF-REFERENCES are omitted. In
the other blocks, the NONE block is extended by exactly one
infinite vertex label category. The block ONLY VARS includes
the variable vertices, ONLY TYPES adds the DATATYPES labels,
and ONLY FUNCS enters the FUNCTIONS and OPERATOR
labels. Lastly, ONLY PKGS includes the PACKAGES labels. As
in we added the majority classifier as a baseline.

Comparing different feature subsets, we find that the
DATATYPES labels are the most important — the block ONLY
TYPES comes closest to the models trained with the complete
feature set. This is plausible since the DATATYPES label
category contains, among others, the unsafe.Pointer and
uintptr labels. The other feature subsets are generally much
less informative for classifying unsafe usages.

Answer to Research Question 3

The most important features for the unsafe classifi-
cation are the DATATYPES.

D. Example Prediction:

We elaborate on the predicted labels for the example pre-
sented in to gain insights into concrete predictions.
We consider the labels (WHAT: pointer-arithmetic, WHY: seri-
alization) defined by Lauinger et al. [2] as the expected ones
and use the term alternative labels to refer to the two additional
labels (WHAT: cast, WHY: efficiency) discussed in [Section II-C}

The baseline MLP model, which only considers the single
statement vertex containing the unsafe usage that is to
be classified, successfully predicts the expected labels for
WHAT and WHY as its top-1 predictions. Within the conformal
prediction, the alternative label for WHAT has the second-
highest probability. However, the alternative label for WHY is
not included in the conformal set. We attribute this to the fact
that the information that hints at efficiency is not present within
the single vertex feature vector given to the MLP classifier.

The top-1 prediction of the DeepSets and GIN models
include an expected label and an alternative label for WHAT
and WHY. Both of these labels for WHAT and WHY are included
in the top-2 predictions for the models. For DeepSets, we
observe a larger set size than those predicted by MLP. We
attribute this observation to the additional information that
slightly misled the DeepSets model. For example, for WHAT
the data type bool used in Line |3| is a positive indicatmﬂ
for two of the predicted labels, namely cast-basic and cast-
bytes. As the model is unaware of the control flow, it cannot
distinguish if the type influences the unsafe usage.

The 2-WL-GNN model returns both labels for WHAT and
WHY as its top-1 prediction. Additionally, this model was the
only one predicting no further labels in its conformal sets.

E. Applications of UNGOML

We discuss two exemplary applications of UNGOML: (a)
helping security auditors to identify fragments with security-
relevant unsafe usages and (b) assisting developers in refac-
toring code to replace usages of unsafe that mimic generics
with the generics language construct recently added to Go.

We use the confusion matrices in to estimate the
effectiveness of UNGOML when applied to the above use
cases. These matrices present the recall of each label (in the
diagonal) and the percentage of falsely predicted labels (other
values in the row of the label). We present the confusion
matrices for the MLP and 2-WL-GNN models; the 2-WL-
GNN model is considered as a representative of all (similarly
performing) context-aware models and the MLP is the non-
context-aware model.

1) Security Audit: When conducting a security audit, UN-
GOML can help auditors to prioritize code fragments that
require a manual review by focusing their attention on the
most security-relevant unsafe usages, i.e., usages labeled as
casts, pointer-arithmetic, and memory-access in WHAT.

The top-1 recall for the MLP model to classify memory-
access and pointer-arithmetic is 15% and 47%; the 2-WL-
GNN model achieves a much better recall of 37% and

51t is among the top-3 important features returned by Grad ® Input [34].
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Fig. 4: Row-normalized sum over the confusion matrices on the test splits using the complete set of vertex features. The
horizontal axis corresponds to the predicted labels, the vertical axis to the true labels. Values are given as percentages.

52% - hence, we focus on this model in the following. As
already stated, 2-WL-GNN predicts memory-access with a
37% accuracy; 5% of the falsely predicted labels for memory-
access are classified as pointer-arithmetic. The most confusing
label is delegate with 33%. For pointer-arithmetic we have
a 3% confusion with memory-access and 26% confusion
with delegate. Thus, 2-WL-GNN narrows down an unsafe
finding to memory-access, pointer-arithmetic, or delegate with
a combined top-1 recall of 75% to 81%. As all other labels
have quite high detection rates (81% to 100%), one can easily
rule out other unsafe usages. The only other relevant source
of confusion are casts, which account for 23% to 17%; this is,
however, not a problem, as casts are also relevant for security
audits. For actual cast operations, 2-WL-GNN achieves a recall
96% ]

2) Refactoring Generics: Developers can use UNGOML to
identify unsafe usages that mimic generics (labeled generics
in WHY). For each usage labeled as such, they can decide if and
how to replace it with the newly introduced language feature
for generics. The recall for label generics varies between
59% for MLP and 73% for 2-WL-GNN model. While a 73%
recall is already quite high, the effective recall for real-world
generics detection is even higher. In practice, the absence of
language-integrated generics is often compensated with code
duplication. Thus, it is sufficient to detect one of the duplicates
to refactor all unsafe usages that mimic generics.

We conclude that our approach is practical for the dis-
cussed applications. Further, 2-WL-GNN, UNGOML’s
default model, performs well in both use cases.

3) Generalizability: In addition to the two above-
mentioned concrete use cases, UNGOML can be used in other
contexts. The used GNN models can cover other types of
unsafe usages because our implementation can be used to
train them with other Go datasets that contain other types
of unsafe usages or other kinds of vulnerabilities. Further,
one can replace or extend parts of our pipeline, such as the

61t can even distinguish types of casts, e.g., structs, bytes, basics, etc.

implementation to create our code representation, to integrate
data sets in other languages.

V. THREATS TO VALIDITY

A potential threat to internal validity is the correctness
of our implementation, evaluation, and CFG representation.
We only included a small subset of the information available
for a given unsafe usage and exclude call sites and callees
in the CFG. Thus, not all relationships between different
elements are fully represented. We decided against exploring
more fine-grained representations as our experiments to encode
the abstract syntax tree of statements did not improve the
classification accuracy. Further, more information increases the
graph sizes and the time required to train a model. Further,
currently the representation is intraprocedural. Also, we ignore
natural language information from comments, even though a
human annotator might consider them when labeling a usage.

The selection of our dataset is a potential threat to construct
validity. We used the dataset from our previous work [2]] to
train and evaluate our classifier. The dataset by Costa et al. [
is not selected as it provides labels only on a file level which
is not suitable for our research. Further, for a fair comparison
we did not compare UNGOML against the existing static
analyzers that can only detect unsafe usages without any
classification or only a few usage patterns.

The generalizability of our findings is affected by our threats
to external validity. For training and verification, we rely on
the correctness and representativeness of the labels we created
previously [2]]. As these labels subsume the ones defined by
Costa et al. [3] and both were derived from usages obtained
from popular GitHub projects, we believe that we chose a
suitable data set as ground truth.

Further, our classifier is trained on the unsafe package
of Go 1.16 and below and does not reflect recent changes
in the package. Concretely, Go 1.17 (released August 2021)
introduced two new functions (Section TI-A). These
changes were not labeled, as the labels were created before
the release. However, we believe this will not affect our
accuracy as the vast majority of usages are for the type
unsafe.Pointer [2] ] rather than the unsafe functions.



Lastly, our comparison of different graph convolutions is
not comprehensive and only considers existing approaches.
Namely, we chose the DeepSets, GIN, and 2-WL-GNN ar-
chitectures as representatives of structure unaware, 1-WL-
bounded, and higher-order convolutions, respectively. Due to
the limited influence of CFG edges on the overall model
performance, no other types of convolutions were included
in the evaluation. However, we cannot exclude the possibility
that a specialized graph convolution operator might improve
the prediction quality further.

VI. RELATED WORK

Unsafe API Usages. Previous studies on unsafe usages
mostly focused on detecting the usages and classifying the
usages manually [2 B]. Unlike our work, they relied on a time-
consuming, challenging, and error-prone manual validation
(see [Table I). The moderate agreement of the Cohen-kappa
score [B33]] of 0.65 reported by Costa et al. [B]] confirms the
difficulty in labeling the different usages precisely.

Previous studies on unsafe usages in Java focused on
detecting usages and their patterns [4] and did not provide
a classification tool. For Rust, previous studies concentrated
on understanding unsafe usages empirically [36] B7 Bl.
Furthermore, a survey revealed that most Rust developers use
unsafe, e.g., to use foreign-function-interfaces or interact
with hardware [38]]. The RustBelt project provides Rust pro-
grammers with formal tools for verifying safe encapsulation
of unsafe [[]. Static analyses were developed for a subset of
definite unsafe patterns causing bugs [2] 371 B9]. However,
the analyses only identify a subset of problems and miss to
provide support to classify all unsafe usage patterns.

Static Analyses to Detect unsafe Usages. Existing anal-
yses for unsafe usages in Go, are either simple linters to
detect unsafe usages [2l HQ], cover only a few selected
patterns [2] [, or can detect violations only during run-
time [[§]. Mature static analyses frameworks such as Doop [E]]],
Soot [42], or Opal [43] do not exist for Go. Thus, current
analyses are limited to taint analyses [44] B3] or simple AST-
based analyses [[7Zl [@0]. While a taint analysis is not suitable
for the task at hand, AST-based analyses are very simple. We
acknowledge that one could leverage the AST-based analyses
to implement a few patterns for categories such as definition
and delegate. Nonetheless, we doubt that this would work for
patterns such as efficiency or reflection completely. However,
we would be interested in future work exploring this line of
research..

Deep Learning for Vulnerabilities. As far as we know, we
are the first who classify unsafe usages. Thus, we discuss
deep learning solutions for vulnerability detection as a related
problem. Recent work on the classification of vulnerabilities,
e.g., buffer overflows, has shown the effectiveness of GNN
architectures [I71 [I0). The majority of deep learning
classifiers are trained on binary decisions, namely vulnerable
or non-vulnerable code [0 A8]. Recently, Wang et al. [O]
predicted the vulnerability type and showed that the precision

drops compared to a binary classifier. Our classifier achieves
a top-1 accuracy similar to their top-3 accuracy.

Although many approaches for vulnerability prediction sup-
port developers and auditors, many provide a coarse-grained
prediction level such as file, function, or method-level [I7]
[[3]]. Thus, solutions to reduce the number of lines to be
inspected are proposed, e.g., by inspecting the subgraph that
influences the prediction the most [d7]]. Recently, more fine-
granular predictions on line-level are suggested [47]]. However,
Li et al. [47] tokenize code rather than building graphs and
leveraging different GNNs architectures.

As previous works that use GNNs, we build our
intermediate representation by parsing a graph from source
code enriched with relevant information for our classification.
As we aim to solve a different problem, we have to include
additional information, such as data types, instead of LastUse
information [9]]. In contrast to Duan et al. [d6], our feature
vector with 594 possible vertex labels is more expressive than
their proposed 144 labels.

VII. CONCLUSION

In this paper, we presented the first classifier, UNGOML,
for unsafe usages in Go. UNGOML helps to understand
the actual usage (WHAT) and the underlying purpose (WHY) of
using this escape hatch from memory safety. We encoded the
unsafe code snippets as enriched CFGs and classified them
with GNNs. To further understand the relevance of features,
we varied the included features, e.g., by only including the
variables or only the datatype information. With the full
set of features, we achieve a mean top-1 accuracy of about
88% and 87% for WHAT and WHY, respectively, with the
2-WL-GNN architecture. Furthermore, we show that a set-
value conformal prediction classifier returns on average 2
labels with a mean accuracy of 93%. Thus, our classifier
is suitable to effectively support developers and auditors to
identify and refactor unsafe usages, e.g., to replace unsafe
with generics or avoid potentially vulnerable unsafe usages.

In future work, UNGOML can be leveraged for automatic
large-scale refactoring and auditing tasks. Further, our method-
ology and insights gained can be transferred to other domains,
such as API misuses in general, by adapting the data set and
our implementation. In addition, our classifier can be used for
a comparison of static analyses that can detect the discussed
unsafe usage patterns.
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