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TreeSHAP-IQ is available for python

▪ compute general Shapley interactions 
for SOTA tree-based models

▪ plot interactions

Open Source Implementation

Beyond TreeSHAP: Efficient Computation of 
Any-Order Shapley Interactions for Tree Ensembles

Maximilian Muschalik1,*, Fabian Fumagalli2,*,

Barbara Hammer2 Eyke Hüllermeier1

TreeSHAP: Application of Game Theory to 
Feature Attributions for Tree Ensembles

Contribution

TLDR: We propose TreeSHAP-IQ: An efficient algorithm for
computing any-order Shapley Interactions [3-7] for
tree ensembles similar to Linear TreeSHAP [1,2].

Visualize TreeSHAP-IQ Interactions

Waterfall Plot
▪ breaks down the con-

tribution of features 
and interactions

▪ here: 2nd and 3rd order 
interactions most im-
portant for prediction

k-SII Stacked Bar Plot
▪ illustrates how much 

interaction is present 
for a single instance

▪ here: only negligible 
interactions after 
order 4 

Network Plot

▪ describes 1st order 
(vertices) and 2nd order 
(edges) contribution 
towards the prediction

▪ here: high positive and 
negative interaction 
influence the prediction
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Complexity and Runtime of TreeSHAP-IQ

Comp.:

Storage:

TreeSHAP-IQ
Linear

TreeSHAP
Complexity

: number of leaves

: max tree depth

: number of features

: interaction order
:
explanation
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Interaction Example: Explaining Property Prices

Potential Question: “Does the location of my property affect its price?”

* equal contribution


