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Abstract. The notion of bounded rationality originated from the in-
sight that perfectly rational behavior cannot be realized by agents with
limited cognitive or computational resources. Research on bounded ratio-
nality, mainly initiated by Herbert Simon, has a longstanding tradition in
economics and the social sciences, but also plays a major role in modern
AT and intelligent agent design. Taking actions under bounded resources
requires an agent to reflect on how to use these resources in an optimal
way — hence, to reason and make decisions on a meta-level. In this paper,
we will look at automated machine learning (AutoML) and related prob-
lems from the perspective of bounded rationality, essentially viewing an
AutoML tool as an agent that has to train a model on a given set of data,
and the search for a good way of doing so (a suitable “ML pipeline”) as
deliberation on a meta-level.

Keywords: Automated Machine Learning - Hyperparameter Optimiza-
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1 Introduction

The notion of rationality and rational decision making is at the core of economics
and the behavioral sciences, and has more recently become a guiding principle
of modern artificial intelligence [27]. Various attempts at formalizing perfect
rationality have been made in the realm of mathematical decision theory, with
Savage’s subjective expected utility theory [29] as the arguably most prominent
representative. Yet, as noted by Herbert Simon, perfect rationality is difficult to
achieve in practice, due to cognitive and computational limitations [31]: Even if
a rational decision or action does exist, limited resources in terms of time and
computational power may prevent the agent from finding it. As an alternative
to perfect rationality, Simon proposed the concept of bounded rationality and, in
this regard, introduced the notion of “satisficing” [32].
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An agent that must act and make decisions under bounded resources also
needs to “think” about how to use these resources in an optimal way. This
gives rise to another decision problem, namely a decision problem on a meta-
level, which again causes costs and must be solved under bounded resources.
The point that the cost of decision making must also be taken into account
was made by several authors. For example, as an early proponent of this idea,
Irving Good coined the term “type II rationality” [10]. What a bounded rational
agent should naturally aim for is an optimal (resource-bounded) solution to an
augmented problem, consisting of the original problem (on the object-level) and
the “deliberation” on the meta-level, i.e., a sequence of computations plus an
action in the end.

The goal of this paper is to establish a connection between two branches of
AT, namely previous research on bounded rationality and more recent research
on automated machine learning (AutoML). More specifically, we will look at au-
tomated machine learning and related problems from the perspective of bounded
rationality, essentially viewing an AutoML tool as an agent that has to train a
model on a given set of data, and the search for a good way of doing so (a
suitable “ML pipeline”) as deliberation on a meta-level. We believe that this
perspective sheds new light on existing AutoML methods and may serve as a
guide for future research in this active field of research.

2 Types of Rationality

Going beyond rationality and bounded rationality as mere conceptions and for-
mal ideas, various computational models have been developed in Al for the pur-
pose of practical problem-solving. In this regard, Russell [25] makes a distinction
between four types of rationality.

Perfect Rationality. A perfectly rational agent takes the optimal action in every
state of the environment F it is acting in, i.e., it acts according to the optimal
agent function

fopt = argmax V (f, E,U).
f:

Here, optimality refers to the expected value V' (assuming a probability distri-
bution on E) of a performance measure U on sequences of environment states
when the agent takes actions as prescribed by the function f.

Calculative Rationality. While perfect rationality “merely” requires the existence
of an optimal agent function f,,, calculative rationality additionally takes com-
putational aspects into account. An agent that exhibits calculative rationality is
provably able to compute —through a suitable program executed on a certain
machine —the optimal actions in every state. Such computations must be pos-
sible at least in principle, even if the costs might be arbitrarily high. In other
words, calculative rationality stipulates requirements for computability but not
for complexity.
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Meta-Level Rationality. The notion of metareasoning is based on the aforemen-
tioned distinction between an object-level, on which the actual problem is solved,
and a meta-level of the problem-solving process (and additionally a ground-level
on which the actions are eventually executed). It refers to the idea of monitor-
ing and controlling the agent’s object-level deliberation, i.e., the way in which
it solves the actual (decision) problem. Thus, metareasoning stipulates a spe-
cific architecture (design philosophy) of an agent program, dividing it into the
object-level and the meta-level.

Optimal metareasoning, also known as rational metareasoning [12] or met-
alevel rationality [26], seeks to maximize the overall performance given the
agent’s object-level deliberation capabilities. At the core of optimal metareason-
ing is the notion of walue of computation, which is closely related to the theory
of information value also known from Bayesian decision theory [I3]: Computa-
tions on the meta-level are perceived as actions that may change the agent’s
informational state and hence impact and possibly improve its decisions on the
object-level. The problem of metareasoning can therefore be tackled by decision
theory, meaning that computations should be selected based on their expected
utility [24].

Zilberstein [46] considers an agent to be bounded rational when its metarea-
soning component is optimal, which (informally) means that “given a particular
object-level deliberation model, we look for the best possible way to control it
S0 as to optimize the actual ground-level performance of the agent.” In the lit-
erature, several frameworks in line with this notion of bounded rationality have
been proposed, including anytime algorithms [4], algorithm portfolios [23], and
contract algorithms [47].

Bounded Optimality. While the previous notions of rationality refer to the opti-
mality of individual actions or computations, the notion of bounded optimality
shifts the attention to entire programs implementing the behavior of an agent.
Thus, bounded optimality takes into account that, given a computational device
(machine) M, not all agent programs are actually feasible. Instead, only a subset
of agent functions can be produced by running a program P on M.

According to [28], an agent exhibits bounded optimality “if its program is a
solution to the constraint optimization problem presented by its architecture.’
Naturally, then, the task is to optimize over programs rather than actions: Given
a machine M and an environment F, a program F,, is bounded optimal if
running that program yields an expected utility that is higher than for any
other program (in a given program class):

)

P,py = argmax V (f(P,M),E,U),
PePps

where Py is the set of programs that can be run on machine M, and f(P, M)
the agent function produced by running program P on machine M.
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3 Machine Learning

In the basic setting of supervised learning, a learner A is given access to a set
of training data D = {(:I:l, yi)}Y,, where X is an instance space and ) the set
of outcomes that can be associated with an instance. Typically, the training ex-
amples (x;,y;) are assumed to be independent and identically distributed (i.i.d.)
according to some unknown probability measure P on & x Y. Given a hypothesis
space H (consisting of hypotheses h : X — ) mapping instances & to outcomes
y) and a loss function £ : Y x Y — R, the goal of the learner is to induce a
hypothesis h = A(D) € H with low risk (expected loss)

R(h) = /X  Hh@) ) dPay) (1)

Looking at this setting from the perspective of decision making, the learner is
now playing the role of the agent (decision maker) on the object-level. The task
of the agent is to select a hypothesis h, which corresponds to an action. Thus,
the action space of the agent is given by the hypothesis space H, and the agent
function maps data sets D to hypotheses h. Once a hypothesis h has been chosen,
it can be used to make predictions h(x) for query instances . Such predictions
can be seen as actions on the ground-level, and the predictor as another agent
with action space ) in the environment X. The function of this agent maps
instances to predictions.

The perfectly rational predictor is the pointwise Bayes predictor that chooses

fH(®) = argg}n]E(é(yv ) |®), (2)

for every € X, where E denotes the expected value operator. By selecting
the prediction that leads to the minimum expected loss given x, separately for
every x, this agent optimizes individual decisions. However, the pointwise Bayes
predictor (2)) might not be contained in the hypothesis space H, which means
that it cannot be represented by the agent. The Bayes predictor is given by

h* = argmin R(h), (3)
heH

i.e., by the hypothesis with minimal risk within the hypothesis space H. Adopt-
ing this hypothesis somehow fits with the idea of bounded optimality, although
here the boundedness refers to limited expressive power rather than limited com-
putational resources: Although h* may not produce the best decision h*(x) in
every state x, it performs best on average.

What can be said about the rationality of the learner on the object-level? Re-
call that the task of the learner is model induction: It takes a data set D as input
and produces a hypothesis h € H as output. Obviously, the question of rational-
ity is difficult to answer for this agent, as it comes down to asking for “rational
induction”, i.e., for the best way of solving the problem of inductive inference.
Clearly, there is no consensus in the literature, and different answers will be
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given by different statistical schools. Bayesian inference (learning), for example,
could be viewed as “rational” in so far as it can be justified axiomatically.

The idea of boundedness and bounded rationality does not seem to play a
significant role in standard machine learning. On the level of the problem def-
inition, i.e., the specification of the learning problem, computational or other
resource constraints (e.g., time limits) are neither very strict nor made very
explicit in common ML settings. On the algorithmic level, concrete agent pro-
grams (learning algorithms) for supervised machine learning typically follow a
fixed course of actions with very few choice points at runtime, leaving little room
for “deliberation” in the sense of monitoring and control on a meta-level.

4 Automated Machine Learning

In AutoML [T6/TTI/44/48], the learner is no longer restricted to a pre-defined
learning model (H, A), consisting of a hypothesis space and a learning algorithm.
Instead, it can choose among a broad spectrum of learning algorithms A € A,
each associated with an underlying hypothesis space H 4. Here, an algorithm A
may also be an ML-pipeline with a complex structure, being composed of several
simpler algorithms. Moreover, every algorithm normally has certain hyperparam-
eters w that need to be set. A learning model is now a triplet M = (H 4, A, w).
The goal of the learner is to find

A* i A,(D 4
carg _min R(4.(D)), @

where (2(A) is the space of hyperparameter configurations for algorithm A. The
optimal algorithm A* can then be used to induce h* = A*(D) € H = U 4 Ha.
To distinguish the AutoML learner from an “object-level” learning algorithm
A, we also refer to the latter as an inducer.

Instead of applying an inducer A in a pre-defined manner, solving (@) now
requires “deliberation” of the learner, namely reflection about which inducer
might be best for the data D. We can now distinguish between computations on
the object-level and computations on a meta-level: While the former are related
to fitting a model to the data D by running a concrete inducer A, the latter
are related to actually finding the inducer by selecting A € A and w € 2(A).

Resource constraints (typically specified in terms of an upper time limit) and
metareasoning now become essential, simply because of the size and complexity
of decisions (the different learning models M) available to the learner on the
meta-level. The majority of AutoML tools [36/22[912TIT45I5I43/42] search this
space by alternating between two steps: they generate a candidate inducer A,
and then evaluate its quality. To this end, A, is given access to the training
data D, and the quality of a hypothesis produced by A, is approximated by the
empirical error of h = A, (D \ Dyar) on the validation part of the data, Dyq
(split from D in order to obtain an unbiased estimate of the test error).

As can be seen, deliberation of the learner essentially comes down to antici-
pating the consequences of a decision M = (H 4, A, w), which in turn is costly as
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it involves the execution of an inducer with a subsequent empirical evaluation
of the hypothesis generated. Time limits are therefore needed and well justified.
In addition to time, one may argue that an AutoML learner has to reflect on
the optimal use of another limited resource, namely the data. For example, how
should the data be split into training and validation data?

Let us briefly mention some examples of meta-level deliberation in the context
of AutoML and the related problem of hyperparameter optimization [2I8]: The
order in which inducers are evaluated plays a major role in returning the best
possible inducers in the shortest possible time. To this end, for example, auto-
sklearn [9] employs a warm starting mechanism that first evaluates inducers that
have already performed well on previously considered data sets. A more recent
version of auto-sklearn also reasons about which inducers are considered at all
and the procedure used to evaluate them [7]. Another example of metareasoning
can be found in ML-Plan [2], which divides the overall AutoML process into
a search phase for exploring new inducers and a subsequent selection phase,
in which a set of the most promising inducers are reexamined to make a final
decision. Depending on the given data set and the already explored inducers, ML-
Plan reasons about when to end the search phase and proceed with the selection
phase. In the related problem of hyperparameter optimization, often the data
presented to the inducer for evaluation is budgeted to allocate computational
resources to more promising candidates [I7/20]. Other approaches incorporate
the cost for observing improvements into the optimization process itself [33135].

5 Conclusion

We (re-)considered automated machine learning (AutoML) from the perspective
of bounded rationality, adopting the view of an AutoML tool as an agent that
trains a model on a given set of data— searching for a good way of doing so can
then be seen as deliberation on a meta-level. The main motivation for adopting
this perspective is twofold: First, to shed light on existing AutoML methods,
and second, to inspire new approaches based on established principles of rational
metareasoning and bounded optimality.

Obviously, these goals are beyond what could be accomplished in this short
paper. As a next step, we plan a closer inspection of concrete AutoML scenarios
and existing methods used in these scenarios. This includes algorithm selection
[TO/TRI41], meta algorithm selection [3839], extreme algorithm selection [40J37],
hyperparameter optimization [2I8], combined algorithm selection and hyperpa-
rameter optimization [I6I36/9], algorithm configuration [I5/TT4], and dynamic
algorithm configuration [3J6J3430]. An interesting question is to what extent
existing methods can be seen as bounded rational, how they realize metareason-
ing, and whether they perhaps even do so in a provably optimal manner. Our
impression is that this is not the case, also because the meta-perspective is not
explicitly adopted. Therefore, we believe that there is indeed a great potential,
not only to better understand existing AutoML tools, but also to improve them
through metareasoning techniques and principles of bounded optimality.
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